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Preface

Ch (pronounced C H) is an embeddable C/C++ interpreter. The Ch language environment was originally
designed and implemented by Dr. Harry H. Cheng for teaching introductory computer programming in C
for engineering applications and his research projects in mechatronics and computational kinematics. As
the user’s base increases, Ch has been evolved from a special-application program to a general-purpose
language environment with wide applicability. Similar to using a natural language, it was intended to use
One Language for All programming purposes.

The C language was selected for its compact syntax, expressive power, and wide availability. But, for
many applications, an interpreter is more desirable. As a result, a C interpreter has been developed over
the years. To distinguish it from many existing C compilers, this C interpreter is called Ch. But, Ch was
never meant to be a new language. Conforming to the C standard is its prevailing design goal for Ch. We
believe that Ch is the most complete C interpreter in existence. As a complete C interpreter, Ch supports all
features of the ISO C90 standard ratified in 1990. Ch supports some major features in C++ for object-based
programming. C was originally designed for system programming. It has many deficiencies for applications
in engineering and science. Ch extends C for very high-level numerical computing and graphical plotting,
shell programming, and embedded scripting.

Our work on extending C for numerical computing overlapped with the ASNI C Standard Committee’s
effort in revising the C standard. Ch has greatly benefited from our participation in ANSI X3J11 and ISO
S22/WG14 C Standard Committees since 1993. Many new features such as complex numbers, variable-
length arrays (VLA), binary constants, and function name __f unc___ first implemented in Ch had been
added in the latest C standard called C99. In its current implementation, Ch supports more new features
added in the ISO C99 than most existing C compilers. C programmers are encouraged to use these new fea-
tures such as complex numbers, variable length arrays (VLA), IEEE floating-point arithmetic, type generic
mathematical functions described in this manuscript because they significantly simplify many programming
tasks. In addition to these numerical features in C99, Ch also supports computational arrays as first-class
objects as in Fortran 90 and MATLAB for linear algebra and matrix computations.

A proposal was submitted to the C Standard Committee to add classes in C++ to the C99 standard. Due
to the time constraint and other reasons, the proposal was not adopted in C99. Nevertheless, Ch added classes
in C++ mainly based on this proposal. In addition, Ch supports reference type in C++ for convenience of
passing values by reference to functions as in Fortran.

Different from many other software packages, Ch bridges the gap between low-level languages and very
high-level languages. As a superset of C, Ch retains low-level features of C such as accessing memory for
hardware interface. However, Ch is a very high-level language (VHLL) environment. Ch supports shell
programming with a built-in string type. Some problems, which might take thousands of lines of C code,
can be easily solved with only a few lines of Ch code. Ch enables programmers to increase their productivity
significantly.

Furthermore, Ch is designed to be platform-independent. It can run in an heterogeneous computing
environment with different computer hardware and operating systems including Windows, Linux, Mac OS
X, and Unix. A program developed in one platform can run in any other platforms.
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This manuscript is written to help readers learn how to program in C/Ch with new features in C99.
Although prior knowledge of programming language is not required, it will be helpful to understand the
basics of Ch. The emphasis of this manuscript is on extensions of C99 over C90. Extensions to C in Ch are
highlighted. Features not explained in this manuscript follow the interpretation of the ISO C99 standard.
The examples include many testing codes used during the development of Ch. Whether you are a novice
computer user or experienced professional programmer, we hope that Ch will make your programming tasks
more enjoyable and that you will like Ch.

This user’s guide is prepared for different editions of Ch. There are Standard, Professional, and Stu-
dent Editions for Ch. All features in this manual are available for both Professional and Student Editions.
Features described in chapters and 24] on computational array, plotting, and numerical analysis,
respectively, are not available for Ch Standard Edition.

If you are one of those impatient C/C++ programmers, you may jump to Appendices [Bl and [C] which
highlight the differences between Ch and C/C++ with an overview of new features in Ch extended over
C/C++. After that, you can start programming in Ch quickly without lengthy compile/link/execute/debug
cycles. You can just run your C/C++ programs in a Ch command shell by typing program names such
as hel | 0. c or hel | 0. cpp. You can also run C/C++ programs in Ch from an Integrated Development
Environment (IDE).

Typographical Conventions

The following list defines and illustrates typographical conventions used as visual cues for specific elements
of the text throughout this document.

o Interface components are window titles, button and icon names, menu names and selections, and
other options that appear on the monitor screen or display. They are presented in boldface. A sequence
of pointing and clicking with the mouse is presented by a sequence of boldface words.

Example: Click OK

Example: The sequence Start- >Programs- >Ch7.0- >Ch indicates that you first select Start. Then
select submenu Programs by pointing the mouse on Programs, followed by Ch7.0. Finally, select
Ch.

o Keycaps, the labeling that appears on the keys of a keyboard, are enclosed in angle brackets. The label
of a keycap is presented in typewriter-like typeface.

Example: Press <Ent er >

e Key combination is a series of keys to be pressed simultaneously (unless otherwise indicated) to
perform a single function. The label of the keycaps is presented in typewriter-like typeface.

Example: Press <Ct r | ><Al t ><Ent er >

e Commands presented in lowercase boldface are for reference only and are not intended to be typed
at that particular point in the discussion.
Example: “Use the install command to install...”

In contrast, commands presented in the typewriter-like typeface are intended to be typed as part of an
instruction.

Example: “Type i nst al | to install the software in the current directory.”
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e Command Syntax lines consist of a command and all its possible parameters. Commands are dis-
played in lowercase bold; variable parameters (those for which you substitute a value) are displayed
in lowercase italics; constant parameters are displayed in lowercase bold. The brackets indicate items
that are optional.

Example: Is [-aAbcCdfFgilL mnopgrRstux1] [file...]

e Command lines consist of a command and may include one or more of the command’s possible
parameters. Command lines are presented in the typewriter-like typeface.

Example: | s / home/ user nane
e Screen text is a text that appears on the screen of your display or external monitor. It can be a system

message, for example, or it can be a text that you are instructed to type as part of a command (referred
to as a command line). Screen text is presented in the typewriter-like typeface.

Example: The following message appears on your screen

usage: rm[-fiR] file ...

I s [-aAbcCdf Fgi | Lmmopgr Rstux1] [file ... ]

e Function prototype consists of return type, function name, and arguments with data type and param-
eters. Keywords of the Ch language, typedefed names, and function names are presented in boldface.
Parameters of the function arguments are presented in italic. The brackets indicate items that are
optional.

Example: double derivative(double (*func)(double), doubleXx, ... [double *err, double h});
e Source code of programs is presented in the typewriter-like typeface.

Example: The program hello.ch with code

int main() {
printf("Hello, world!\n");
}

will produce the output Hel | o, wor | d! on the screen.

e Variables are symbols for which you substitute a value. They are presented in italics.

Example: module n (where n represents the memory module number)

e System Variables and System Filenames are presented in boldface.

Example: startup file /home/username/.chrc or .chrc in directory / hone/ user namne in Unix and
C:\ >_chrcor _chrcin directory C:\ > in Windows.

o Identifiers declared in a program are presented in typewriter-like typeface when they are used inside
a text.

Example: variable var is declared in the program.

e Directories are presented in typewriter-like typeface when they are used inside a text.

Example: Ch is installed in the directory / usr/ | ocal / ch in Unix and C: / Ch in Windows.
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Environment Variables are the system level variables. They are presented in boldface.

Example: Environment variable PATH contains the directory /usr/ch.

Other Relevant Documentations

The core Ch documentation set consists of the following titles. These documentation come with the CD and
are installed in CHHOME/docs, where CHHOME is the Ch home directory.

The Ch Language Environment — Installation and System Administration Guide, version 7.0, SoftIn-
tegration, Inc., 2011.

This document covers system installation and configuration, as well as setup of Ch for Web servers.

The Ch Language Environment, — User’s Guide, version 7.0, SoftIntegration, Inc., 2011.

This document presents language features of Ch for various applications.

The Ch Language Ernvironment, — Reference Guide, version 7.0, SoftIntegration, Inc., 2011.

This document gives detailed references of functions, classes and commands along with sample source
code.

The Ch Language Environment, — SDK User’s Guide, version 7.0, SoftIntegration, Inc., 2011.

This document presents Software Development Kit for interfacing with C/C++ functions in static or
dynamical libraries.

The Ch Language Environment CGI Toolkit User’s Guide, version 3.5, SoftIntegration, Inc., 2003.

This document describes Common Gateway Interface in CGI classes with detailed references for each
member function of the classes.
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| ntroduction

What isCh?

ChisC+. Chisan embeddable C/C++ interpreter. It is an interpretive implementation of C with salient
features from C++, other languages and software packages for scripting, rapid application development,
deployment, and integration with legacy systems. Ch is designed for both experienced C/C++ programmers
and new comers. Leveraging their C language skills, programmers can learn C once, and use it anywhere
for any programming purpose.

Chisembeddable. Unlike C/C++ compilers, Ch can be embedded as a scripting engine in C/C++ appli-
cations and hardware. It can relieve users from developing and maintaining a macro language or interpreter
for many applications.

Chisfor 2D/3D graphical plotting and numerical computing. It is especially designed for applications
in engineering and science. Ch has built-in graphical support, generic mathematic functions and computa-
tional arrays for linear algebra and matrix computations, 2D/3D graphic plotting, and advanced high-level
numerical functions for linear systems, differential equation solving, integration, non-linear equations, curve
fitting, Fourier analysis, etc. For example, linear system equation b = A * x can be written verbatim in Ch.
The user does not need to worry about the underlying optimization with fast and accurate numerical al-
gorithms. Ch is the only computing environment in existence that can perform numerical computing with
consistent numerical results under the IEEE floating-point arithmetic in the entire real domain and complex
domain using an extended complex plane for a Riemman sphere. The extensions to C makes Ch an ideal
choice for numerical computing in C/C++ domain.

Chisfor shell programming. Ch is a C-compatible shell whereas the so-called C-shell csh is a C-like
shell. Ch is a very high-level language (VHLL) environment. Ch in Windows supports frequently used
Unix utilities and commands such as vi, Is, awk, sed, mv,rm, cp, find, grep, etc. for cross platform shell
programming. It can be used to automate repetitive tasks. Some complicated problems, which might take
thousand of lines of C code, can be solved in a few lines of Ch code. The interactive Ch command shell is
especially suitable for rapid prototyping, teaching, and learning.

Ch has borrowed features and ideas from many other languages and software packages. Ch owes its
most to C/C++. The following is a short list of other languages and software packages which in one way or
another have influenced the development of Ch.

e Like C shell, Ch can be used as a login shell and for shell programming. But, as a superset of C, Ch
is a genuine C shell.

o Like Basic, Ch is designed for and has been used by beginners with limited computer experience.

o Like Perl, Ch can be used for common gateway interface (CGI) in a Web server.

e Like Java, Ch can be used for internet computing. A Ch applet can be executed across a network on
different computer platforms on the fly.

e Like JavaScript, Ch scripts can be embedded in HTML files such as active server pages (ASP).

e Like Fortran 77/90, Ch can be used for scientific computing.

o Like MATLAB/Mathematica, Ch can be used for rapid prototyping.



Figure 1: Relation of Ch with some other languages and software packages.

The relation of Ch with some of these languages and software packages is shown in Figure [Tl

Major Features

Ch supports all features in the ISO 1990 C standard (C90), wide characters in Addendum 1 for C90, major
new features in the latest ISO 1999 C standard (C99) including complex numbers, variable length arrays
(VLAs), IEEE 754 floating-point arithmetic, generic functions. Ch supports classes, objects, and encapsu-
lation in C++ for object-based programming, as well as many computer industry standards such as POSIX
and socket/Winsock, Windows, X11/Motif, OpenGL, ODBC, GTK+. Ch has many extensions to C. Major
features of Ch are summarized as follows:

e No Learning Curve Every C programmer can start to use Ch by executing C code in a Ch virtual
machine without learning a new language. One can use the features of the C language to complete all
tasks. It minimizes the hassles of learning and memorizing many different language syntaxes.

e Interpretive C programs can be executed in Ch without tedious compile/link/execute/debug cycles.

e Interactive One can run the C code interactively, entering the code line by line. Thus, it is very
intuitive for beginners to learn C. It is a very effective tool to teach and learn programming in C with
the latest C99 features. Also, one can easily test new functions. It is an ideal environment for real-time
interactive computing.



Numerical Computing In addition to supporting all C types such as char, int, float, double, and the new
type complex and variable length array (VLA) as introduced in ISO C99, Ch treats a computational ar-
ray as a first-class object. Many high-level numerical functions, such as differential equation solving,
integration, Fourier analysis, along with 2D/3D plotting make Ch a very powerful language environ-
ment for solving problems in engineering and science. Programs using 2D/3D plotting features can
also be compiled in C++ compilers using SoftIntegration Graphical Library in C++.

Very High-Level Language Ch bridges the gap between low-level languages and very high-level lan-
guages (VHLL). As a superset of C, Ch retains low-level features of C such as accessing memory for
hardware interface. As a command shell, Ch is a very high-level language. Some problems, which
might take thousands of lines of C code, can be easily solved with only a few lines of Ch code.

Object-Based Ch supports classes, objects, and encapsulation in C++ for object-based programming
with data abstraction and information hiding, as well as simplified I/O handling. For example, only
a single control class is used to implement Ch Control System Toolkit for high-level control system
design and analysis. To keep Ch simple, complicated features in C++ are excluded in Ch.

Text Handling Ch has advanced text handling features such as built-in string data type and foreach-
loop. These features are specially useful for system administration, shell programming, and Web-
based applications.

Cross platform Shell Ch provides a universal shell for the convenience of users. It can be used as a
login command shell similar to C-Shell, Bourne shell, Bash, tcsh, or Korn shell in Unix, as well as
MS-DOS shell in windows. Ch has more built-in enhanced features for shell programming to auto-
mate repetitive tasks, rapid prototyping, regression test, and system administration across different
platforms.

Safe Network Computing Safe Ch is designed from scratch with different secure layers, such as sand-
box, programmer/administrative control, suppressed pointers, restricted functions, automatic memory
management for string type, and auto array bound checking effectively address security problems for
network computing.

Portable C standard-conforming programs are portable. But the compilation process is platform-
dependent. A Ch program can run across different platforms including Windows and Unix. A pro-
grammer can develop and maintain programs in one machine, deploy them in all platforms supported
by Ch.

Libraries All existing C libraries and modules can be part of the Ch libraries. Therefore, the potential
of Ch libraries is almost unlimited. For example, Ch supports POSIX, TCP/IP socket, Winsock,
Win32, X11/Motif, GTK+, OpenGL, ODBC, LAPACK, XML, NAG statistics library, Intel OpenCV
for computer vision and image processing, National Instruments’ NI-DAQ and NI-Motion, PCRE for
regular expression, etc.

Interface with Binary Modules Using Ch SDK, Ch can interface binary objects without restarting a
new process. It can seamlessly integrate different components. A Ch program can call functions in a
static or dynamic library for integration with legacy systems and existing C/C++ code. Vice versa, a
function in a binary object can call a Ch function.

Web Enabled With development modules, such as classes for Common Gateway Interface (CGI) for
Web servers, Ch allows rapid development and deployment of Web-based applications and services.



e Embeddable Ch is embeddable. Embedded Ch can be embedded in other application programs, hard-
ware and handheld devices. This will relieve users from developing and maintaining proprietary
scripting languages across different platforms.

Organization of this Documentation

Ch contains all features of C. Chapter 1 gives a brief overview of Ch and on how to run C/C++ programs in
the Ch language environment. Chapters 2, 5-10, 14, 17-18, 20 describe features in C. Chapters 12, 13, and
15 present new features added in C99 with IEEE floating-point arithmetic and type generic mathematical
functions, complex numbers, and variable length arrays (VLA), respectively. Chapters 11 and 19 present
features of reference types and classes available in C++, respectively. Like any C compiler, Ch also contains
some unique features with different setup and configuration. Features described in Chapters 3 and 24 are
related to setup and configuration of Ch as an interpreter. Two and three dimensional plotting capabilities
described in Chapter 23 are available in both Ch and C++. Computational arrays described in Chapter 16
and safe Ch in Chapter 21 are available in Ch only. Based on computational arrays, advanced numerical
functions in Chapter 24 are convenient for many applications in engineering and science.

Appendix [Al lists known problems and platform specific features. Appendix [Bl lists implementation
defined behaviors and highlights the extension of Ch over C. Appendix [(lcompares the differences between
Ch and C++. Ch is a portable command shell. Appendices [D}[E] and[E, compare Ch with C shell, MATLAB,
and Fortran, respectively. Appendix [G]lists commonly used commands for portable shell programming in
Ch across different platforms.



Part |

The Language Features



Chapter 1

Getting Started

This chapter gives an overview of the Ch language environment.

1.1 Startup

1.1.1 Startup in Unix

You can type the command ch in any command shell to go into the Ch command shell.

Startup in Mac OS X x86

Once you have downloaded and installed the software, you can click the icon Ch on the dashboard on in the
Application folder to get into the Ch command shell.

For Ch Professional or Student Edition, you can also click the icon for ChIDE on the dashboard on in
the Application folder to luanch ChIDE. You can then click the icon Ch in the ChIDE to get into the Ch
command shell.

Startup in Linux

In Linux, you can launch Ch by clicking the icon Ch under the entry Syst em Tool s in the startup menu.
You can also click Run Pr ogr amin the startup menu. Then, enter ch and check Run i n term nal to
lanch Ch.

For Ch Professional or Student Edition, you can also click the icon for ChIDE under the entry
Pr ogramr ng Tool s in the startup menu. You can then click the icon Ch in the ChIDE to get into
the Ch command shell.

The command

ch -d

will create an icon for Ch on the desktop. If Ch is installed with a ChIDE, an icon for ChIDE will also be
created on the d esktop.

Startup in Unix asa L ogin Shell

You can login to a Unix computer system through a terminal that may be directly wired to the system, or
through a modem to the internet or a local area network. To log into the system, type your user name at
the system login prompt, which will begin the execution of program login. The program displays the string
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password: at the terminal and waits for you to type the password. Once you have typed your password,
the program proceeds to verify your login name against the corresponding entry in the file /etc/passwd.
Similarly, your password will be checked. The file /etc/passwd contains one line for each user of the system.
The information in this line specifies, among other things, the login name, home directory, and the program
to be executed when the user logs in. The program that will start up after the login process is specified in
the entry after the last colon. If nothing follows the last colon, by default, the system will use the Bourne
shell /bin/sh. For example, if file /etc/passwd contains the following three lines for three users of the system:
harry, john,andmarry.

harry: x: 121: 15::/ hone/ harry:/bin/ch
john: x:125: 20: : / hone/ j ohn:/bin/csh
marry: x: 130: 25::/usr/ dat a: /usr/ dat a/ bi n/ word_processor

The home directory for user har ry is /lhome/harry. When har r y logs in the system, the Ch shell will start
execution. The home directory for user j ohn is /home/john, j ohn will get C shell when he logs in. When
mar ry logs in the system, the program word_processor that may be a special-purpose word processing
software package will be invoked.

You can remotely login to another workstation which acts as a client. However, your local workstation
may refuse connection to the client; the remote client fails and displays an error message. A proper commu-
nication has to be established so that the client will be able to determine which server receives the output of
the client. At the same time, your workstation’s X server will allow the remote system to send the output.
This is accomplished by setting the environment variable DISPLAY on the client and adding the client to
the name list of remote systems on your workstation’s X server by the command xhost. For example, if you
login to the remote machine mouse from the local machine cat and want the output of mouse to be sent to
cat, you should execute the command

cat> xhost nouse
on the local machine cat and execute the command

mouse> put env( " DI SPLAY=cat : 0. 0")
on the remote machine mouse. If the machine mouse is often used remotely, you may want to put the com-
mand put env (" DI SPLAY=cat : 0. 0") in the startup file .chrc in your home directory of the machine
mouse and set the following alias in the startup file of the local machine cat

alias("nouse", "xhost nouse; rsh nouse");

Then, the command mouse will add the remote machine mouse to the list of the remote systems of the local
X server and start the remote login process. The name of the host machine can be obtained by the command
hostname.

If Ch is the login shell, you can readily use the Ch language environment. If not, you can type command
ch at a terminal prompt to launch the Ch language environment.

If the user resizes a Window under xterm command shell in the X-Window system by dragging the
window borders using a mouse, the command resize can be used to set terminal settings to the current xterm
window size. Because the command resize does not recognize Ch as a command shell, the user may type
function _r esi ze() in a Ch shell to set the environment variables COLUMNS and L INES to the current
xterm window sizes.

1.1.2 Startup in Windows

Once you have downloaded and installed the software, there are four ways to get into the Ch language
environment. For example, to start Ch Standard Edition 6.3,

1. Click the icon Ch Standard on the Desktop screen to get into the regular Ch shell, similar to MS-
DOS.
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2. Click Start- >Programs- >SoftIntegration Ch 6.3 Standard- >Ch 6.3.
3. Click Start, followed by Run, then type ch. exe.
4. Go to the MS-DOS prompt, and type ch.

For Ch Professional or Student Edition, you can click the icon for ChIDE on the Desktop screen to
launch ChIDE.

1.2 Command Mode

When Ch is launched or a Ch program is executed, by default, it will execute the startup file .chrc in Unix or
_chrc in Windows in the user’s home directory if it exists. This startup file typically sets up search paths for
commands, functions, header files, etc. In Windows, a startup file _chrc with default setup is created in the
user’s home directory during installation of Ch. However, there is no startup file in a user’s home directory in
Unix by default. The system administrator may add such a startup file in a user’s home directory. However,
the user can execute Ch with the option -d as follows

> ch -d

to copy a sample startup file from the directory CHHOME/config to the user’s home directory if there is no
startup file in the home directory yet. Note that CHHOME is not the string “CHHOME”, instead it uses the
file system path under which Ch is installed. In Linux, the above command will also create an icon for Ch
on the desktop. If Ch is installed with a ChIDE, an icon for ChIDE will also be created on the desktop.

The Ch language environment can be introduced with a famous programming output statement

hell o, world

that was popularized by Kernighan and Ritchie (1978). The level of difficulty in printing this statement along
with other criteria is often used to judge the simplicity and friendliness of a language. Users with previous C
or FORTRAN experience may remember that, to print this statement, one has to first go through compilation
and link processes to get the executable object code, and then run the program to get the output. For a large
program, the mak e utility may have to be used to maintain the program’s integrity. No compilation and link
processes are necessary for running a Ch program. Ch can be used interactively and provides a quick system
response. As a specific example, the prompt of the screen in C-shell is shown below:

%

The output from the system, as shown in this system prompt, is displayed in italics. To invoke the Ch
language environment, one types Ch on the terminal keyboard. The screen will become:

>

This prompt indicates that the system is in the Ch language environment and is ready to accept the user’s
terminal keyboard input. Ch can also be set as the default shell in the file /etc/passwd so that, whenever
the user logs in, the Ch programming environment will be invoked automatically as shown in the previous
section.

Any syntactically correct terminal input entered at the Ch command prompt will be executed. Following
successful completion of the command(s), the Ch prompt > will be printed. If a command fails, an error
message shall be printed.

At the Ch prompt >, any Unix commands such as cd, | s, and pwd can be executed. In this scenario,
Ch is used as a Unix shell in the same manner as Bourne-shell, C-shell, or Korn-shell. For example, to print
the current working directory, one can type pwd. Then, the screen may appear as follows:
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> pwd
fusr/local/ch
>

where the input typed in from the terminal is in the typewriter font. In Ch, if there is any output from the
system resulting from executing a command, it will be printed out. In this case, assume / usr/ | ocal / ch
is the current working directory, it becomes the output from execution of the command pwd,

Because Ch is a superset of ISO C, it is more powerful than the conventional Unix shells. If an expression
is typed in, it will be evaluated by Ch and the result will be printed out immediately. For example, if the
expression 1+3* 2 is typed in, the output will be 7. If the input is 8, the output will also be 8. Any valid Ch
expressions can be evaluated in this command mode. Therefore, Ch can be used as a calculator by novice
users. Command help can help new users of Ch getting started with some illustrative examples.

> hel p
(di splay nessages ...)
>

The first lesson that a C programmer learns may be to use the standard I/O function printf() to get the
output hel | o, wor| d. Because Ch is a superset of C, the output can be obtained by the I/O function
printf() as follows:

> printf("hello, world")
hell o, world
>

All variables including system variables such as _path can be printed out using function printf() in C or
cout in C++ syntax. In interactive command mode, one can just type a variable name to display the value of
the variable. For example,

> int i

>i =10

> j*i

100

> printf("\od", i)
10

> cout << 2+

20

>

The following four functions in Ch can be used to handle environment variables. The function putenv()
can add an environment variable to the system. The function getenv() returns the value of a given envi-
ronment variable. The function remenv() can remove an environment variable. The function isenv() can
test if a symbol is an environmental variable. The interactive command execution below demonstrates their
application.

> put env(" ENVWAR=val ue")
> get env(" ENVWAR'")

val ue

> | senv(" ENVWAR")
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1

> remenv(" ENVWAR'")
> i senv("ENVAR")
0

>

There are hundreds of commands along with their online documentation in the system. No one knows all
of them. Every computer wizard has a small set of working tools that are used all the time, plus a vague idea
of what else is out there. Appendix [Glgives a list of common commands grouped by their functions. Details
about these commands as well as command line options can be found using the command nman followed by
the command in query.

1.3 Program Mode
1.3.1 Command Files

A C program can be executed without compilation in the Ch language environment. The command-line
argument interface in Ch is C compatible. C programs are called command files or simply commands in
Ch. A command file shall have both read and execute permissions. In Ch, a command file can be executed
without compilation. For example, one can create a command file named hel | 0. ¢ using a text editor. If
the program hel | 0. c is as follows:

/= A sinple program =/

#i ncl ude <stdi o. h>

int main() {
printf("hello, world\n");
return O;

}

One can type the command hel | 0. ¢ to get the output of hel | o, wor | d as follows.

> hello.c
hell o, world
>

In order to use a file as a command in Unix, it has to be executable. To make the program hel | 0. ¢
executable, the following command may need to be executed.

chnod +x hello.c

To run a command file in command mode, the file name must be a valid identifier in Ch or start with a
relative or absolute directory path such as ./, “. . /7, "/, and ‘/ ’. For example, if we change the above
file name from hel | 0. ch to 20, it becomes a number rather than an identifier.

> mv hello.ch 20
> 20

20

> ./20

hell o, world

>

Many Integrated Development Environments (IDE) support Ch. For example, ChIDE can be used to
edit, run, or debug a program as shown in Figure [[.Tl The user interface of ChIDE can be displayed in over
30 different local languages such as German, French, Chinese, and Japanese.

10
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&1 hello.c - ChIDE - Professional Edition - Dlﬂ
Flle BEdit Search View Tools Debug Andmate Options Language Buffers Help
LA =EERR - RE R e S W O Cldemosichdemos vl
FStart $ontinue @Abot SESkp Dhext & C o SBreak &l TPase PR =5
1 helio.c |
chdemos ﬂ 1 -/* Pile: hello.c =
Directories and Files 2 Print 'Hells, world' an the screen. */f
o 3 finclude <stdie.hs
O dutad D ch 4 _
C debugc 5 int main()
& fume2D ch 6 -1 )
C hello.c 7 printf{"Helle, werldin");
h helloch 8 raturn 0;
b wibration cpp 13 L -
4| ALY | v
~=h -u "hella.c”
Hello, world
=Exit code: 0
1 | _ LI
|li=1 co=1 INE (LF} 4

Figure 1.1: Edit and run a program using ChIDE.

1.3.2 Script Files

A program that can run in Ch, but cannot be compiled using a C or C++ compiler, is called a script. For
example, a program without function main() or starting with #! / bi n/ ch is a script. Statements, functions,
and commands can be grouped as a script file or script in Ch. Like a command file, a script file shall have
both read and execute permissions. For example, if the script file pr og contains the following statements:

#!/ bin/ch

int i = 90;

[+ copy hello.c to hello.ch =/

cp hello.c hello.ch

printf("i is equal to % fromthe script file\n", i);

it can be executed interactively as follows:
> prog
i is equal to 90 fromthe script file
>
Or, it can be executed in two separate steps as follows:
> chparse prog
> chrun
i is equal to 90 fromthe script file

>

where the command chpar se pr og parses the script file pr og first, and the built-in command chr un
then executes the parsed program. After execution of the script file pr 0g, the file hel | 0. ¢ will be copied

11
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to a Ch program named hel | 0. ch by the statement cp hel |l 0. ¢ hel | 0. ch. With the file exten-
sion . ch, the program hel | 0. ch can be executed in the Ch language environment as command hel | o.
Program pr og can be invoked by other scripting languages such as C-shell or Korn shell.

1.3.3 Function Files

A Ch program can be divided into many separate files. Each file can include many related functions at the
top level that are accessible to any part of the program. A file that contains more than one function is usually
suffixed with . ch to identify itself as part of a Ch program. Besides command files and script files, there are
function filesin Ch. A function file in Ch is a program that contains only one function definition. A function
file shall be readable. By default, the extension of a function file is .chf. The names of the function file and
function definition inside the function file shall be the same. The functions defined using function files are
treated as if they were the system built-in functions in a Ch programming environment. For example, if the
program addi ti on. chf contains the following statements:

int addition(int a, int b) {
int c;

c =a + b;

return c;

}

it can be invoked automatically to add two integers as shown in the following interactive execution session:

>inti =9

>i = addition(3, i)
12

>

Integer value 3 and integer variable i with the value of 9 are added together by the function addi ti on()
first, the result is then assigned to variable i. In this case, the function addi t i on() is treated as if it was a
built-in function like sin() or cos().

1.4 Complex Numbers

A second order polynomial equation
az® +bxr+c=0

can be solved by the formula

—b+ Vb2 — 4ac
xr = 5 . (1.1)
a

According to the formula (I.I)), two real solutions (x1 = 2) and (z2 = 3) for equation
22— 55 +6=0

They can be obtained by Program
Program [L.1] gives the following output:

x1
X2

3. 000000
2. 000000

12
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#i ncl ude <stdio. h>
#i ncl ude <mat h. h>

int main() {

double a=1 b=-5 ¢ =6, x1, x2;
= (-b +sqgrt(bxb-4xaxc))/(2*a);
= (-b -sqgrt(bxb-4xaxc))/(2+a);
printf("xl = 9%\n", x1);
printf("x2 = %\n", x2);

Program 1.1: The solution for 22 — 52 + 6 = 0.

For equation
22 — 4z +13 =0,

two complex solutions (1 = 2413) and (z2 = 2 —13) exist. These complex numbers cannot be represented
in the double data type. Attempting to solve the equation in the real domain will result in invalid results. Ch
reports the invalid results as NaN that stands for Not-a-Number. Refer to Program 1.2l and its corresponding
output.

#i ncl ude <stdi o. h>
#i ncl ude <mat h. h>

int main() {
double a=1 b =-4, ¢ = 13, x1, x2;
= (-b +sqgrt(bxb-4xaxc))/(2+a);
x2 = (-b -sqgrt(bxb-4xaxc))/(2*a);
printf("x1 = %\n", x1);
printf("x2 = %\n", X2);
}

Program 1.2: The solution for 22 — 4z + 13 = 0 in the real domain.

Program [I.2] gives the following output:

x1 = NaN
X2 = NaN

Using complex numbers, equation

2 —4x+13=0
with two complex solutions of 1 = 2 + i3 and 23 = 2 — 43 can be solved by Program .3
Program [L3] gives the following output.

x1 = conpl ex(2. 000000, 3. 000000)
x2 = conpl ex(2. 000000, - 3. 000000)

1.5 Computational Arrays

Arrays in Ch are ISO C compatible. They are intimately tied with pointers. For numerical computing and
data analysis, computational arrays are introduced in Ch, available in Ch Professional and Student Edition.

13
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#i ncl ude <stdio. h>
#i ncl ude <math. h>
#i ncl ude <conpl ex. h>

int main() {
doubl e conplex a =1, b = -4, ¢ = 13, x1, x2;
x1 = (-b +sqrt(b*b-4*xaxc))/(2+a);
x2 = (-b -sqrt(b*b-4*xaxc))/(2+a);
printf("x1 = %\n", x1);
printf("x2 %\n", x2);

Program 1.3: The solution for z? — 42 + 13 = 0 in the complex domain.

Computational arrays can be handled as a first-class object in Ch. For example, the following array formula

x=Ab+3b (L.2)
with
1 2 2 5
A=|4 4 6 |andb=| 6
7 8 9 8

can be calculated by Program [[.4l The array expression Ab+3b is computed using three different methods.
Execution of Program [1.4] gives the following output.

X = 48.000 110. 000 179.000
X = 48.000 110.000 179. 000
X = 48.000 110. 000 179.000

In Program [[.4] arrays A, b and X are declared as computational arrays of double data type. The macro
ar r ay of type qualifier for computational arrays is defined in header file array.h. The program includes this
header file to use computational arrays. The values for arrays A and b are initialized at declaration. The value
for array X is first calculated in the function mai n() . Next, it is calculated in function ar r ayexpl() and
with the result passed back to the main program through a function argument. Finally, it is calculated by
function ar r ayexp() which returns a computational array of double data type with three elements. Ch can
also handle variable length arrays (VLAs) of C arrays and computational arrays very conveniently. Details
about VL As will be described in later chapters.
For example, the following linear system of equations

Ax=b (1.3)

{122] [5]

A—{KL 4 6Jandb—{6J

with

78 9 8

can be solved by Program In Program function i nver se() returns a computational array. The
program gives the following output.

X = -5.000 2.000 3.000

14
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#i ncl ude <stdi o. h>

#i ncl ude <array. h>

voi d arrayexpl(array double A 3][3],
X = Axb+3*Db;

}

array doubl e arrayexp2(array double A[3][3],
array doubl e x[3];
X = Axb+3xDb;
return x;

}

int main() {

array double A[3][3] = {{1, 2,2},
{4,4,6},
{7,8,9}};

array double b[3] = {5,6,8}, x[3];

X = Axb+3xb;

printf("x = %3f", x);

arrayexpl(A, b, x);

printf("x = %3f", x);

X = arrayexp2(A, b);

printf("x = %3f", x);

array doubl e b[3],

CHAPTER 1. GETTING STARTED

array double x[3]) {

array double b[3])[3] {

Program 1.4: Calculation of array expression Ab+3b.

#i ncl ude <stdi o. h>
#i ncl ude <nuneric. h>

int main() {
array double A[3][3] = {{1, 2,2},
{4, 4,6},
{7,8,9}};
array double b[3] = {5,6,8}, x[3];
linsolve(x, A b);
/1 or x = inverse(A)xb;
printf("x = %3f\n", x);

Program 1.5: Solution for Ax=b.

15
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#i ncl ude <mat h. h>
#i ncl ude <chpl ot. h>

int main() {
array doubl e x[100], y[100]; /1 Use 100 data points
char *title="sine wave", /1 Define | abels
x| abel ="radi an",
+xy| abel ="anpl i tude";

lindata(-MPlI, MPI, Xx); /] X-axis data
y = sin(x); /1 Y-axis data
pl ot xy(x,y,title, x|l abel,ylabel); /1 Call plotting function
}
Program 1.6: Plot function sin(z) with —7 < x < 7.
1.6 Plotting

A convenient plotting library is available in Ch Professional and Student Edition. Program[L.6]plots function
sin(z) with z in the range of —7 < x < 7. The output from Program[L.6]is shown in Figure [L.2]

16
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sine wave

0.6 / \ 1
04 | / \ i

02 \ ]

amplitude
o

02} \ / ]

06 | \ / 1

TN/

radian

Figure 1.2: Plot for function sin(z) with —7 < x < .
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Chapter 2

L exical Elements

A Ch source file is a sequence of characters selected from a character set. A token is the minimal lexical
element of the language. The categories of tokens are: keywords, identifiers, constants, string literals, and
punctuators. Constants and string literals are described in Chapter [6]

2.1 Character Set

The character set used in Ch includes the following members: the 26 uppercase letters of the Latin alphabet

A B CDEUFGHI J KL M
N OP QR ST UV WXY Z

the 26 lowercase letters of the Latin alphabet

a b c d e f g
n o p g r s t uv w Xx y z

-
=~
3

the 10 decimal digits

0 1. 2 3 4 5 6 7 8 9
the following 31 graphic characters

et #E % & T () oo+, -0
AR S N
the space character, and control characters representing horizontal tab, vertical tab, and form feed, as well
as control characters representing alert, backspace, carriage return, and new line. The graphic characters $
(dollar sign) and * (accent grave or back quotation marks) are not part of the C standard. The dollar sign

$ is used as an event designator in command mode, and variable substitution in both command mode and
programs. The accent grave ‘ is used for command substitution.

2.1.1 Trigraphs

In Ch, all occurrences in a source file of the following sequences of three characters (called trigraph se-
quences)), which all begin with two consecutive question mark characters, are replaced with the correspond-
ing single character shown below, so that the users of Ch can write Ch programs using the ISO 646-1083
Invariant Code Set.

18
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27= # ??) ] 27?1 |
22( [ 27 - ??7> }
22/ \ ?27< { ?27- -

No other trigraph sequences exist. Each ? that does not begin one of the trigraphs listed above is not
changed.

To prevent interpretation of the sequence of three characters listed above to its replaced character, use
the character escape code ' \ ?’ . For example,

> printf("??21")
|

> printf("2\?21")
?7?!

>

the string " ?\ ?! ", which includes the character escape code '\ ?" , can be used to represent the string
" 2?1 ", whereas the trigraph form " ??! " represents the character | . Escape codes are described in sec-
tion[6.3.11

2.2 Keywords
221 Keywords

Following symbols are default keywords in Ch. Their semantics in a program follow the interpretation of
the C standard and Unix/C convention.

L anguage Syntax Keywords

Complexinf ComplexNaN Inf NaN NULL auto break const complex char case continue class double
default delete do else enum extern float for foreach fprintf goto if inlineint long new operator printf
private public register restrict return scanf static struct short signed sizeof string_t switch this union
unsigned volatile void while

Keywordsfrom C++ The semantics of the following keywords are the same as those in C++.
class delete new private public this

Keywordsnot in C/C++ The following additional keywords have been added in Ch.

Complexinf ComplexNaN Inf NaN NUL L foreach fprintf printf scanf string_t

The symbol NaN stands for Not-a-Number. Inf represents the mathematical value oo of infinity. Com-
plex Not-a-Number and complex infinity under a Riemman sphere are represented by ComplexNaN and
Complexinf, respectively. The keyword NULL in Ch resolves the problem of inconsistent use of macro
NULL for pointer value (voi d *) O and integral value of 0 in C. NULL in Ch has the value of ( voi d*) 0
when it is is used as pointer type and the value of 0 when it is used as an integral type.

The semantics for the standard functions fprintf, printf, and scanf defined in header file stdio.h in C
are retained in Ch. But fprintf, printf, and scanf are extended in Ch as described in Chapter 20l

The new built-in data type string_t of the first-class object is added to solve memory problems related
to strings of characters in C. The keyword foreach is added for foreach-loop construction. It is mainly
used to handle loops with an index of string type. More information about these two keywords is given in
Chapter

19
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Generic Functions

The generic functions available in Ch are listed below.

abs access acos acosh alias asin asinh atan atan2 atanh atexit ceil clock conj cos cosh dlerror dlopen
dirunfun disym exp elementtype fgets floor fmod fprintf fread free frexp fscanf getenv getsimag ioctl
Idexp log logl0 max memcpy memmove memset min modf open polar pow printf read real scanf
setrlimit shape sin sinh sprintf sqrt sscanf stradd strcat strchr stremp streoll strepy strerror streval
strlen strncat strnepy strparse strtod strtok strtol strtoul strxfrm tan tanh transpose umask vprintf
viprintf vsprintf

A generic function is a built-in system function. It is an extension of the standard C function. Most
generic functions are polymorphic. For example, the function call sin(x) uses the built-in system function
so that argument x can be any valid data type for function sin(). For example, the following code is valid.

#include <array.h>// for the macro array

int i;

float f;

doubl e df;

conpl ex z;

doubl e conpl ex dz;

array double a[2][3];

array doubl e conplex az[2]][3];
f =sin(i);
f = sin(f);
df = sin(df);
z = sin(z);
dz = sin(dz);
a = sin(a);
az = sin(az);

Note that the return type in function call of si n(i) is different from the argument type. Details about
generic functions are further described in section

The function iskey() defined in header file chshell.h can be used to determine if a name is a keyword in
Ch. If the argument is not a keyword, 0 is returned; if the argument is the name of a generic function, 1 is
returned; and if the argument is a keyword or a reserved symbol, 2 is returned. For example

> | skey("abcde")
0

> | skey("abs")

1

> i skey("while")
2

>

2.2.2 Reserved Symbols

The following symbols are reserved for possible future extension for features of inheritance and exception
handling in C++.

20
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virtual protected try catch
The following symbols are reserved for possible future extension of multi-tasking.

event _t recvevent sendevent beginparalleltask endparalleltask

2.3 ldentifiers

An identifier is a sequence of characters that forms the name of a variable, class, type, function, etc. An
identifier can consist of the underscore character, the lower case and upper case Latin letters, numerical
characters and other characters. The dollar sign character * $’ cannot be used in an identifier. Lower case
and upper case letters are distinct. The first character must not be a number. The maximum length of an
identifier is 5119. When preprocessing tokens are converted to tokens, if a preprocessing token could be
converted to either a keyword or an identifier, it is converted to a keyword.

2.3.1 Predefined Identifiers

The identifiers listed in Table 2.1 are predefined in Ch. The default values of these predefined identifiers are
given in Table The major constraints are listed below.

n

e The delimiters for entries in _ipath, _fpath, and _Ipath _path, are ";:" for Unix and "; " for
Windows, respectively. A space can be used as part of a directory path in both Unix and Windows.
Details about these system variables will be described in the next chapter.

e When system variables _cwd, _cwdn, _home, lang, _Ic_all, _Ic_collate, _|c_ctype, _Ic_monetary,
_c_numeric, _Ic_time, _logname, _path, shell, term, _tz, user are updated, the corresponding en-
vironment variables HOME, LANG, LC_ALL, LC_.COLLATE,LC_CTYPE, LC_.MONETARY,
LC_.NUMERIC,LC_TIME, LOGNAME, PATH, PWD, SHELL, TERM, TZ, USER will also be

updated.

e CHHOME in the path names is not the string “CHHOME”, instead it represents the file system path
under which Ch is installed. For instance, use C. \Ch for CHHOME in Windows and/ usr/ | ocal / ch
for CHHOME in Unix. Similarly, WINDIR and SYSTEMDIR in path names are the values of sys-
tem variables WINDIR and SY STEMDIR, respectively.
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Table 2.1: Predefined identifiers.

Identifier Data Type Description

-argc int Equivalent to argc in main(int argc, char**argv).

argv char®* Equivalent to argv in main(int argc, char*argv|[ | ).

_class__ char [] the class name inside a member function.

__class_func__ char [] the class and function names inside a member function.

_cwd string_t Current working directory.

_cwdn string_t Current working directory name.

_environ char®* An array of pointers to C strings. Each array entry points to an environment
string.

_errno int System call error number.

_formatf string_t the default output format for float.

_formatd string_t the default output format for double.

_fpath string_t Path for function files.

_fpathext string_t Function file name extension.

_func_ char [] the function name inside a function.

_histhum string_t History number of a command saved.

_higtsize int Size of history of commands saved.

_home string_t Home directory.

_host string_t Host name of the computer.

_ignor eeof int If it is true, the shell ignores EOF from terminals. This protects against
accidentally killing a Ch shell by typing a Ctrl-d.

{ignoretrigraph int If it is true, the shell ignores trigraphs.

_ipath string_t Path for header files with the preprocessing directive #included.

Jlang string_t The name of the locale to use for locale categories when both _Ic_all and
the corresponding system variable (beginning with “_Ic_") do not specify
a locale.

Ac_all string_t The name of the locale to be used to override any values for locale
categories specified by the setting of _lang or any system variable
beginning with “_lc_".

_c_collate string_t The name of the locale for collation information.

Jc_ctype string_t The name of the locale for character information.

_lc_monetary string_t The name of the locale containing monetary-related numeric editing
information.

_c_numeric string_t The name of the locale containing numeric editing (i.e., radix character)
information.

Jlc_time string_t The name of the locale for date/time formatting information.

-logname string_t The name of the initial working directory of the user from the user database.

path string_t Path for searching dynamically loaded lib used in function
dlopen(const char *pathname, int mode)). If pathname does not contain an
embedded /, path in _Ipath will be searched first. Then, follow the search
order of the native function call. For example, the environment variable
LD_LIBRARY _PATH will be search in SunOS.

_new_handler void (*)()  Pointer to user defined handler function for operator new.
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Table 2.1: Predefined identifiers (Contd.).

Identifier Data Type Description

_path string_t Path for commands.

_pathext  string_t Command name extension.

_ppath string_t Path for adding paths for fpath, _ipath, _ipath used in #pragma package
<packagename>

_prompt  string_t Prompt for interactive Ch shell.

_setlocale int If it is true, function set | ocal e( CL.ALL, "") will be called
to handle multi-byte functions in header files wchar.h and wctype.h.

_shell string_t Name of the shell in use.

_status int Exit value indicating the status of the executed command. O for successful
execution, non-zero for failure.

_term string_t Terminal type.

tz string_t Time zone information.

_user string_t User account name.

_warning int 3 with all warning messages.

2 most warning messages.
1 serious warning messages only.
0 no warning message.
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Table 2.2: Default values of predefined identifiers.

Identifier Data Type Default Values

-argc int Command dependent

_argv char*[ ] Command dependent

_class__ static const char []  “”

_class_func__ static const char [] “”

_cwd string_t Current working directory, if cwd is not available, _cwd uses the value
of _home

_cwdn string_t Current working directory name

_environ char** An array of pointers to C strings. Each array entry points to an
environment string

_€errno int 0

_formatf string_t tL2f

_formatd string_t "4l f

_fpathext string_t “chf”

_fpath string_t "CHHOVE/ | i b/ 1'i bc; CHHOVE/ i b/ I'i bch; ™"
"CHHOVE/ I'i b/ I'i bopt ; CHHOVE/ | i b/ 1'i bch/ nuneric; "
for regular Ch;

"CHHOVE/ i b/ 1ibc; CHHOVE/ i b/ 1i bch; "
"CHHOVE/ |l i b/l i bch/ nuneric; " for safe Ch

_func__ static const char [] “”

_histnum string_t “0” (changed internally as commands are processed)

_histsize int 128

_home string_t value of environment variable HOME, if it is set. Otherwise, home
directory for Unix and current_drive:/ or C:/ for Windows

_host string_t Host name of the computer

-ignoreeof int 0

_ignoretrigraph  int 0

_ipath string_t " CHHOVE/ i ncl ude; CHHOVE/ t ool ki t/i ncl ude; "

_lang string_t “C”

JAc.all string_t NULL

_c_collate string_t NULL

Jc_ctype string_t NULL

Jlc_monetary string_t NULL

_c_numeric string_t NULL

Jlc_time string_t NULL

_logname string_t Name of the initial working directory

Jpath string_t "CHHOVE/ | i b/ dl ; CHHOWE/ t ool ki t/dl ;"

_new_handler void (*)() NULL
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Table 2.2: Default values of predefined identifiers (Contd.).

Identifier = Data Type Default Values
_path string_t in regular Ch
" CHHOVE/ bi n/ ; CHHOVE/ sbi n;
CHHOWVE/ t ool ki t / bi n; CHHOVE/ t ool ki t/ sbi n;
[ bin;/usr/bin;/sbin;" for Unix;
" CHHOVE/ bi n/ ; CHHOVE/ sbi n;
CHHOWVE/ t ool ki t / bi n; CHHOVE/ t ool ki t/ sbi n;
[ bin;/usr/bin;/sbin;/usr/openw n/bin;" for SunOS/Solaris;
" CHHOVE/ bi n; CHHOVE/ sbi n;
CHHOVE/ t ool ki t/ bi n; CHHOVE/ t ool ki t/ sbi n;
W NDI R; W NDI R/ COVMAND;
W NDI R/ SYSTEMDI R; " for Windows 95/98/ME;
" CHHOVE/ bi n; CHHOVE/ sbi n;
CHHOVE/ t ool ki t/ bi n; CHHOVE/ t ool ki t/ sbi n;
W NDI R, W NDI R/ SYSTEMDI R; " for Windows NT/2000/XP;

in safe Ch
" CHHOVE/ sbi n; CHHOVE/ t ool ki t/ sbhi n;
for all diff OS.

_pathext string_t “ in Unix and “.com;.exe;.bat;.cmd” in Windows

_ppath string_t " CHHOVE/ package; "

_prompt string_t stradd(_cwdn,” > ") for regular user, stradd(_cwdn," # ") for
superuser

_Setlocale int 0

_shell string_t Name of the shell in use

_status int 0

term string_t The value of the environment variable TERM

1z string_t Local time zone

_user string_t User account name

_warning int 1
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2.4 Punctuators

A punctuator is a symbol that has independent syntactic and semantic significance. Depending on context, it
may specify an operation to be performed in which case it is known as an operator. An operand is an entity
on which an operator acts. The following punctuators are valid in Ch:

L 1= # ## 3 U & && &= * *= + ++ += - -- -=
>, L*x ] ] =< << <<= <= = == > >= >> >>= ?

SRR S ER TS

2.5 Comments

There are two forms of comments in Ch. Comments of a Ch program can be enclosed within a pair of
delimiters / * and */ . These two comment delimiters cannot be nested. Except within a character constant,
a string literal, or a comment, the characters /* introduce a comment. The contents of a comment are exam-
ined only to identify multibyte characters and to find the characters */ that terminate it.

The symbol / / in Ch will comment out a subsequent text terminated at the end of a line. A/ / can be used
to comment out / * or */ and / * */ can be used to comment out / / . Except within a character constant,
a string literal, or a comment, the characters // introduce a comment that includes all multibyte characters
up to, but not including, the next new-line character. The contents of such a comment are examined only to
identify multibyte characters and to find the terminating new-line character. For example,

“allb" /1l four-character string literal
[l =/ /!l comrent, not syntax error
f = gl*+//h; /! equivalent tof =g/ h;
/1\
i(); /1 part of a two-line coment
/\
I j0); /1l part of a two-line conment
Il 1(); /'l equivalent to I ();
m= n//*x/0
+ p; /'l equivalent to m=n + p;

These two companion methods provide a convenient mechanism to comment out a section of code
that contains comments. When a comment does not start at the beginning of a line, the use of // is rec-
ommended. A combined use of preprocessor directives #i f, #elif, #el se, and #endi f can also
comment out a large section of code.

Comments cannot be used in the place of argument of command statements. For example,

> int i=2 [l coment ok

> j*x4 /* comment ok =*/
8

> |s // comment bad

> cnmd [ * comment bad */

In the above example, comments cannot be applied to command statements |s and cmd.
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Chapter 3

Program Structure

3.1 Directoriesand Filesin the Ch Home Directory

Directories and files in the Ch home directory are shown in Table 3.1l The information about the latest
release is kept in file CHHOM E/release/release Ch, where CHHOME is the home directory for Ch. Note
that CHHOME is the file system path under which Ch is installed, instead of the string “CHHOME”. For
instance, C: \Ch is used for CHHOME in Windows and / usr /| ocal / ch for CHHOME in Unix.

Table 3.1: Directories and files in the Ch home directory.

Directory Name Contents
README Important information
bin Executable binary files
config Configuration files
demos Demo programs
dl Dynamically loaded libraries
docs Documentation
extern Interface with other languages and binary objects
include Header files used in Ch
lib Libraries
license License information
package Ch packages
sbin Commands for safe Ch
toolkit Toolkits
WWW Web related programs

3.2 Startup

The user can get into the Ch language environment by clicking the Ch icon on the desktop in Windows to
start a Ch command window, or typing commands below

ch  -------- for regul ar shell
ch -8 -------- for safe shell (the sane as chs)
chs  -------- for safe shell
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Table 3.2: Ch startup files.

Startup files in Windows Descriptions

~/_chrc Included by CHHOM E/config/chrc.

~/ chsrc Included by CHHOM E/config/chsrc.

~/_chlogin Included by CHHOM E/config/chlogin.

~/_chdogin Included by CHHOM E/config/chdlogin.

~ /_chlogout Read by login shells at logout.

Startup files in Unix Descriptions

~/.chrc Included by CHHOM E/config/chrc. Read at the beginning of
execution by regular shell.

“l.chsrc Included by CHHOM E/config/chsrc. Read at beginning of execution

by safe shell.
CHHOME/config/chlogin  Read by lgoin shells after execution of chrc at login for regular shells.

~/.chlogin Included by CHHOM E/config/chlogin.

CHHOME/config/ichdogin  Read by safe ch login shells after execution of chsrc login for safe
shells.

~ [.chdogin Incldued by CHHOM E/config/chdlogin.

~ /.chlogout Read by login shells at logout.

in a command window of Windows or command shell of Unix. Assume the environment variable CHHOM E
is the top directory where Ch is installed. It can be / usr/ ch in Unix or C: \Ch in Windows. Startup files
in Table [3.2] are executed when the Ch language environment is invoked.

When first started, the Ch shell normally performs commands from CHHOM E/config/chrc which in-
cludes the .chrc file in your home directory, provided that it is readable. If the shell is invoked with a name
that starts with ‘-’, as when started by the login program in Unix, the shell runs as a login shell. In this
case, after executing commands from CHHOM E/config/chrc which includes the .chrc file in your home
directory, the shell executes commands from the .chlogin file in your home directory; the same permission
checks as those for .chrc are applied to this file. Typically, the .chlogin file contains commands to specify
the terminal type and environment.

As a login shell terminates, it performs commands from the .chlogout file in your home directory; the
same permission checks as those for .chrc are applied to this file.

When Ch is started with -d option, it first checks if file .chrc exists in your home directory. If not, Ch
will copy CHHOM E/config/.chrc to your home directory.

When Ch is started with option -f for fast startup, files CHHOM E/config/chrc and ™ /.chrc are not
executed.

The startup procedure for safe Ch shell is the same as that for regular shell. But, startup files chsrc,
.chsrc, .chglogin, and chdogout, instead of chrc, .chrc, .chlogin, and chlogout, are used.

In Windows, startup files _chrc and _chsrc, instead of .chrc and .chsrc, for regular and safe Ch in your
home directory will be used, respectively.

By default, the value for system variable _fpath for the paths of function files is “CHHOVE/ | i b/ | i bc;
CHHOVE/ | i b/ | i bch; CHHOVE/ | i b/ | i bopt ; CHHOVE/ | i b/ | i bch/ nurer i ¢” for regular Ch and
“CHHOVE/ 1'i b/ 1'i bc;CHHOVE/ I'i b/ i bch; CHHOVE/ 1'i b/ | i bch/ nunmer i ¢” for safe Ch, respec-
tively. Functions defined in function files not located in the above default directories cannot be used in
startup files .chrc, .chsrc, chrc, and chsrc. But, generic functions can be used in the startup files.
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umask(0022) ;

_warning = 3; /1 print all warning. default is 1 with serious warning nessage only
_format = 8; /1 output format for double "%’ format’If" and float "%’ 'format-2"f"
_ignoreeof = 1; /] ignore EOF. defalut is O

_path = stradd(_path, ".;");

/1 _ppath = stradd(_ppath, "/ny/package/path;");

/1 _fpath = stradd(_fpath, "/ny/function/path;");

/1 _ipath = stradd(_ipath, "/ny/headerfilel/path;");

/1 _l path = stradd(_ipath, "/ny/dynloadlib/path;");

/| _pathext = stradd(_pathext, ";.ch");

#define RLIMT_CORE 4
struct rlimt {int rlimcur, rlimmx;} rl={0,0};
setrlimt(RLIMT_CORE, &l); /* no core dunmp =/

if(_pronpt !'= NULL) { // change the default pronpt "cwdn> "
_pronpt = stradd(_user, "@, _host, ":", _cwd, _histnum "> ");

}

put env(" TERM=xt ermd') ;

alias("rnt', "rm-i");

alias("m", "mv -i");

alias("cp", "cp -i");

alias("ls", "ls -F");

alias("go", "cd /very/long/dir");

alias("opentgz", "gzip -cd _argv[1l] | tar -xvf -");

Program 3.1: Example of the startup file .chrc.

3.21 Sample Startup Files

Samples of startup files can be found in the directory CHHOME/ conf i g. After installation of Ch, the
system administrator can modify these startup files according to different system configurations. Users can
customize their individual startup files in the home directories. For the convenience of users, a sample of the
startup file will be copied from the directory CHHOVE/ conf i g to the user’s home directory by command
ch -d.

Program [3.1]is an example of the startup file .chrc the user’s home directory in Unix. In this example,
function umask(0lmn) allows the user to specify permission settings for new files or directories. The first
digit ‘0’ in the parameter indicates an octal number. The subsequent three digits Imn represent a three-
number octal code used as summing access code for each access group. The most left number | is for the
owner, the second number m for the group, and n for everyone else. Read access is 4, write access is 2,
execute or search access is 1. The function umask() is used to disable the unwanted access. The function
call

umask(0022);

removes the write access for the group and others. The system variable ‘warning indicates how the shell
displays the warning messages. The meanings of different values of _warning are defined in Table
The statement
_warning = 3;

changed its value from 1, the default value, to 3 to display all warning messages.
The default output format for values of float and double are " . 2f " and ". 41 ", respectively. These
default formats can be changed by resetting the system variables _formatf and _formatd. The statements
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_format f "oef";
_formatd 51 I

change the default output format for values of float and double to " . 6f " and " . 61 f ", respectively.
The statement

_ignoreeof = 1;

sets the system variable _ignoreeof to true. Therefore, the shell ignores EOF from terminals. This protects
against accidentally killing a Ch shell by typing a Ct r | - d. The statement

_path = stradd(_path, ".;");

adds the current working directory into the system variable _path, so that Ch will search it for commands.
By default, the above statement has been commented out in the startup file for Unix. To make files in the
current directory executable from the command shell, the above statement shall be uncommented. Similarly,
the subsequent commands in this example for the system variables of _fpath, _Ipath, _ipath, and _ppath
add directories to these variables. The system variable _pathext of string type contains file extension of
commands. To invoke a Ch command, such as pr og. ch without typing the file extension . ch explicitly,
one may add the file extension . ch to the system variable _pathext. The meanings and default values of
these system variables can be found in Table 2.11

The C function setrlimit() can be used to control maximum resource consumption. The first argument
of this function represents the resource to be controlled. For example, the resource RLI M T_CORE indicates
the maximum size of a core file in bytes. The second argument is the rlimit structure which represents the
resource limits. The rlim_cur member of rlimit specifies the current or soft limit and the rlim_max member
specifies the maximum or hard limit. Soft limits may be changed by a process to any value that is less than
or equal to the hard limit. A process may lower its hard limit to any value that is greater than or equal to the
soft limit. The code below

#define RLIMT_CORE 4
struct rlimt {int rlimcur, rlimmx;} rl={0,0};
setrlimt(RLIMT _CORE, &rl)

changes both of the soft and hard limits of maximum size of a core file to O to prevent the creation of
it. The system variable _prompt contains the symbol of the prompt for the interactive Ch shell. For the
regular user, its default value is the result of command st r add( _.cwdn, "> "), i.e. the current working
directory name and the symbol ‘>’. The statement

_pronpt = stradd(_user, "@, _host, ":", _cwd, _histnum "> ");

in Program changes the default prompt to the string including the username, the symbol ‘@’, the ma-
chine name, the current working directory, the command history number, and the symbol >’, for example,
“user @rachi ne: / pat h/ di r#>".

The environment variables maintain the special information of the user’s environment. The functions
putenv() and getenv() can put and get the environment information. The statement

put env(" TERM=xt er mt') ;

changes the environment variable TERM to Xt er m where TERM is an environment variable that indicates
the type of terminal. Some applications, such as Vi, use this variable to determine what type of terminal the
user is using. The last part of this example is about the alias command. The allias command makes an
abbreviation for a frequently used command or series of commands. For example, the command
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alias("rnmd, "rm-i");

makes the command rm equilvalent to rm -i. Most commonly used Unix commands such as rm, mv, cp,

Isare available in Ch for Windows. Ch also contains all MS-DOS commands. Because different commands

are used in different operating systems, the startup files for Windows can be slightly different. For example,

command al i as("del ", "del /P") can be setup for MS-DOS command del in Ch for Windows.
The alias

alias("go", "cd /very/long/dir");

allows the user to only type the command go for changing the current working directory to
/veryl/ | ong/ dir. The alias

alias("opentgz", "gzip -cd _argv[l1l] | tar -xvf -");

can be used to decompress and untar an archive file with file extension . t gz or . t ar. gz. The formal
argument _ar gv[ 1] will be replaced by the actual argument in the typed command. For example, with this
alias, the command

opentgz file.tar.gz
is equivalent to
gzip -cd file.tar.gz |tar -xvf -

More information about alias can be found in section

If Ch is used as a login shell, the command St t y in the startup file .chlogin in the user’s home directory
sets the terminal characteristics, such as the er ase character making a backspace, Ki | | character can-
celling the current command line, i Nt r character interrupting the current command, and Susp character
suspending the current command. In this example, the command

y A

stty intr C erase '~ ? kill ""U susp ' Z

changes the interrupt character to Ct r | - C, the erase character to Ct r | - H, the kill character to Ctr | - U
, and the suspend character to Ct r | - Z. The user can use the command Stty - a to display all current
settings.

3.2.2 Command Line Options

A non-interactive Ch shell can execute a command supplied as an argument on its command line with the
syntax as follows:

ch [-Sacdfghinruw] [argunent...]

Except for the following command line options, the remaining words from the command line are passed as
arguments to the invoked command.

- S Safe shell. Many functions, such as system(), are not available for safe shell. Many generic functions
are disabled after the execution of CHHOM E/config/chsrc and CHHOM E/config/chlogin in the
case of the login shell. See Chapter 21l for more details.

- a Portable code such as applets. Platform-dependent functions in CHHOME/ | i b/ | i bopt cannot be
used.
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- ¢ Read commands from the first filename argument (which must be present and readable). Remaining
arguments are passed as arguments to _argv. If the program is a Ch command with function main(int
argc, char *argv[]), arguments will also be passed to ar gv of function main().

- d When ch is started, it first checks if file .chrc exists in the user’s home directory. If not, Ch will copy
CHHOM E/config/.chrc to the user’s home directory. When chs is started, it first checks if file .chsrc
exists in the user’s home directory. If not, Ch will copy CHHOM E/config/.chsrc to the user’s home
directory. In Windows, startup files _chrc and _chsrc instead of .chrc and .chsrc, will be used for
regular Ch and safe Ch, respectively.

- f Fast start. Read neither the chrc and .chrc files, nor the chlogin and .chlogin files (if a login shell) upon
startup.

- g For CGI script debug. It turns the Web browser into a text shell.
- h Display Ch usage message for help.
- i Reserved for forced interactive shell (ignored).

- n Parse (interpret), but do not execute commands. This option can be used to check Ch shell scripts for
syntax errors. The warning flag for system variable _warning will be set to the highest level. All
warning messages will be printed out. Start up files will be parsed only without execution.

-1 Redirect st der r stream to St dout . This option is useful for debugging programs running in Windows
operating systems. For example, commandch -r chcnd > junkfi | e will send error messages
from st der r stream in program chcd to file j unkfil e.

- U Unbuffer the stdout stream mainly for handling I/O in IDE.
- v Print out Ch edition and version number in the stdout stream.

-w The warning flag for system variable _warning will be set to the highest level for both parsing and
execution of the program. All warning messages will be printed out.

Option - a can be used to test if a Ch program is portable across different platforms. For example, the
command below will test if program cd. ch is portable.

ch -a cnd. ch
Option - g is very useful for debugging CGI code. If a CGI script starting with the first line of
#'/bin/fch -g

the Web browser is turned into a text shell. All output including error messages from executing the CGI
script will be displayed inside a Web browser.

3.3 ChPrograms

3.3.1 Command Files

A C program can be executed without compilation in a Ch language environment. The command-line
argument interface in Ch is C compatible. C programs are called command files or simply commands in Ch.
A file is identified as a Ch program if it has read/execute permission and starts with one of the following
tokens:
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1. Comment symbols / * or/ /

N

A type specifier, type qualifier, or storage-class specifier.
Symbol # followed by a preprocessor directive.
Symbol # followed by ! / bi n/ chor!/bi n/sch

Identifier mai n.

S kAW

Function name pri nt f.

7. Dot ., which is used for execution of the program in the current shell, when it is entered in a Ch shel
prompt.

In a Ch programming environment, a command file can be executed without compilation. The system
variable _pathext of string type contains file extension of commands. The default value of variable _pathext
is"" inUnixand" . com . exe; . bat; . cnd" in Windows. To invoke a Ch command with file extension
.ch, such as hel | 0. ch without typing the file extension . ch explicitly, one may add the file extension
. ¢h to the system variable _pathext in the startup file .chrc in Unix or _chrcin Windows in the user’s home
directory. For example, if the hel | o- wor | d program is saved in a file hel | 0. ch and _pathext contains

. ¢h, it can be executed as follows.

> hello
hell o, world
>

A Ch program shall have both read and execute permissions for the user to execute it. The permission
of a program can be changed by command chnod. For example, command

chnod 755 program ch

will change program pr ogr am ch with read/write/execute permission for the owner of the program and
read/execute permission for the group and others.

If a command name is preceded with a relative or absolute path, Ch will search for it in the specified
path. Otherwise, Ch will search the paths specified in the system variable _path, one after another. The
default value of _path is listed in Table[2.2l Generic function stradd() can be used to add paths into _path.
For example, the command below adds the path / hone/ mydi r / bi n to the end of _path.

> path = stradd(_path, "/honme/nydir/bin;")
fusr/ch/bin/;/usr/ch/sbin;/usr/ch/tool kit/bin;

/usr/ch/tool kit/sbin;/bin;/usr/bin;/sbin;/home/nydir/bin;
>

If this path is to be automatically added each time when Ch is started, the command below
_path = stradd(_path, "/home/nydir/bin;")

should be added in the startup file, such as .chrc in Unix or _chrc in Window in the user’s home directory.
More information about how to customize the startup files can be found in section

In both Unix and Windows, a path name in system variable _path may contain blank spaces, for example,
C./ Program Fi | es/ package. The paths for dynamically loaded libraries with file extension . dl |
in Windows may also be added to _path.

Function system() can handle programs with file extension . ch just like they are included in _pathext.
For example,
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systenm("hel p.ch")
or

system("/usr/ch/bin/help.ch")

3.32 Script Files

The Ch language environment can recognize other shell scripts and programs. To be recognized by other
shells and programs such as for WWW Common Gateway Interface, a Ch program shall start with

#! / bi n/ ch

followed by command line options such as - S for safe shell, and - f for fast start up. Although not
recommended, the use of spaces before the sign # and after the sign ! are allowed. A program that can
run in Ch, but cannot be compiled using a C or C++ compiler, is called a script. For example, a program
without function main() or starting with #! / bi n/ ch is a script. It is treated in the same manner as a
command. Inside a script , system variables _argc and _argv can be used for command line interface. These
two command line interface variables are available even for a command file.

3.3.3 Function Files

A Ch program can be divided into many separate files. Each file consists of many related functions at the
top level that are accessible to any part of a program. A file that contains more than one function is usually
suffixed with . ch to identify itself as part of a Ch program. Besides command files and script files, there are
function filesin Ch. A function file in Ch is a program started with a function definition. A function file shall
be readable. The extension of a function file is specified by the system variable _fpathext of string type.
The default value of the system variable fpathext is " . chf " . The names of the function file and function
definition inside the function file shall be the same. The functions defined using function files are treated
as if they were the system built-in functions in Ch. For example, if program addi ti on. chf contains the
following statements,

[++xx+ function file for adding two integers **xx/
int addition(int a, int b) {

int c;

c =a+b;

return c;

}

Function addi ti on() can be invoked automatically to add two integers. It is suggested that, inside a
function file, there is only one function definition which may nest many local functions. A program that
invokes the function addi ti on() from a function file can be prototyped as

extern int addition(int a, int b);

This prototype for a function from a function file is optional in the program.
The preprocessing directive #endi f described in Chapter [3 shall not fall after the closing parenthesis
for the arguments of the function in a function file. For example, the following code is invalid.
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int fun(int argl,
#i f def NeedW dePr ot ot ypes
int arg2,
doubl e arg3) {
#el se
char arg2,
float arg3) {
#endi f
[+ ... */
}

Instead, it should be written as

int fun(int argl,

#i f def NeedW dePr ot ot ypes
int arg2,

doubl e arg3

#el se

char arg2,

float arg3

#endi f

) |
}

The included file before the function definition inside a function file will be processed first, before the
function definition is parsed. For example, the following code is valid.

[* ... =]

#i ncl ude<st di o. h>
FI LE «fopen(const char =*fil enane, const char *type) {
return fopen(filenane, type);

}

The preprocessing directives before the function definition of a function are ignored, when the function
file is used as a function prototype for a program. These directives will be parsed when the function is
processed at the end of the program. If a function in a function file is invoked in command mode at prompt,
all directives except #i ncl ude will be processed and the included header file will be parsed before the
function prototype in the function file is used. Therefore, conditional preprocessing directives inside a
function file are valid before the function definition, only when the function is used inside a program.
Function f unc() defined in the following function file can be used in a program, but not in command
mode at prompt.

#i f def HEADER1

#i ncl ude<header 1. h>
#el se

#i ncl ude<header 2. h>
#endi f

int func() {

}
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The function can be used in both program and command mode, if the above code is changed to

#i ncl ude<header. h> // include hearerl.h and hearder2.h conditionally
int func() {

}

Ch will search for function files in the the paths specified in the system variable _fpath, one after another.
The default value of fpath is listed in Table Additional paths for function files can be added to the
system variable _fpath. For example, the command below adds the path / home/ mydi r/ 1 i b to the end
of _fpath.

> fpath = stradd(_fpath, "/home/nydir/lib;")
fusr/ch/lib/libc;/usr/ch/lib/libch;/usr/ch/lib/libopt;
fusr/ch/lib/llibch/numeric;/home/nydir/lib;

>

If the system variable _fpath is modified in command mode, it will be effective only for functions invoked
in the current shell interactively. The function search paths in the current shell will not be used and inherited
in subshells. To make function files in this path available to the current Ch shell and all Ch programs, the
command below

_fpath = stradd(_fpath, "/honme/nmydir/lib;")

should be added in the startup file _chrc in Windows or .chrc in Unix at the user’s home directory. If the
search paths for function files have not been properly setup, a warning message such as

WARNI NG function "addition()’ not defined

will be displayed, when the function addi ti on() is called.

When a function is called in command mode, the function file will be loaded. If you modify a function
file after the function has been called, the subsequent calls in command mode will still use the old version
of the function definition that had been loaded. To invoke the modified version of the new function file, you
can either remove the function definition, say addi t i on, in the system by command

> renmvar addition

or start a new Ch shell.

A .chf file can contain multiple function and class definitions. A .chf file with multiple function and class
definitions should not be treated as a function file. Rather, it should be loaded explicitly using a pragma
directive. For example, the code below

#pragma i nportf <nyfunc.chf>
#pragnma i nportf <nycl ass. chf>

will load files myf unc. chf and mycl ass. chf with multiple function and class definitions located in a
directory specified by the system variable _fpath. This pragma directive can be placed in a header file that
may typically be included in applications.

3.4 Program Execution

The program startup occurs when a designated Ch program is invoked by the execution environment. The
program is parsed to form an internal data structure first, then it is executed. All objects in static storage are
initialized (set to their initial values) before program execution. Program termination returns control to the
execution environment.
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3.4.1 Execution of Programming Statementsin Command Mode

At a Ch shell prompt, all expressions, programming statements and functions parsed and executed immedi-
ately. For example,

> int i

>for (i =0; i <3; i++) printf("i = %l\n", i)
i =0

i =1

i =2

>int funcl(int i){int j; j =i+i; returnj;}
> i = funcl(10)

20

> int func2(int i){int j; j =ix*i;\

return j;}

> i = func2(i)+funcl(1)

402

> 2%

804

>

In the example above, the for-loop and definitions of functions f uncl1() and f unc2() are typed at a
shell prompt. The ending semicolons are not necessary at prompt. All programming statements have to
be completed in one command line which may consist of multiple lines separated with a line continuation
symbol ‘\’ immediately followed by a carriage return character as shown for the definition of function
func2(). Otherwise, Ch gives error messages. For example, if the for-loop in the previous example is
broken into two lines, the result is wrong. If the definition of function is broken into more than one line, Ch
treats it as a syntax error.

>int i

> for (i =0; i < 3; i++) /'l break the for-loop into two |ines
> printf("i = %", i) /1 and the result is unexpected

i =3

>int funl(int i){int j; /1 the definition of funl() is broken

ERROR: m ssing '}’

WARNI NG missing return statenent for function funl() and
default zero is used

>

3.4.2 Program Startup

A Ch program is normally executed according to the following sequences. First, a startup file
CHHOM E/config/chrc is executed. All values for global and system variables inside the startup file are
retained for use in the current executed program. The program including all modules from so-called prepro-
cess directives are then parsed to form an internal program tree. Each executable statement in the internal
program tree is then executed. Finally, either function main() or WinMain() is executed, if it has been
declared.

Function main() shall be defined with a return type of int and in one of the following forms, with no
parameters:
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int main(void) { / ... */ }

or with two parameters referred to here as ar gc and ar gv, though any names may be used, as they are
local to the function in which they are declared:

int main(int argc, char =argv[]) { /+~ ... =/ }
or
int main(int argc, char *+argv[]) { /* ... =/ }
Or with three parameters
int main(int argc, char *argv[], char *xenviron) { /+ ... =/ }
Function WinMain() in Windows shall be defined according to the Windows API as

int WNAPI W nMai n (H NSTANCE hl nst ance, HI NSTANCE hPrevl nst ance,
PSTR szCmdLi ne, int i ChrdShow)
{ I~ ... =/}

If they are declared, the parameters to function main() will obey the following constraints:
e The value of ar gc is nonnegative.
e ar gv[ argc] is anull pointer.

e If the value of ar gc is greater than zero, the array members ar gv[ O] through ar gv[ ar gc- 1]
inclusively contain pointers to strings.

o If the value of ar gc is greater than zero, the string pointed to by ar gv[ O] represents the pro-
gram name. If the value of ar gc is greater than one, the strings pointed to by ar gv[ 1] through
ar gv[ ar gc- 1] represent the program parameters.

e The parameters ar gc and ar gv and the strings pointed to by the ar gv array shall be modifiable by
the program, and retain their last-stored values between program startup and program termination.

e The parameter envi r on is a pointer to the table of environmental variables.

More information about these functions can be found in section [10.10l The constraints and values for system
variables _argc and _argv are the same as parameters ar gc and ar gv, respectively. More information about
these two system variables _argc and _argv are available in section 4.16)

3.4.3 Program Termination

The return type of function main() shall be a type compatible with int. A return from the initial call to
function main() is equivalent to calling the exit function with the value returned by function main() as its
argument. The status value is stored in system variable _status.
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3.4.4 Search Order
Order of Thingsin a Program

For a given identifier, the Ch language environment will interpret it according to the following search se-
quence:

e Check if it is a defined macro.
e Check if it is a keyword.
e Check if it is a defined variable including variable of a function.

e Check if it is followed by an open parenthesis *(’. If it is followed by an open parenthesis, attach the
name with a file extension from a list of extensions in the system variable fpathext. For each file
extension, search each directory specified by the system variable _fpath for a function file until it is
found.

e Check if it is a command in each directory specified by the system variable _path. Then, attach
the name with a file extension from a list of extensions in the system variable pathext. For each
file extension, search each directory specified by the system variable _path for the executable and
readable command until it is found.

Order of Thingsat Prompt

When an identifier is given in interactive mode at the prompt. It is first tested against the list of aliases.
Then, follow the search sequence described in the previous section.
The Ch program which described in Chapter 4 can be used to tell how a given identifier is interpreted.

3.4.5 Running Programswith Multiple Files

In this section, running programs with mulitple files will be described. Handling of packages in Ch will be
presented in section 22,31

The file name of a Ch program is the command name. The extension of a command can be specified
by the system variable _pathext. A program, consisting of multiple files, can be organized using i npor t
and i npor t f following preprocessor directive pr agma described in section[5.91 Unlike included header
files which search the directory specified in system variable _ipath, the directories specified in system vari-
ables _path and _fpath are searched for the program following i nport and i nmport f, respectively. In
addition, a string can follow i nport and i nportf. In this case, the file will be searched in the cur-
rent directory first. If the file pointed to by the string expression does not exist, the pragma statement
shall be ignored. For example, assume command conmmand consists of four separate files command. c,
nodul el. ¢, modul e2. ¢, nodul e3. ¢, then program comrand. ¢ can be written as follows.

[+ Program command. c */
#i ncl ude <stdi 0. h>
int main() {

int i =90;
printf("main() program\n");
[+ ... main programgoes here =/

}

#pragma i mportf "nodul el.c" /* search for nodulel.c in current
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directory first then directories specified in _fpath =/
#pragma i nport "nodul e2.c" [* search for nodule2.c in current
directory first then directories specified in _path */
#pragma i nportf <nodul e3.c> /* search for nmodule3.c in directories
specified in _fpath only */

Static variables in files rodul el. c,nodul e2. ¢, and nodul e3. c have file scope. Notice the difference
between i nport and i mportf in this example. File modul el. c is searched in the current working
directory first, then in the directories specified in _fpath. File nodul e2. c is searched in the current
working directory first, then in the directories specified in _path, not in _fpath. File nodul e3. c is searched
only in the directories specified in _fpath. Command file command. ¢ shall have read/execute permission,
whereas files modul el. ¢, nodul e2. ¢, nodul e3. c shall have read permission.

Alternatively, one can add a Ch command called command. ch without touching files conmand. c,
nodul el. ¢, modul e2. ¢, and nodul e3. ¢ of the original C code.

#!/ bin/ch

/= command. ch =/

#pragma i nport "command. c
#pragma i mportf "nodul el.c
#pragma i nport " nodul e2.c
#pragma i mportf <nodul e3. c>

It is recommended that for a command with multiple files, create a directory to hold other files used
by the command. For example, for command XXX, create directory XxXX_ch to hold files invoked by the
command XXX . Therefore, for command conmrand, one can create a directory command_ch with its parent
directory being part of search path in system variable _path. The command can be written as follows:

/= Program command. ¢ */
#i ncl ude <stdi o. h>
int main() {

int i =90;
printf("min() program\n");
/+ ... main programgoes here */

}

#pragnma i nport <command_ch/ nmodul el.c> /* search for nodulel.c in
directories specified in _path only */

#pragma i nport <conmmand_ch/ nodul e2. c>

#pragma i nport <command_ch/ nodul e3. c>

File command can then be used as an executable Ch command.

A static variable in a file included by pr agna has file scope. This works fine in most cases. However,
sometime in a C program, a static variable is declared in a header file which is included by different modules.
Each module is compiled separately. This means a static variable needs to be accessed by all modules in the
corresponding Ch program. For such cases, directive i ncl ude can be used. The previous sample program
can be written as follows.

[+ Program command. c */
#i ncl ude <stdi 0. h>
int main() {

int i =90;
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printf("min() program\n");

/ * mai n program goes here */

}

#ifdef _CH_

#i ncl ude "nodul el.c" /* search for nodulel.c in current directory
first then directories specified in _ipath =/

#i ncl ude "nodul e2.c" [/* search for nodule2.c in current directory
first then directories specified in _ipath =/

#i ncl ude <nodul e3.c> /+* search for nmodule3.c in directories

specified in _ipath only x/
#endi f

Similarly, one can add a Ch command called command. ch without touching files conmand. ¢, nodul el. c,
nodul e2. ¢, and nodul e3. ¢ of the original C code.

#!/ bin/ch

[+ command.ch «/

#i ncl ude "nodul el. c"
#i ncl ude "nodul e2. c"
#i ncl ude <nodul e3. c>

A program, consisting of multiple files, can also be organized using a dot command which runs in the
current shell. Unlike included header files, the directory specified in system variable _path is searched for
the program following the dot. Similar to including files using preprocessing directive i ncl ude, a static
variable in a doc command is visible to all modules in the program. Using dot commands, the above sample
program conmmand. € can be written as follows.

/= Program command. ¢ */
#i ncl ude <stdi o. h>

#ifdef _CH_
"nodul el.c" [* search for nodulel.c in current directory first
then directories specified in _ipath */
"modul e2.c" [/* search for nodule2.c in current directory first

then directories specified in _ipath */
search for nodule3.c in directories
specified in _ipath only =*/

<modul e3.c> /=

#endi f
int main() {
int i =90;
printf("main() program\n");
[ * mai n program goes here */

}

If all these files are located in a directory, say, / my/ package/ di r, command command can be executed
at different directories by changing the line

#ifdef _CH_
in the above code to
#i fdef _CH_ && strcat(_ipath,"/my/ package/dir;") \
&& strcat(_path, "/ ny/ package/dir;")
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Similarly, one can add a Ch command called commrand. ch without touching files command. ¢, nodul el. c,
nodul e2. ¢, and nodul e3. ¢ of the original C code.

#!/ bin/ch

[+ command.ch «/
"nodul el. ¢"
"nmodul e2. c"

<modul e3. c>

Chapter 22] describes the details on how to create library and software packages to run in Ch.

3.4.6 Debug Programs

To parse a Ch program without execution for checking the syntax error of the program, the shell command
chpar se followed by the file name can be used. After parsing, the program can be executed by typing shell
command chrun. For example,

> chparse programc
> chrun
>

If the program hel | 0. c is as follows,

int main() {
printf("hello, world\n";

}

the error of the program can be diagnosed by the command chpar se as follows:

> chparse hello.c

ERROR: mi ssing )

ERROR: Syntax error at line 2
>

where the missing parenthesis for the function printf() at line 2 is detected.

An entire program can be parsed first. Then it can be executed step by step interactively using the shell
command chdebug. In the example below, pr ogr am c is listed by command nor e first. Then, run by
command chdebug.

> nore programc
int main() {

int i, *p;

i = 10;

p = &;
}

> chdebug programc
You are debugging file 'programc’

Type (1) expression for evaluation
(2) "run’ to continue

42



3.4. PROGRAM EXECUTION CHAPTER 3. PROGRAM STRUCTURE

(3) hit return key to step to next line

1: int main() {
2: int i, *p;
3: i = 10;
4: p = &;

i

=> 10

i xi

=> 100

&i

=> 1c21a0
5: }

p

=> 1c21a0

*p

=> 10
1: int main() {

>

In the debug mode, the user has three options: evaluating an expression, executing the program non-stop,
or step-by-step execution of the program. In a step-by-step execution, the source code including the line
number will be displayed before it is executed. When the user types in an expression for evaluation, the
result of the expression will be displayed following the symbol =>. In this example, it shows that i *i is
100 and the address of variable i is the same as the value for pointer p. Details about pointers are described
in Chapter 9l

Using commands chpar se-chrun and chdebug, the program runs in the current shell. A program can
be parsed to just check for syntax errors without being executed using option - N as shown below.

> ch -n programc
>

In this case, the program runs in a subshell.

The macro assert () defined in header file assert.h can also be used to debug a program. One can
setup a break point in a program by set adding the debugging function _st op( " Your debug nessage\ n")
inside the program. The program will stop at this statement to wait for the user’s input at the execution phase.

The value of a variable or expression can be printed out by typing the name of variable or expression at the
point where the program stops. At run time, the implicit pointer ‘this® can also be used to access members
of a class in member functions of the class when the program is executed in debugging mode.

In Windows, because the st der r stream is handled differently, one should use command line option
- I to debug a Ch program. For example, command

ch -r programc > junkfile

will send error messages from st der r stream to file j unkfi | e.
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3.5 ScopeRules

3.5.1 Scopesof Identifiers

An identifier can denote an object; a function; a tag or a member of a class, structure, union, or enumeration;
a typedef name; a label name; a macro name; or a macro parameter. The same identifier can denote different
entities at different points in the program. A member of an enumeration is called an enumeration constant.
The macro names in the source file are replaced by the preprocessing token sequences that constitute their
macro definitions during the passing phase.

For each different entity that an identifier designates, the identifier is visible (i.e., can be used) only
within a region of program text called its scope. Different entities designated by the same identifier either
have different scopes, or are in different name spaces. There are five kinds of scopes: function, file, block,
and function prototype, program, system. A function prototype is a declaration of a function that declares
the types of its parameters.

A label name is the only kind of identifier that has function scope. It can be used in a goto statement
anywhere in the function in which it appears, and is declared implicitly by its syntactic appearance followed
by a: and a statement.

Every other identifier has scope determined by the placement of its declaration (in a declarator or type
specifier). If the declarator or type specifier that declares the identifier appears outside of any block, the iden-
tifier has program scope. If the identifier is declared outside of any block with storage-class qualifier static
as a static variable, the identifier has file scope. If the identifier is declared with __decl spec( gl obal ),
the identifier has System scope in the current Ch shell. An identifier in system scope can be accessed by mul-
tiple programs. If the declarator or type specifier that declares the identifier appears inside a block or within
the list of parameter declarations in a function definition, the identifier has block scope, which terminates at
the end of the associated block. If the declarator or type specifier that declares the identifier appears within
the list of parameter declarations in a function prototype (not part of a function definition), the identifier has
function prototype scope, which terminates at the end of the function declarator. If an identifier designates
two different entities in the same name space, the scopes might overlap. If so, the scope of one entity (the
inner scope) will be a strict subset of the scope of the other entity (the outer scope). Within the inner scope,
the identifier designates the entity declared in the inner scope; the entity declared in the outer scope is hid-
den (and not visible) within the inner scope. Two identifiers have the same scope if and only if their scopes
terminate at the same point.

Unless explicitly stated otherwise, where this manuscript uses the term identifier to refer to some entity
(as opposed to the syntactic construct), it refers to the entity in the relevant name space whose declaration is
visible at the point the identifier occurs.

Class, structure, union, and enumeration tags have scope that begin just after the appearance of the tag
in a type specifier that declares the tag. Each enumeration constant has scope that begins just after the
appearance of its defining enumerator in an enumerator list. Any other identifier has a scope that begins just
after the completion of its declarator.

3.5.2 Linkagesof Identifiers

An identifier declared in different scopes or in the same scope more than once can be made to refer to
the same object or function by a process called linkage. There are four kinds of linkage: global, external,
internal, and none.

In the set of source files that constitutes an entire program, each declaration of a particular identifier with
external linkage denotes the same object or function. Within a source file, each declaration of an identifier
with internal linkage denotes the same object or function. Each declaration of an identifier with no linkage
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denotes a unique entity.

If the declaration of a file scope identifier for an object or a function contains __decl spec( gl obal ),
the identifier has global linkage.

If the declaration of a file scope identifier for an object or a function contains the storage-class specifier
static, the identifier has internal linkage.

For an identifier declared with the storage-class specifier extern in a scope in which a prior declaration
of that identifier is visible, if the prior declaration specifies internal or external linkage, the linkage of the
identifier at the later declaration is the same as the linkage specified at the prior declaration. If no prior
declaration is visible, or if the prior declaration specifies no linkage, then the identifier has external linkage.

If the declaration of an identifier for a function has no storage-class specifier, its linkage is determined
exactly as if it were declared with the storage-class specifier extern. If the declaration of an identifier for an
object has file scope and no storage-class specifier, its linkage is external.

The following identifiers have no linkage: an identifier declared to be a function parameter; a block
scope identifier for an object declared without the storage-class specifiers extern.

It is a syntax error, if the same identifier appears with both internal and external linkage.

3.5.3 Name Spaces of Identifiers

If more than one declaration of a particular identifier is visible at any point in a program, the syntactic
context disambiguates uses that refer to different entities. The separate name spaces categorized for various
identifiers are given as follows:

macro names the macros defined by the preprocessing directive #def i ne.

label names (disambiguated by the syntax of the label declaration and use);

the tags of classes, structures, unions, and enumerations (disambiguated by following any of the keywords
class, struct, union, or enum);

the members of classes, structures or unions; each class, structure or union has a separate name space for
its members (disambiguated by the type of the expression used to access the member via the . or - >
operator);

all other identifiers, called ordinary identifiers (declared in ordinary declarators or as enumeration con-
stants).

3.5.4 Storage Duration of Objects

The valid storage-class specifiers are given in Table 3.3

An object has a storage duration that determines its lifetime. There are three storage durations: static,
automatic, and allocated.

Variables qualified by __decl spec( gl obal ) can cross different programs when they are executed
in the current shell using dot command. A variable qualified by __decl spec( gl obal ) should be only
declared once and used by multiple programs in the current shell. Such a global variable is typically declared
in the system startup file chr ¢ or the user’s startup file _chr ¢ in Windows or . chr ¢ in Unix. Variables of
functions and class/struct/union cannot be declared as global variables.

An object whose identifier is declared with external or internal linkage, or with the storage-class specifier
static has static storage duration. For such an object, storage is reserved and its stored value is initialized
only once, prior to program startup. The object exists, has a constant address, and retains its last-stored
value throughout the execution of the entire program.
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Table 3.3: Storage-class Specifiers.

Specifier Function
auto local automatic variable
extern external variable

__declspec(global) system-wide global variable
__declspec(local)  nested local function
register (ignored)

static static variable

An object whose identifier is declared with no linkage and without the storage-class specifier static has
automatic storage duration. For such an object that does not have a variable length array type, storage
is guaranteed to be reserved for a new instance of the object on each entry into the block with which it
is associated; the initial value of the object is zero. If an initialization is specified for the object, it is
performed each time the declaration is reached in the execution of the block; otherwise, the value becomes
indeterminate each time the declaration is reached. Storage for the object is no longer guaranteed to be
reserved when execution of the block ends in any way. (Entering an enclosed block or calling a function
suspends, but does not end, execution of the current block.)

For such an object that does have a variable length array type, storage is guaranteed to be reserved for a
new instance of the object each time the declaration is reached in the execution of the program. The initial
value of the object is zero. Storage for the object is no longer guaranteed to be reserved when the execution
of the program leaves the scope of the declaration.

If an object is referred to when storage is not reserved for it, the behavior is undefined. The value of a
pointer that referred to an object whose storage is no longer reserved is indeterminate. During the time that
its storage is reserved, an object has a constant address.

The storage can be allocated dynamically at run time by the functions calloc(), malloc(), and realloc();
and subsequently freed by the function free(). The storage can also be dynamically allocated and deallocated
by operators new and delete, respectively. Details about memory allocation and pointers will be described
in Chapter 9l
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Chapter 4

Portable I nteractive Command Shdll and
Shell Programming

This chapter describes how Ch can be used interactively in the command mode as a command shell. Like
other shells, Ch shell is a command interpreter that reads command lines typed by the user at a prompt
and figures out what to do. All operators and functions as well as most commands are available for both
interactive shell and shell programs in Ch. Detailed information about operators and functions can be found
in Chapters [7] and respectively. From a semantic point of view, Ch shell is similar to C shell. Ch is a
superset of C whereas the so-called C shell is quite different from C. Some selected syntax comparisons
between C shell and Ch are listed in Appendix

4.1 Shell Prompts

Each shell has its own shell prompt. By default, the prompt for a regular Ch shell is ‘cwd> * where cwd is
the current working directory. It tells the user that the regular Ch shell is ready to process the input from the
command line. By default, the prompt for a safe Ch shell is ‘saf ech> ’. For more information about safe
Ch, refer to Chapter 211 For a superuser in Unix or an administrator in Windows, shell prompts are ‘#’ and
‘saf ech#’ for regular and safe Ch shells, respectively.

Table is the comparison of default shell prompts between Ch and other popular shells. The user
can change the default symbol for the Ch shell prompt, or add information such as hostname and current
working directory to the shell prompt by setting system variable _prompt. For example, in the interactive
command shell below

> prompt = "$ "

Table 4.1: Comparison of shell prompts.

Shell General User Prompt  Superuser Prompt
Ch shell in Windows > #
Ch shell in Unix > #
Safe Ch shell in Windows safech> safech#
Safe Ch shell in Unix safech> safech#
C shell % #
Bourne, Korn, and BASH shells prompt ~ $ #
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4.2. INTERACTIVE EXECUTION OF COMMANDS

$

$ pronpt = "%"

%

% pronpt = stradd(_cwd, "> ")
/usr/ch>

we set the Ch shell prompt to symbols ‘$” and ‘98 first, then set it to the current working directory end-
ing with the symbol ‘>’ by calling function stradd(). In this example, the current working directory is
[ usr/ ch. By setting the value of _prompt, the user can choose any character as the shell prompt. Typi-
cally, system variable _prompt is set in the startup file .chrc in Unix or _chrcin Windows in the user’s home
directory.

4.2 Interactive Execution of Commands

In the command line mode of Ch shell, the user can type commands at a shell prompt. The commands
include compiled binary executable files, shell scripts, C and Ch programs, etc. For example,

> pwd

/ home/ nynane

> nkdir subdirl
> cd subdirl

> pwd

/ home/ nynanme/ subdi r 1

> which I's

Is is aliased to Is -F
>

In the above example, program pwd displayed the current working directory / honme/ mynamne. A new di-
rectory subdi r 1 is created by command mkdir. The current directory is changed by the built-in command
cd. The shell program which indicates that ISis an alias, which will be described in section

To run a command file in command mode, the file name shall be a valid identifier in Ch or starts with a
relative or absolute directory path such as ./, “. ./, "/’ , and ‘/ °. For example, numerical values such
as 20 or 20.el are not valid identifiers. A command can be enclosed in a pair of double quotation marks.
The option for the command shall not be included inside the quotation marks. The quotation marks can be
used to avoid the conflict of a command and a variable identifier in a program. It can also be used in the
case that the command is located in a directory with white space. For example,

>int Is =10

> | s*2
20
> n I SIl - 1

(display files in the current directory in a single colum)
> "C./ProgramFil es/ Wndows NT/ Accessori es/wordpad. exe"
(l'aunch wor dpad program

The user can type two or more commands in the same command line by putting semicolons between
them. For example, the compound command

> cp filenamel filenanme2; vi filenanme2
>

copies filef i | enaneltofilefi | enanme2, and then calls the command Vi to edit the latter.
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421 Current Shdl

The principle and syntax of running a program in the current shell in Ch is the same as those in sh, bash,
and ksh shells. By default, a program in Ch shell is executed in a subshell. The built-in dot command

filenane

executes program filename in the current shell, instead of a subshell. When a command is typed in the
prompt, either with or without *.’, the search paths specified by the system variable _path are used to find
the directory containing the command. Assume program cmd has two statements of

int x = 3;
double y = 4;

In the example below, this program is executed in a subshell first and then in the current shell.

> cnd [/ run cnd in a subshel

> X [l print the value of variable x in current shel
ERROR: variable 'x' not defined

ERROR: command ' x’ not found

> . cnd // run cnd in the current shel

> X
3
> X* y
12. 0000
> stackvar
X 3
y 4. 0000

The first execution of program cid (without symbol ‘. ’) is in a subshell. So, when the program quits,
the variable X which hasn’t been defined yet in the current shell is not available. The second execution of
program cnd (with symbol ‘. ’) is in the current shell. When the program quits, the variable X has the value
of 3, assigned to X within the program cmd, in the current shell. Because variables in the current shell can
be used interactively at the prompt, sometime, one may place variables to be used interactively at the prompt
in a command and execute it in the current shell as a dot command. All variables and their values can be
displayed using the shell command stackvar. .

Ch will search for a command such as cnd in the directories specified by the system variable _path. If
the program cmd is not located in one of directories specified by the system variable _path, an error message
will be displayed. If cd has been used as a variable in the current shell, the command can be used with a
preceding absolute or relative path as shown below.

> /dirdl/dir2/cnd // run cnd in the directory /dirl/dir2

> ./cmd /1 run cnd in the current working directory
> ../cmd {1l run cnd in the parent directory

> "/cmd /1 run cnd in the hone directory

These commands execute the command file cnd located in the directory / di r 1/ di r 2, current working
directory, parent directory and home directory, respectively.

Pathnames for a command can be separated using an ’/° in both Unix and Windows. However, the sep-
arator *\’ can also be used in Windows. For example, the program not epad can be launched in Windows
in one of the following forms.
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not epad

C. / W ndows/ not epad
/ W ndows/ not epad
"/ W ndows/ not epad”
C. \ W ndows\ not epad
\ W ndows\ not epad

V V V V VYV

4.2.2 Background Job

In MS-DOS command shell in Windows, all Win32 programs run as background jobs. Ch is consistent in
handling commands in both Unix and Windows. A command can be started in the background using the &
metacharacter. so that it will not block the shell to accept new commands. For example, the command

> not epad &

will launch the program notepad in background.

4.3 Interactive Execution of Programming Statements

As it is mentioned before, besides executable binary files and shell scripts, the Ch shell can also exe-
cute C/Ch programs directly without compilation. Interactive execution of C programs without lengthy
compile/link/execute/debug cycles is especially appealing for rapid application development and deploy-
ment. For example, assume file hel | 0. ¢ contains the following statements.

#i ncl ude <stdi o. h>

int main(void) {
printf("Hello, world!'\n");
return O;

}

It can be executed in a Ch shell without compilation as follows.

> hello.c // execute hello.c programwi thout conpilation
Hel | o, worl d!
>

Source files as well as programming statements can be executed in Ch shell directly and interactively.
In the interactive command line mode, semicolons at the end of programming statements are not required.
For example,

>int i

>i =10

10

>0 * 2

20

> printf("i = %", i)

i =10

> printf("i in hexadeci mal number = %", i)

i in hexadeci mal nunber = a
>

50



CHAPTER 4. PORTABLE INTERACTIVE COMMAND SHELL AND SHELL PROGRAMMING
4.3. INTERACTIVE EXECUTION OF PROGRAMMING STATEMENTS

Ch also supports C extensions, such as computational arrays in Ch Professional and Student Editions, in
the command line mode as shown below.

array int a[2][3] ={1, 2, 3, 4, 5, 6}

3
6
* transpose(a)

VOoOoR~NYVYV B~ VYV
PP O0ONOND

where a is a 2X3 computational array which is treated as a single object. Generic function transpose()
returns the transpose of the argument of a one-dimension vector or a 2-dimension matrix. Computational ar-
rays are useful for numerical computing in engineering and science. More information about computational
arrays can be found in Chapter [16]

To use macros and defined types by typedef in a header file at a shell prompt, the user can load the header
file by using commands chparse and chrun mentioned in section For example, in the commands
below

> chparse /usr/local/ch/include/stdlib.h
> chrun

> size t i

>i =90

90

>

the header file stdlib.h, where the type Size t is typedefed, is loaded before Size t is used as a type declarator
for variable i . In this case, the header file stdlib.h runs in the current shell.
If an invalid statement is typed at a shell prompt, Ch will give error messages for debugging purposes.

> bl ah

ERROR: vari abl e 'blah’ not defi ned
ERROR: command ' bl ah’ not found

>

When a function is called in the command mode, the search paths specified by the system variable
_fpath are used to find the directory containing the function definition. To call functions in a program
from the command prompt of a Ch shell, the program has to be loaded first. Once a program is loaded by
command chparse, the program can be executed by command chrun as described in section At the
same time, functions in the program can also be called at the prompt. On the other hand, a program can be
executed in the current shell first and then functions in the program can be used interactively. For example,
in the interactive execution of program cur r ent shel | . cpp in Program [4.1 below,

> . currentshell.cpp
func(5) = 10

15

> func(10)

20
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#i ncl ude <stdi o. h>
#i ncl ude <i ostream h>

int func(int i) {
return 2xi;

}

class tag {
private:
int mi;
publi c:
tag();
int menfunc(int);
b
tag::tag() {
m i =10;
}
nt tag::menfunc(int i) {
cout << mi+i << endl;
return mi +i;

}

int main() {
class tag cl;

printf("func(5) = %l\n", func(5));
cl. menfunc(5);

Program 4.1: a C++ program cur r ent shel | . cpp executed in the current shell.
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Table 4.2: Built-in shell commands in Ch.

Command Description
X: change to the directory in drive X in Windows
cd change to the home directory
cd - change to the previous directory
cd - - change to the directory before the previous one
cd--- change to the directory before the previous two
cd dir change to the directory dir
cd dir name change to the directory dir name with space
chdir change to the home directory
chdir - change to the previous directory
chdir - - change to the directory before the previous one
chdir - - - change to the directory before the previous two
chdir dir change to the directory dir
chdir dir name change to the directory dir name with space
. filename dot command. Read and execute command filename

in the current shell, instead of a subshell.
exec command  execute command in place of the current shell.

> class tag ¢
> c. menfunc(10)
20

>

the dot command . currentshel | . cpp loads and executes a C++ program currentshell.cpp in the
current shell with output of.

func(5) = 10
15

Command f unc( 10) in the command prompt calls the function f unc() in the program loaded in the
current shell. Declaration statement Cl ass t ag c instantiates an object ¢ of ¢l ass t ag. When the
member function tt tag::memfunc() is invoked interactively by function call c. menf unc( 10), the result
of value 20 will be displayed. Details about using class for object-based programming will be described
in Chapter Note that when a program running in the current shell crashes, the current shell will be
terminated. For the debugging purpose, it is recommended to run such a program in a new Ch shell so that
when the current shell is terminated, the Ch shell running in the background will be still available as shown
below.

> ch
> . currentshell.cpp

4.4 Built-in Commands
The built-in commands of Ch are listed in Table[4.2] The directory in which the user is working is called the

current working directory or cwd. To check the current working directory, type the command pwd at a shell
prompt.
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There are three kinds of directory names or pathnames in Ch : simple, absolute and relative. The simple
pathnames are file or directory names which don’t include any information about the position within the file
system hierarchy. The simple pathnames are used to go to subdirectories of the current working directory.
Absolute pathnames indicate the absolute position of a directory within the file system hierarchy. They begin
with character ‘/ > which represents the root directory. In Windows, they can also begin with a letter standing
for a drive such as X: / . For example, the pathname /usr/ch indicates the absolute position of directory ch
from the root directory. The relative pathnames trace the path from the working directory, instead of the root,
to the desired file or directory. For example, the pathname ../ch indicates the relative position of directory
from the current working directory. In relative pathnames, the symbols . and .. indicate the current working
directory and the parent directory, respectively.

In Ch shell, built-in commands cd and chdir can be used to change the user’s current working directory
to a desired directory. The command cd or chdir, without a directory name, change the current working
directory to the home directory indicated by the system variable _home. The command cd dir or chdir dir
switches the current working directory to the directory dir. The command cd - or chdir - switches the
current working directory to the previous directory. Similarly, cd - - or chdir - - switches to the directory
before the previous one; cd - - - or chdir - - - switches to the directory before the previous two. For
example,

> pwd

/ home

> cd /usr/ch
> pwd
{usr/ch

> chdir -

> pwd

/ hone

> cd mynane
> pwd

/ home/ nyname
>cd ../../lusr/ch
> pwd
{usr/ch

>

where / usr / ch is an absolute pathname, myname is a simple pathname, and . . / . . / usr/ chis arelative
pathname.

Examples about execution of programs in the current shell using dot commands are given in sections
and 4.3

The built-in command exec executes other command in place of the current shell, which terminates.

4.4.1 Commands For Interactive Shell Only

All operators, functions and built-in commands are available for both interactive shell and shell programs
in Ch. But, not all commands that are valid in the command line mode can be used in shell programs. The
commands which are valid only when Ch is invoked as an interactive shell are called interactive commands.
They are not valid inside a Ch program. All interactive commands are shown in Table

In the interactive command line mode of the Ch shell, a variable, including a variable of function type, can
be removed by the remvar command. In the following example,
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Table 4.3: Interactive commands valid only in the interactive shell.

Command Description
! repeat the previous executed command.
chdebug filename debug program filename.
chparse [-S] filename parse program filename only to check syntax. Option -S for safe shell.
chrun execute the parsed program.
exit exit Ch shell.
history show the command history.
remvar remove a variable.
remkey remove a keyword .
stackvar display variables and their values in all stacks.
>int i I/ define variable i
>i =90
90
> renmvar i /'l renove variable i
>
ERROR: variable i’ not defined
ERROR: command 'i’ not found
>

command i nt i declared variable i in Ch shell, and command r enmvar i removes variable i . The com-
mand remvar is an interactive command which is invalid inside Ch programs. If the user wants to remove a
variable, say var, inside a shell program, the preprocessing directive
#pragma remvar (var) should be used.

Similarly, a keyword can be removed by the remkey command as shown below.

> renkey(sin) /1 generic function sin is renoved as a keyword
> float sin
> sin =10.0

Inside a program, the preprocessing directive #pr agma r enkey( key) should be used to remove the
generic function si n() .

The command stackvar can be used to display all global variables and their values in the current shell.
The default format will be used to display the value for a variable. Tag names for sruct/class/enum types,
function prototypes without function definition, and typedefed variables are not displayed. Members of a
structure type and arrays are displayed without indentation. For example,

>int x = 3;

> double d = 10. 1234

> double a[2][3] = {1,2,3,4,5,6};

> array double b[2][3] = {1, 2,3,4,5,6};
>
>

struct tag {int i, int j;} s = {10, 20};
st ackvar

X 3

d 10. 1234

a [C array]
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123
456
b [Ch array]
123
456
s
i =10
.j =20

The command stackvar can also be used to display all variables and their values in a command executed in
the current shell as shown in section

More information about the event designator ! and command history can be found in section 4.3 below.
More information about commands chdebug, chparse and chrun can be found in section Generic
function alias() is typically used inside the system startup file chrc and the user’s startup file .chrc in Unix
or _chrc in Windows. Commands alias and unalias, which will be described in section can be used in
the command mode.

45 Repeating Commands at Prompt

The features described in this section are valid only at the command line mode in Ch shell. The history and
quick substitutions for repeating commands at prompt will be described in this section.

The most convenient way to repeat commands at prompt is to use arrow keys. The previously typed
commands can be retrieved easily by the upper ’1” and down ’|’ arrow keys on the keyboard for commands
typed before and after the current command, respectively. The retrieved command can be modified by first
moving the cursor to the location using the left ’<—’ or right *—’ arrow keys on the keyword. Then, use delete
or backspace key to delete characters or type any graphical characters to insert characters for command line
editing like in Emacs text editor.

45.1 History Substitution

History substitution allows the user to use words from previously typed commands at a shell prompt. This
simplifies spelling corrections and the repetition of complicated commands or arguments. Command lines
are saved in the history list, the size of which is controlled by the system variable _hi st si ze. The history
can be displayed by shell command hi st ory. The most recent commands are retained. A history sub-
stitution starting with a ! sign may occur only at the beginning of the command line; history substitutions
cannot be nested. For example, commands

> histsize [l print the current value of _histsize

20

> histsize = 4 /1 change the current value of _histsize to 4
4

> pwd

/usr/ch

> history [l print the history list of commands

123 _histsize [l print the current value of _histsize
124 _histsize =4 |/ change the current value of _histsize to 4
125 pwd

126  history /1 print the history list of conmands

>
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Table 4.4: Event designators.

Command Description

! Refer to the previous command. By itself, this substitution repeats the previous command.
I the same as ! .

I'n Refer to command line n.

I-n Refer to the current command line minus n.

I'str Refer to the most recent command starting with Str.

print the current value of _histsize first, and then change this value to 4. After another command pwd, the
command history prints the most recent 4 commands including comments in the history list. The number
displayed at the front of each command is the command line number. History substitution allows users to
repeat previous command lines which are in the history list by using event designators.

An event designator is a reference to a command line entry in the history list. Different event designators
listed in Table make it more convenient to repeat execution of a long command line in the history list.
The most commonly used event designator is ! . The ! repeats the last command line entered by a user. For
example, if a user uses the command more to view a file, and misses the part of the file he wants, he can
repeat more just by typing ! . The shell types out the command line repeated by ! first, and then executes
it, so that the user can make sure it is the right one. The ! is the basis for a number of more sophisticated
timesaving event designators which are listed in Table Command ! n repeats the command with the
number N in the command history list. Command ! - n repeats the command with the number of m-n, where
m is assumed to be the number of the current command. It means the command ! - 1 is equivalent to the
command ! . Command ! St r is also a commonly used command for command repetition. If a user wants
to edit the most current file again, he doesn’t need to remember the number of the previous vi command, all
he has to do is to type ! Vi .

The following example illustrates how these event designators can be used to repeat a command in the
history list.

> histsize =5
5

> pwd
{fusr/local//ch
> |

pwd
/fusr/local/ch

> strlen("abc")

3

> history

136 _histsize =5
137  pwd

138 pwd

139 strlen("abc")
140 hi story

> 1137

pwd

/usr/local/ch
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> |h
hi story
138 pwd

139 strlen("abc")
140 hi story

141 pwd

142 hi story
> 1-4
strlen("abc")
3

>

45.2 Quick Substitution

The quick substitution allows users to make a change on the previous command and at the same time execute
the changed command. It is useful to correct typos in commands or to repeat similar commands. Commands
“old” newand " old” new” can substitute string old in the previous command with string new. For example,

> nkkdir nydir

ERROR: variable 'nkkdir’ not defined
ERROR: command ' nkkdir’ not found

> “kk™k

> history

11 mkkdir nydir

12 nkdir mydir

13 hi story

>

To correct the typo nmkkdi r, use the command ~ Kk™ k. In the following example, quick substitution com-
mands are used for a repetitive task of creating five directories for five different months.

> nkdir Jan

> "Jan” Feb

> "Feb” March

> “March” Apri

> " April” May

> history

31 nkdi r Jan
32 nmkdi r Feb
33 nkdi r March
34 nkdi r April
35 nkdi r My
36 hi story

Quick substitution command ~ old and " old” can be used to delete string old in the previous command.
For example,

>cp file filel.c
> "1

58



CHAPTER 4. PORTABLE INTERACTIVE COMMAND SHELL AND SHELL PROGRAMMING
4.5. REPEATING COMMANDS AT PROMPT

Table 4.5: Quick substitution.

Command Description

“old" new  substitute string old in the previous command with string new.
“old" new”  the same as ~ old” new.

" old delete string old in the previous command.
“old the same as ~ old.
> history

56 cp file filel.c
57 cp file file.c
58 hi story

>

453 FileCompletion

Ch shell is able to complete words when given a unique abbreviation. Type part of a word (for ex-
ample ‘Is /usr/local/ch/de’) and hit the tab key, The shell completes the file name ‘/ust/local/ch/de’ to
‘fusr/local/ch/demos/’, replacing the incomplete word with the complete word in the input buffer. Note
the terminal ‘/’; completion adds a ‘/’ to the end of completed directories and a space to the end of other
completed words, to speed typing and provide a visual indicator of successful completion.

If no match is found (perhaps ‘/ust/local/ch/demos’ doesn’t exist), the terminal bell rings. If the word is
already complete (perhaps there is a ‘/usr/local/ch/de’ on your system, or perhaps you were thinking too far
ahead and typed the whole thing) a ‘/° or space is added to the end if it isn’t already there.

File completion works only at the end of the input buffer.

If there are multiple choices, the shell lists the possible completions using the command | S - F and
reprints the prompt and unfinished command line, for example:

> |s /usr/local/ch/d[" D
dl/ denps/ docs/
> |s /usr/local/ch/d

If the choices are more than 100, it will ask the user to confirm whether all the choices shall be displayed:

> s fil[tab]
Display all 102 choices? (y or n)

Ch shell completes on the shortest possible unique match, even if more typing might result in a longer
match:

> s
f odder f oo f ood foonly
> rmfo[tab]

just beeps, because ‘fo’ could expand to ‘fod’” or ‘foo’, but if we type another ‘o’,

> rm foo[tab]
foo food foonly
> rmfoo
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the completion completes on ‘foo’, even though ‘food’ and ‘foonly’ also match.
If the first command is ”cd”, the completion shows only the choices of directory only:

> |s dir[tab]

dirl/ dir2/ dir3/ dird@dirfl dirf2 dirf3@
> cd dir[tab]

dirl/ dir2/ dir3/ dird@

For a symbolic link to a file or directory, the symbol @’ is attached.
The shell treats * \ ' as aspace and’ \$’ as’ $ in the file completion:

> |s test\ t[tab]
I's "juck tnp"

The shell adds double quotes to enclosing the directory that contains space(s) in file completion as shown
above.
For built-in command cd, the backslash can be omitted for a directory contains spaces in file completion.

> cd aa b[tab]
> cd "aa bb"/

A directory or file in Windows often contains a space. The shell can complete the file or directory in this
case.

> cd Prog[tab]
> cd "Program Fi |l es"/

45.4 Command Completion

If a tab key is hit before the end of the first token, Ch shell handles the token with command completion.
The shell searches files in the directories specified in the environment variable PATH which has the same
value as in the system variable _path. in both windows and Unix. Only executable files will be selected for
command completion in Unix. In Windows, only files with extensions . com .exe, .bat, .cnd,
or . ch will be selected.

If there is only one matched command, the shell replaces the incomplete command with the complete
command in the input buffer. The shell adds a space to the end of other completed command to speed typing
and provide a visual indicator of successful completion. For example,

> | ps[tab]
> | pst at

Similar to file completion, if there are multiple choices, the shell lists the possible completions using the
command | S - F and reprints the prompt and unfinished command line. If the chioces are more than 100,
it will ask the user to confirm whether all the choices shall be displayed.

> | p[tab]
| p | pstat
> 1p
If no command match is found in the directories specified in the environment variable PATH, the shell

searches the current directory for possible matches of directory. If there is only one matched directory, the
shell replaces the incomplete command with the complete directory in the input buffer. The shell adds */’
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to the end of the completed directory to speed typing. If there are multiple choices of directory, the shell
lists the possible completions using the command | S - F and reprints the prompt and unfinished command
line. If the chioces are more than 100, it will also ask the user to confirm whether all the choices shall be
displayed.

If no match is found at all, the terminal bell rings.

To search commands only in the current directory for command completion, the user shall type the
command starting with the current directory . / . For example,

> cd /bin

> ./l og[tab]

| ogger | ogin | oghane
> ./1og

Type tab directly in command line, the shell will be able to show all the commands.

> [tab]
Di splay all 1296 choices? (y or n)

4.6 Aliases

In interactive command mode, the Ch shell maintains a list of aliases that one can create, display, and modify
using commands alias and unalias. The shell checks the first word in each command to see if it matches
the name of an existing alias. If it does, the command is reprocessed with the alias definition replacing its
name.

Aliases are typically created using the generic function alias() in the system startup file chrc and the
startup file .chrc in Unix or _chrc in Windows in the user’s home directory. The generic function alias() is
overloaded with the following prototypes.

int alias(string t nanme, string_t alius);
string_t alias(string_t name);
int alias(void);

The different arguments with corresponding return values are listed in Table[d.6l Function call alias(name,

al i us) will make symbol nane an alias to command al i us. If nane is a valid identifier, the function
returns 0. If name is already an alias, the function returns 1. If the value of name is NULL, it returns -1.
If the second argument al i us is NULL, the function will unalias symbol name from command al i us.
Function call alias(hnane) will return the alias for the symbol nane as a string. If the symbol nane is not
an alias, the function returns NULL. Function call alias() will print out all the names as well as their aliases
in the standard output; and return the number of aliases. The return values of this generic function are shown
below in an interactive execution session. The function alias() can be called both in command mode and
shell programs. Follow the C convention, characters "\’ and ' "’ can be passed in an alias using escape
character "\’ as'\\’ and "\ "’ | respectively. The commands below demonstrates various features of

function alias().

> alias("Is", "ls -a")

0

> alias("Is", "lIs -agl")
1

> alias("cp", "cp -i")
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Table 4.6: Function call alias().

Function Call Return Value
aliag(" namel" , "alius') 0
aliag(" namel" , "alius') 1
aliag(" name2"," ") 0
0
1

aliag(" name2" , NULL)
aliag(" name3" , NULL)
aliasqNULL, " alius") -1

aliasNULL, NULL) -1
aliag(" namel") alius
aliag(" name3" ) NULL
aliasANULL) NULL

Table 4.7: Formal arguments in alias().

Formal argument Description
_argv[0] The first input word (command).
_argv[n] The nth argument.

_argv[#] The entire command line.
_argv[$l The last argument.

_argv[*] All the arguments, or a null value

if there is just one word in the command.

0

> alias()

cp cp -i
l's Is -alg
2

> alias("ls", NULL)
0

> alias()

cp cp -i

1

> alias("cp")
cp -i

>

The argument substitution is available in aliases. The formal arguments shown in Table 4.7] inside a
definition of an alias will be replaced with actual command line arguments when the alias is used. If no
argument substitution is called for, the arguments remain unchanged. For example,

> echo abc xyz
abc xyz
> alias("myechol", "echo _argv[1]")
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Table 4.8: Commands alias and unalias.

Command Description
alias name alius make alias
aliasname " string with space’  make alias
alias name display alias for name
alias display all aliases
unalias name unalias name

> nmyechol abc xyz

abc

> alias("myecho2", "echo _argv[$]")
> nmyechol abc xyz

Xyz

In the above example, only the first argument of command nyechol abc Xyz is used in the alias. The
last argument is used in alias myecho2. As another example, to search a file in the current directory and its
subdirectories and then print it out, the alias f i nd below can be used to replace the system command find
as follows.

> alias("find", "find . -name _argv[1l] -print")
> find fil enane
(display files with name 'fil enane’)

For the current process, commands alias and unalias shown in Table 4.8]can be more conveniently used
in an interactive command shell. These two commands are valid only in command mode. For example,

> alias Is "Is -agl”
> alias cp "cp -i"

> alias

cp cp -i
l's ls -alg
> unalias Is

> alias

cp cp -i

> alias cp

cp -i

>

Aliases can be nested. That is, an alias definition can contain the name of another alias. This is useful in
pipelines such as

> alias("ls", "ls -agl")
> alias("Inm', "lIs » | nore")

When command | mis invoked, actually the expanded command

>1]s -agl * | nore
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Table 4.9: Variable substitution.

Command Description

$var replaced by the value of variable var.
${var} replaced by the value of variable var.
$(var) replaced by the value of variable var.

is invoked instead. The output of | S is piped through program nor e. As another example, the command
alias opent gz below can be used portably to extract a compressed archival file such asfil e. tar. gz or
file.tgz.

> alias("opentgz", "gzip -cd _argv[1l] | tar -xvf -")
> opentgz file.tar.gz
(display extracted files fromfile.tar.gz)

The command use a pipeline described in section 4. 111
Nested aliases are expanded before any argument substitution is applied. For example,

> alias("t1", "t2 _argv[1l] A")

> alias("t2", "echo a b c")

>tl xy z

abcxA

> alias("pl", "p2 a b c")

> alias("p2", "echo _argv[1l] A")
>pl xyz

a A

4.7 Variable Substitution

A variable name can be replaced by its value through variable substitution. Three syntaxes of variable sub-
stitution $var, $(var), and ${var} are shown in Table[d.9] The variable name or symbol to be expanded may
be enclosed in parentheses or braces, which are optional but serve to protect the variable to be expanded from
characters immediately following it which could be interpreted as part of the name. Variable substitution
makes code more portable and flexible, because a variable can have different values for different situations.
For example, an installation program with variable substitutions can allow users to specify different target
directories instead of the default directory. The user may choose to install the software in a directory of his
choice.

Variable substitution takes place after the input command line is analyzed and aliases are resolved. It
is valid only for interactive command mode, command statements in programs, and command substitution
operations described in section

The variable in a variable substitution could be a predefined identifier described in section 2.3.1} a
user-defined variable of string, pointer to char, or integral data type; an environment variable described in
section .14} or undefined symbol. For a variable substitution, the Ch shell will first search the Ch name
space for the variable name according to its scope rule. If the variable is not defined, then it searches the
environment variables of the current process. If no variable with the specified name is found either in Ch
space or environment space, no substitution will take place and the variable is ignored.
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1]

The variable substitution can be prevented by preceding the ‘$” with a ‘\ * except within ** ’s for com-
mand substitution where it always occurs, and within “’ ’s where it never occurs. A ‘$’ is passed unchanged
if followed by a blank, tab, or end-of-line. For example, assume mynane is the user’s account name, the
following commands

> hone [l _home is a predefined identifier
/ honme/ nmyname

> cd $_hone

> pwd

[ horre/ nynane

> _f pat hext [/l _fpathext is a predefined identifier
. chf

> // copy filel to filel.ch

> cp filel filel$_pat hext

> cd $CHHOME /1 CHHOME i s an environment variable
> pwd

/usr/ch

> echo $ CHHOVE \ $10.5 ${_hone}/tnp

$ CHHOME $10.5 /homne/ nynane/tnp

are examples of variable substitution using $var and ${var}. The variables _home and _fpathext are pre-
defined identifiers in Ch. The variable _home contains the home directory of the current user. For different
users, values of _home are different. In a shell program, the command cd $_home is more flexible than
command cd / hone/ myname. Similarly, the environment variable CHHOME contains the home direc-
tory of Ch, which might be different in different machines. Obviously, a shell program using the command
cd $CHHOVE are more portable than the program using command cd / usr/ ch. To display ’$’ immedi-
ately followed by a digit, it has to be preceded by an’ \ ’ .

Furthermore, suppose that the user is working with files in a directory with a very long name
/ home/ myname/ pr oj ect 1/ subpr oj ect 2/ pl anl. This pathname can be abbreviated as a string
mydir. Then, when this directory is wused in commands, $nmydir instead of
/ home/ myname/ pr oj ect 1/ subpr oj ect 2/ pl anl can be used on the command line. For example,

> string_t nydir = "/hone/ mynamne/ proj ect 1/ subproj ect 2/ pl anl"
> cd $nydir

> pwd

/ home/ mynarme/ pr oj ect 1/ subpr oj ect 2/ pl anl

>

4.7.1 Expression Substitution

Expression substitution allows the evaluation of a Ch expression and the substitution of the result. The
format for expression substitution is:

$(expressi on)
or
${ expr essi on}
The expression shall be an expression of string, pointer to char, or integral data type. It can be a constant,

variable, function call, mathematical expression, and other valid expression.
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A single variable can be treated as an expression. While variable substitution can be used to obtain the
values of a single variable, expression substitution is typically reserved for more complicated expressions.
For an environment variable or undefined symbol, variable substitution should be used. In the example
below, the environment variables used in commands are obtained by an expression calling the function
getenv().

For example,

> get env(" CHHOVE") /[l CHHOME is an environnent variabl e
/usr/1ocal/ch
> cd $(getenv("CHHOVE"))
> pwd
/usr/1ocal/ch
> | s $CHHOVE/ i ncl ude
.. (list of [/usr/local/ch/include)
> |'s ${CHHOVE}/ i ncl ude
(list of /usr/local/ch/include)

v

I's $(getenv("CHHOVE")) /i ncl ude
... (list of /usr/local/ch/include)
> |s $(stradd(getenv("CHHOVE"), "/include"))
(list of /usr/local/ch/include)
>
where commands ' s $CHHOWE/ i ncl ude, | s ${CHHOVE}/ i ncl ude,

I's $(getenv("CHHOWE"))/incl ude,andl s $(stradd(getenv("CHHOE"),"/incl ude"))
are equivalent to the command | s /usr/ | ocal / ch/ i ncl ude. But, the commands including CHHOVE
are more portable. Because the character ’/’ is not a valid character for an identifier, the braces for variable
substitution of variable CHHOVE is optional.

4.7.2 Command Name Substitution

A command name substitution is useful for execution of a command. The command to be executed is
obtained dynamically at run time. The syntax for command name substitution is the same as those for
variable name substitution and expression substitution. In this case, the $ shall appears at the beginning of a
syntax statement. The data type of the variable or expression following the $ sign shall be string, pointer to
char, or pointer to unsigned char. For example,

string_t cnd = "/ Ch/bin/echo.exe option";

$cmd nore options

string_t cnd2 = "\"C./ProgramFil es/ch/bin/echo. exe\"";
$cnd2 option2

char »cmd3 = "I s";

$cnmd2 - agl

The string cmd contains both the command / Ch/ bi n/ echo. exe and its opt i on. To use a command
with white space, the command has to be placed inside a pair of double quotation marks as shown in the
string cnd2 above for the command C: / Progr am Fi | es/ ch/ bi n/ echo. exe. A string cnd3 in the
form of a pointer to char contains the command | s.
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4.8 Filename Substitution

Using certain special characters called wild card characters, users can abbreviate filenames and directory
names by filename substitution. Valid wild card characters in Ch are shown in Table Symbol ‘?’ is
the wild character representing a one-character value; * represents an arbitrary number of characters. For
example, to list all the files in the current working directory, type

>// list all files in current directory with =

> |s =
abcl. ch abc2. ch abc3. ch abcl2.c efcl.c
>

To list all the files with extension of . ch, type

> |s %.ch
abcl. ch abc2. ch abc3. ch
>

To list files whose names contain the string C1, type

> |s xcl+
abcl. ch abcl2.c efcl.c

To list files whose names start with the string abc, end with the string . ch, and have only one character
between these two strings, type

> | s abc?.ch
abcl. ch abc2. ch abc3. ch
>

The user can specify the home directory as the tilde character ~ . For example, regardless of the current
working directory, the ~ abbreviation can be used to list the files in the home directory. Substituting ™ in
place of the home directory pathname requires less typing and does not change the current working directory.
For example, assume that the user’s account name is My namne,

> // print the current user nane
> echo $_user
nmyname
>// list files in honme directory of current user
> s~

(list files in home directory of mynanme)> pwd
>

The user can specify the current working directory name as . / . This substitution is useful in a variety of
situations. For instance, when the user wants to copy a file from a distant directory into the working directory,
the command cp followed by the pathname of the file and the current working directory abbreviation . / can
be used. For example, the following commands

> pwd

[ horre/ mynane/ pr oj ect 2

> cp / home/ nynane/ proj ect 1/ subpr oj ect 2/ pl anl/ *
>

67



CHAPTER 4. PORTABLE INTERACTIVE COMMAND SHELL AND SHELL PROGRAMMING
4.8. FILENAME SUBSTITUTION

Table 4.10: Filename substitution.

wild card character Description
* Match any (zero or more) characters.
? Match any single character.

The home directory, as indicated by the value of the

variable _home, or that of _user, as indicated by the password entry for user.
A current working directory.

A the parent directory of the current working directory.

will copy all files in the directory / honme/ mynane/ pr oj ect 1/ subpr oj ect 2/ pl anlinto the current
working directory. Another use of the current working directory abbreviation . / is to make sure a program
in the current directory is running. A commonly used file name, such as t est , could be used by more than
one program in different directories. If the current directory is not included in the search paths specified by
the variable _path, or it has a lower priority than other directory which has a file called t est too, typing
the file name t est will execute program t €St in another directory instead of the program in the current
directory. The command . / t est . ¢ will ensure that the execution of the program is in the current directory.
The command whi ch -a t est can be used to list all programs named t €St in order of search paths. In
the following example, the current directory is not included in the search paths.

> pwd

/ home/ mynarme/ pr oj ect 1/ subpr oj ect 2/ pl anl

> which -a test

/ bin/test

/usr/bin/test

/usr/local /gnu/bin/test

/ pkg/ gnu/ bi n/ t est

> test /1l execute /bin/test

> . /test [/ execute /home/ nmynane/ project1l/ subproject?2/planl/test

The user can specify the parent directory of the current working directory as . . . The most common use
of the parent directory abbreviation is to switch the current working directory into the parent directory or its
subdirectories.

> // print current working directory

> pwd

/ home/ mynarme/ pr oj ect 1/ subpr oj ect 2/ pl an2

> // go to directory planl of the parent directory
>cd ../planl

> pwd

/ horre/ mynane/ pr oj ect 1/ subpr oj ect 2/ pl anl

>

In the example, the command cd . ./ pl anl changes the current working directory to the subdirectory
p! anl of the parent directory / home/ mynamne/ pr oj ect 1/ subpr oj ect 2.
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4.9 Command Substitution

Command substitution pipes the output of one command into a variable inside a program or the command
shell. This is accomplished by enclosing the embedded command in a pair of accent grave marks ‘ , which
are sometimes called back quotation marks. For example,

> string_t s = ‘date’
Wed Jul 25 10:11:18 PDT 2001
> s
Wed Jul 25 10:11:18 PDT 2001
> char *sl1 = ‘date’
> sl
Wed Jul 25 10:12:15 PDT 2001
> s1[ 0]
W
> free(sl) // the nmenory should be freed
>
Commands stringt s = ‘date' andchar *sl1l = ‘date’ pipe the output of command date to

variables S and s1, respectively. Unlike aliases of commands, variables S and S1 are not equivalent to the
command date. They only store the output of the command date. It means that the contents of S and s1
won’t change as time changes, whereas the output from execution command dat e will change as the time
changes. Note that the memory allocated for variable S1 should be freed later. It is recommended to use
the type string_t instead of the type char * to implement command substitution. More information about
string_t can be found in section Another example for command substitution is that the Unix command

vi ‘grep -l "strl str2"

can be used to edit all files that contain the string Strl str2 in the current directory using the vi text editor.

The variable substitution described in section can be used inside a command substitution. The
variable can be name in Ch space or environment space. A valid Ch expression can also be used for variable
substitution. For example,

> string_t s1 = "/bin", s2;
>s2 =‘ls $s1‘;

(l'ist of /bin)
> echo ‘Is $s1‘;

(list of /bin)

1]

Note that variable substitution can be prevented by preceding the ‘$” with a \ * except within ** ’s for com-
mand substitution where it always occurs, and within “’ ’s where it never occurs. A ‘$’ is passed unchanged
if followed by a blank, tab, or end-of-line. For example, if the variables f 1 and f 2 have values of fi | el
and f i | e2, respectively, the expression

‘“echo $f1 \$f2 | sed 's/endofline$/converted/ "
is equivalent to

‘“echo filel \file2 |sed 's/endofline$/converted/ "’
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To make it easier for the user to refer to each item from the word list of a command substitution indi-
vidually, the output from a command embedded in a pair of accent grace marks ‘ is postprocessed. The
consecutive blank space characters, characters for form feed, new line, carriage return, horizontal and verti-
cal tabs are replaced by single blank space characters. This is consistent with the C shell.

The output from a command embedded in a pair of double accent grave marks * * are intact. For
example, the extra blank from the output of the command date is retained by the command substitution
‘‘date'".

> string_t s = ‘‘date'"’

> s

Mon Aug 6 11:44:16 PDT 2001
> s = ‘date’

Mon Aug 6 11:44:24 PDT 2001
>

The two blank space characters after word Aug from output of the command * * dat e* * are retained. They
are replaced by a single blank space in command ‘ dat e .

4.10 Input/Output Redirection

In Ch, a command’s input and output may be redirected using a special notation interpreted by the shell
following the convention of Bourne shell. The redirection notations listed in Table may appear in a
typed-in command in an interactive shell or command line in a Ch program.

Through output redirection, the command cnd > out put followed by the quotation can be used to
create the file out put in the command mode. By typing the ‘>’ symbol, we redirected the output from the
cnd command into the file out put . The system took what the command cnd would have printed out to
the screen and put it into the file out put instead.

By using the symbol ‘>’, when the user redirects output into a file that already exists, the output redi-
rection will remove the current contents of that file and replace them with the output of the command. The
user can avoid overwriting the contents of a file by using another redirection symbol ‘>>’ which is called
the append redirection symbol. It adds the data to the end of a file, rather than replacing the file. If the user
appends output to a file which doesn’t exist, the symbol ‘>>’ acts like *>’, creating the file and redirecting
the output of a command into it.

A process associates a number with each opened file. This number is called file descriptor. When Ch is
launched in Unix, it is connected to three files, standard input which has file descriptor O, standard output
which has file descriptor 1, standard error which has file descriptor 2. The standard error is not available
in Windows. The user can redirect any file descriptor from O through 9 by specifying the file descriptor
number before the symbols >’, ‘<’, and ‘>>’. For instance, to redirect standard error, use 2>. The user
can redirect the output from standard output and standard error to the same file out put by command
cmd > out put 2> out put. The user can also specify that the file descriptor n be redirected to the
same file as another file descriptor mby symbol ‘n>&m. For instance, command cmd > out put 2>&1
redirects the output of command cmd to file out put , and then redirects standard error there.

The following commands illustrate how input/output redirection in Ch shell works.

> cat datefile
ol d content

> date > datefile
> cat datefile
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Table 4.11: Input/Output redirection.

Notation Description
cmd < word Use file word as standard input (file descriptor 0).
cmd > word Use file word as standard output (file descriptor 1).

cmd > word 2>&1
cmd 1 > word 2>&1
ch -r cmd > word

cmd >> word

cmd >> word 2>&1

cmd 1 >> word 2>&1

cmd << word
cmd << word

If the file does not exist, it is created; otherwise, it is truncated to zero length.

Redirect the standard output and standard error (diagnostic output) to file word (for Unix).
Redirect the standard output and standard error (diagnostic output) to file word (for Windows).
Redirect the standard output and standard error (diagnostic output) to file word

(for both Unix and Windows).

If the file does not exist, it is created; otherwise, it is truncated to zero length.

Use file word as standard output. If the file exists, output is appended

to it (by first seeking to the EOF); otherwise, the file is created.

Redirect the standard output and standard error (diagnostic output) to file word.

If the file exists, output is appended to it (by first seeking to the EOF);

otherwise, the file is created (for Unix).

Redirect the standard output and standard error (diagnostic output) to file word.

If the file exists, output is appended to it (by first seeking to the EOF);

otherwise, the file is created (for Windows).

After parameter and command substitution is done on word, the shell input is read

After parameter and command substitution is done on word, the shell input is read

up to the first line that literally matches the resulting word, or to an EOF.
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Wed Jul 25 17:10:40 PDT 2001

>

> date >> datefile

> cat datefile

Wed Jul 25 17:10:40 PDT 2001

Wed Jul 25 17:11:45 PDT 2001

>

> cat > pl.c

int i, |j

(To conplete the file and quit fromthe command cat,
use Ctrl-Din Unix or Grl-Z in Wndows)

> pl.c > result_pl 2>&1

> cat result _pl

ERROR: mssing ';’

ERROR: syntax error before or at line 2 in file pl.c
==>:

BUG <== 2?77

WARNI NG cannot execute command ' pl.c’

>

> cat > input_p2

10

(To conplete the file and quit fromthe command cat,
use Ctrl-Din Unix or Grl-Z in Wndows)

> cat > p2.c

int i;

scanf ("%d", i);

printf("%\n", i);

(To conplete the file and quit fromthe command cat,
use Ctrl-Din Unix or Grl-Z in Wndows)

> p2.c < input_p2

10

>

In this example, output of command date is redirected to file dat ef i | € by symbol >’ first. The content
in dat ef i | e is overwritten. Then the second output of command date is redirected to file dat ef i | e by
symbol >>’. It is appended to the end of file dat ef i | e, rather than overwriting it. The error messages of
the execution of file p2. c are redirected into the filer esul t _p1 by the command pl. c > result_pl 2>&1.
Using the symbol ‘<’, interactive execution of file p2. ¢ gets the input from file i nput _p2 instead of key-
board which is the default standard input device.

Note that the syntax

cmd >& word

for redirecting both standard output and standard error to file wor d works in C shell, but not in Ch and
Bourne shells. Use

ch cnmd > word 2>&1

in Ch and Bourne shells in Unix.
There is a command option - r in Ch, which can be conveniently used to redirect the standard error
stderr to the standard output stdout. The command below
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ch -r cnd > word

will redirect both standard output and standard error to the file wor d. This syntax works in both Unix and
Windows.

In Unix, the function system() can be used to redirect the stdout of a command, say cd, to file wordl
and the stderr to file wor d2 as shown below.

system("(cmd > wordl) 2> word2");

411 Pipeine

A pipeline is a sequence of one or more commands separated by the symbol | . The standard output of
each command except the last one is connected by a pipe to the standard input of the next command. Each
command runs as a separate process; the shell waits for the last command to terminate. The exit status of
a pipeline is the exit status of the last command in the pipeline. Users can regard it as running the first
command with its output redirected to a temporary file, then running the second command with its input
redirected from the temporary file, and so on.

The common use of a pipeline is preprocessing or postprocessing the output of a command by connecting
one or more filters together. A command that reads from the standard input and writes to the standard output
is called a filter. For example, the command grep which displays the lines in one or more files that contain
a specified string. If the user wants to look for the definition of typedefed type time_t in the header file
directory / usr/ ch/ i ncl ude, the commands below with a pipeline can be used,

> pwd

[ usr/ch/incl ude

> grep tine_t =.h | grep typedef
tine. h:typedef int tinme_t;

>

The output of command grep time_t =.his piped to grep typedef. It means the pipeline gr ep
timet *.h | grep typedef lists all lines which include both strings ti me_t and t ypedef in
header files in the directory / usr / ch/ i ncl ude. It is more effective than only usinggrep tinme_t =*.h
orgrep typedef =.h which may give the user many useless output. The command below only displays
the status of processes whose owner is myname and command is Vi.

> ps -elf | grep nynane | grep vi

1S nyname 20851 20850 0 156 20 19d0500 115 1086564 23:36: 47
ttyp5 0:01 /bin/vi exanple.txt
>

The command ps - el f lists all processes status in detail. Its output is piped to command gr ep nynamnme
as input. Then the command gr ep mnmynane lists lines including string mynamne. These lines are piped to
command gr ep Vi as input. The pipelined command lists all processes status lines which include both
strings my name and vi.

As another example, a compressed archival filef i | e. t ar . gz can be retrieved by the command below

gzip -cd file.tar.gz |tar -xvf -

The command gzip unzips the file fi | e. t ar. gz first. The uncompressed file is then piped as the stan-
dard ouput for command tar to extract files. To copy files in the directory / home/ f r omto directory
/ home/ new f r omwithout changing the permission mode and access time, the following command can
be used.
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tar cf - /honme/from| (cd /hone/new, tar xf - )

Function popen() and pclose() can also be used to pipe output from one program to other one. For
example, the ed command in the following Bourne shell program

#!/ bin/sh

ed testfile <<END

a

i nput fromthe console conmand |ine
abcd

123456

W

q

END

will edit the filet est fi | e using the subsequent lines, up to the first occurrence of delimiter line END, as
input. The user doesn’t have to use “END” as the delimiter, any word will do. The editor ed will append the
file with the three text lines shown below.

i nput fromthe console conmand |ine
abcd
123456

ed is a line-oriented text editor. @, ‘.”, w and q in the Bourne shell program are commands of ed. The
command a (“append”) tells ed to start collecting text; the . is a command to signal the end of the text; the
command W (“write”) stores the information into file t est f i | e; the command q (“quit”) leaves the editor.

The result of the previous bourne shell program can be achieved using a Ch program by piping data to a
process as follows:

#!/ bin/ch

#i ncl ude <stdi o. h>

FI LE =fp;

string_t command_args="a\ni nput fromthe consol e comand | i ne\
\ nabcd\ n123456\ n. \ nwA nq";

fp = popen("ed testfile", "w');

fwite(comuand_args, strlen(comuand_args), sizeof(char), fp);
pcl ose(fp);

where the command and input lines for editor ed in previous Bourne shell program are replaced by a variable
of type string_t, command _ar gs. In the string of the variable command _ar gs, these command and input
lines are put together and separated by new line characters ‘\ n’. Functions popen() and pclose() are used to
initiate and close the piped I/O to the process for command ed t est fi | e,respectively. The first argument
of function popen() is a string containing the shell command line ed t estfi | e;the second argument of
wis the I/O mode indicating the operation is writing data to the process through the pipe. Function fwrite()
sends the data to a stream pointed to by the stream f p for the process of shell command ed testfile.

4.12 Running Commandsin Background

By default, Ch shell in command mode waits for a command to finish execution before the next prompt
is displayed. The command for which Ch shell waits is called a foreground command. A background
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command is a process that is started asynchronously within a Ch shell. Before the background command
is completed, the Ch shell will display the next prompt and readily accept the input from the command
line. In program mode, the control flow of the program will go to the next statement immediately before
the background command finishes execution. A command or pipeline ending with an & will be treated as a
background command. If the output of a background command is not redirected, it will be displayed at the
terminal.

A background command is useful for handling commands that take a long time to execute. It is also
useful to start a command with event-driven graphical user interface. For example, command not epad in
Windows can be started as a background command as shown below.

> notepad &

4.13 Run-Time Expression Evaluation

The generic function streval() can be used to evaluate an expression expressed in string at run time. The
expression may invoke functions located in function files specified by the function file path _f pat h. This
function is polymorphic and can only be used as an rvalue. For example,

int i =1
float f =
string_t s
char a[10], =*p

[ streval ("i*2") [+ i becomes 2 */

V

10.1

= "

V VNV V VYV

S

*|
f = streval (s) [+ f becones 20.20 */

20. 20

> strcpy(a, s)

fxi

> strcat(a, "+5")

f*i+5

> f = streval (a) [+ f becones 45.40 */

45. 40

>p=a

f*i+5

> f = streval (p) /= f beconmes 95.80 */

95. 80

> streval ("23unknown")

I nvalid argurment for streval ()

The generic function strparse() returns 0, if the expression can be converted to a numerical value at
runtime. Otherwise, it returns non-zero as illustrated below.

int i =90, status;
status = strparse("i*2");
if(!status) {
i = streval ("i*2");
printf("i = %\n", i);
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In some applications, the string value for an argument of streval() is passed through the command
interface. For example, program conmmand may obtain strings X and 10 , or Xx+si n( 90) *9 and 10. The
parentheses may need to be escaped as shown below.

command x 10
command x+sin\ (90\)=*9 10

4.14 Handling Environment Variables

The environment variables in Ch are similar to the environment variables in other Unix shells and MS-DOS
shell. There are four environment variable handling functions in Ch. Function putenv() can add an environ-
ment variable to the system. This function is commonly used in the system startup file CHHOM E/config/chrc
and individual user’s startup file .chrcin Unix and _chrcin Windows in the user’s home directory. Given an
environment variable, function getenv() can get its corresponding value. Function remenv() can remove
an environment variable. Function isenv() can test if a symbol is an environment variable. The interactive
command execution below demonstrates their application.

> put env(" ENVVAR=val ue")

0

> get env(" ENVWAR'")
val ue

> | senv(" ENVWAR")
1

> remenv(" ENVWAR'")
> i senv(" ENVAR")
0

>

In this example, the value val ue has been set to the environment variable ENVVAR by using command
put env(" ENVWAR=val ue") . Note that in C there shouldn’t be blanks space adjacent to the equal sign
‘=", After that, the command get env (" ENVVAR") obtains val ue, the value of the environment variable
ENVVAR. Because ENVVAR is an environment variable, the function call i senv(" ENVWAR") returns 1.
After invoking function remenv() to remove ENVVAR from environment variables, the the function call
i senv(" ENVWWAR") returns O.

As an example of application, the environment variable DI SPL AY can be set in the remote machine to
the name of a local machine | ocal . donmai n. comso that the remote machine r enot e. donmai n. com
can send graphic output to the machine | ocal . domai n. comthrough the network via X-window. On the
local machine | ocal . domai n. com the command

> xhost server. domai n.com
server. domai n. com bei ng added to access control i st
>

should be used to add the remote machine into the access control list. On the remote machine
r enot e. domai n. com the command

> put env(" DI SPLAY=I ocal . donai n. com 0. 0")
>
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sets the environment variable DISPL AY to make the server send graphic output to | ocal . domai n. com
Programs described in section can be used to print out all environment variables and their corre-
sponding values. In Unix, a system command env can also be used to display all environment variables.
Environment variables are passed to all commands and programs running from within the current shell.
A Ch subshell inherits a copy of the environment from its parent shell. On the other hand, changes to the
values of environment variables in a subshell will not affect its parent shell. For example,

> put env( " ENVWAR=val ue")
0
> get env(" ENVWAR")
val ue
> cat > changeenv. ch
#!/ bin/ch
printf("%\n", getenv("ENWAR'));
put env(" ENVWAR=val ue2");
printf("%\n", getenv("ENWAR'));
(To conplete the file and quit fromthe command cat,
use Crl-Din Unix or Crl-Z in Wndows)
> changeenv. ch
val ue
val ue2
> get env(" ENVWAR'")
val ue
>

In this example, program changeenv. ch runs in a subshell which has a copy of all environment variables
including ENVVAR from its parent shell. After changing the value of the copy of ENVVAR in the subshell
to val ue2, the value of ENVVAR in the parent shell is still val ue. As it is described in section
a program can be executed in the current shell using dot command. In the example below, command .
changeenv. ch, changes the environment variable ENVVARin the current shell.

> get env(" ENVWAR")
val ue

> . changeenv. ch
val ue

val ue2

> get env(" ENVWAR'")
val ue2

>

The values of environment variables at the command line in the interactive Ch shell, and command
statements in a program can be obtained by variable substitution described in section The value of
environment variable ENVVAR can be obtained by either $ENVVAR or $( get env( ENVVAR) ) as shown
below.

> get env(" ENVWAR'")

val ue

> echo $ENVVAR

val ue

> echo $(getenv("ENWAR"))
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Table 4.12: General-Purpose Ch Programs.

Command Description
ch Ch shell
dirs List directories in the dir stack, C shell compatible
help Getting started in Ch
popd Pop the first directory from the dir stack, and switch to that directory, C shell compatible
popd +n Pop the nth directory from the dir stack, and switch to that directory, C shell compatible
pushd Switch to the second directory in the stack, C shell compatible
pushd dirname  Push directory dirname onto the dir stack, and switch to that directory, C shell compatible
pushd +n Switch to the nth directory in the stack, C shell compatible
chs Safe Ch shell
which [-a] Similar to which in C shell. Used to show the location of a token
val ue
>

As illustrated in Appendix [D] an environment variable can be setup in C shell using its shell command
set env. In sh, bash, ksh shells, it can be setup by the shell command export. As an example, the
command

put env(" DI SPLAY=| ocal . donai n. com 0. 0")
in Ch shall be handled in C shell as
set env DI SPLAY | ocal . domai n.com 0.0

In sh, bash, and ksh shells, it can be setup as

DI SPLAY=I| ocal . donai n.com 0.0
export DI SPLAY

4.15 General-Purpose Ch Programs

The commands listed in Table are general-purpose Ch programs. Command ch or chsis used to start
a new regular Ch or safe Ch, respectively. Command which is used to tell where a specified executable
program is found. Commands dirs, pushd and popd, borrowed from C shell, can maintain a directory stack
which allows the users to conveniently switch among several working directories. The user can use these
in place of cd for changing directories. Command pushd is used to travel between two directories on the
top of the stack. Command pushd di r nane pushes the di r nan®e into the stack, and switches the current
working directory there. Command pushd +n changes the current working directory to the nt h directory
on the stack. Command popd removes the top directory from the stack. Command popd+n removes the
nt h directory from the stack. Command help can help new users of Ch get started with some illustrative
examples.
The following commands illustrate how these general-purpose programs can be used in Ch shell.
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> which ch

[ usr/ch/bin/ch

> which ch Is

[ usr/ch/bin/ch

ls is aliased to Is -F

> which -a |s stdio TERM
Ils is aliased to Is -F
/bin/ls

fusr/bin/ls

/fusr/ucb/ls
fusr/ch/include/stdio.h
dtterm

> pwd

{usr/ch

> pushd /usr/ch

0 /usr/ch

> pwd

{usr/ch

> pushd / home/ nyname

0 /hone/ nyname

1 /usr/ch

> pwd

/ home/ nyname

> pushd

0 /usr/ch

1 /home/ mynane

> pwd

/usr/ch

> pushd

0 /hone/ nynane

1 /usr/ch

> pwd

/ home/ myname

> dirs

0 /hone/ nynane
1 /usr/ch
> popd

0 /usr/ch
> dirs

0 /usr/ch
>

In this example, the which command first tells where the executable program of the ch command is found.
It can handle multiple commands as shown with commands ch and Is. In this case, |Sis an alias. If the option
- a is used, all aliases, executable programs in the paths specified by predefined identifier _path, function
files in the paths pointed by _fpath, environment variable, and header files in the paths pointed by _ipath
are displayed. Without option - &, only the first available command, function file, and header file, or the
value of an environment variable are displayed. With option - v, if commands cannot be found, all paths
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Table 4.13: The first line of shell programs for different shells.

Shell Thefirst line
Ch shell #! / bi n/ ch
C shell #! / bi n/ csh

Bourne shell #!/ bi n/ sh
Korn shell #! / bi n/ ksh
BASH #!/ bi n/ bash

in _path will be displayed. In the above example, besides an alias for IS, all possible executable commands
in the paths are listed. Symbol st di 0 is a header file st di 0. h with file extension . h. The value for
environment variable TERMis dt t er m After pushing two working directories into the stack, the command
pushd is used to switch between these two directories.

Commands listed in Table are accessible by regular Ch shell only, not by safe Ch shell. However,
Ch shell can also be invoked by safe Ch shell

4.16 Shell Programming

4.16.1 Use Shell Commandsin Programs

Unlike C shell, the syntax and control flow of Ch are C compatible. C programs can readily run in a Ch
shell. However, if the execution speed of a program is not a major concern, it is often more convenient to
use shell commands in a Ch program. Based on the existing commands, sometimes, a task which needs
thousands of lines of C code can be accomplished with only a few lines of Ch code. Appendix [Glin gives a
list of commands commonly used for shell programming portable across different platforms in Ch.

A Ch shell script typically does not contain function mai n() or W nMai n() in Windows. In Ch shell,
a file with the name extension specified in the system variable _pathext will be treated as a Ch script file,
regardless of its content. Otherwise, Ch will analyze the content. Typically, the shell for which a script file
is written is indicated by the first line of the file. They are shown in Table 4. 13]for popular Unix shells. If the
first line of a program contains the statement #! / bi n/ ch, it will be treated as a Ch shell script. Ch scripts
can be executed even in other shells such as C shell or Bourne shell. If the file extension of a shell script is
included in the system variable _pathext, the script will be treated as a Ch shell script even if the first line
indicates that it is not a Ch program. In this case, the program may not run successfully as a Ch program.

If the file extension of a program is not contained in the system variable _pathext, and the program does
not start with the statement #! / bi n/ ch or other tokens described in section[3.3] Ch will invoke other shell
to execute it.

A command invoked inside a Ch program is called a command statement. The constraints for acommand
statement, say cnd, are as follows.

e It shall be a valid identifier or an identifier with file extension, such as cnd. ext .

o It shall not be a declared variable within the scope, except that it is preceded with an absolute or
relative path as shown below for command cnd.

/ pat h/ cnd
./cmd
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../cmd
~/cmd

o If the command name is also a declared variable within the scope, the command can be enclosed
inside a pair of double quotation marks. The option for the command shall not be included inside the
quotation marks. It can also be used in the case that the command is located in a directory with white
space. For example,

int |s = 10;

"ls" -1

"/ ch/ bi n/ echo" option $PATH
"C./Program Fil es/ Wndows NT/ Accessori es/wor dpad. exe"

e A command can be obtained dynamically at run time by command name substitution. The data type
of the variable or expression following the $ sign for command name substitution. shall be string,
pointer to char, or pointer to unsigned char. For example,

string_t s = "cmd";
$s option

In the case, the symbol cnd can also be used as a variable name independent of the command name.

o It shall be enclosed with a pair of double quotation marks following a dot ‘. ’ such as
n C r.rdll

In this case, the command cnd is executed in the current shell as if it is included by the preprocessing
directive i ncl ude, except that the system variable _path, instead of _ipath, is searched for the
program. It is similar to

#pragna i nport "cnd"
In Windows, if a Ch shell script, say chd. ch, is used in other programs, such as in a Makefile, it may
need to be invoked by Ch as follows.
ch cnd. ch
or
ch cnd

These two formats of command execution start Ch shells explicitly to execute the script file cnd. ch.

The variable substitution described in section [4.7] can be applied to variables used in command state-
ments. The ending semicolon for other programming statements is not required for command statements.
For example, assume the shell script cpfi | e1. ch contains the following statements

#!/ bin/ch
cp /dir/sourcel/*.ch /dir/dest/

There is no ending semicolon for the command statement starting with Unix command cp, which copies
files specified by the first argument to the directory specified by the second argument. Execution of the
above shell script
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#!/ bin/ch

#i ncl ude <stdi o. h>

#i ncl ude <uni std. h>

string_t file, files =" Is ./*;

string_t newfile="newfile"

string_t allfiles= stradd(_hone, "/allfiles");
int i;

if (access(newfile, F OK) == 0) // clear up first
remove(newfile);
foreach(file; files) {
if (access(file, ROK) == 0) {
i ++;
echo $i $file >> $newfile
echo $i $file >> Sallfiles

Program 4.2: Handle I/O use shell scripts.

> cpfilel.ch
>

copies all files with extensions . ch from directory / di r/ sour ce to directory / di r/ dest .

The foreach loop described in section is very useful for shell programming. For example, the
program below will print names of all files in the current directory. File names in the current directory are
obtained by command | s and sorted by a foreach-loop.

#!/ bin/ch

string_t file, files = "‘ls ./[";

foreach(file; files) {
printf("file = %\n", file);

}

Although the output from a program can be handled by a family of I/O functions fopen(), fclose(),
fprintf(), etc. described in Chapter it is often time more convenient to use shell commands to send
output from a program to files. For example, in Program [4.2] file names with read permission in the current
directory are saved in file newf i | e. If the file newf i | e already exists, it will be deleted first by the
function remove(). Whether f i | e exists or not is tested by the function call of access(fil e, F_OK).

The function access(), which is defined in the header file unistd.h, checks the accessibility of the file
named by the pathname pointed to by the first argument. The real user ID in place of the effective user ID
and the real group ID in place of the effective group ID are used to allows a setuid process to verify that
the user running it would have had permission to access this file. The value of the second argument, which
is of type int, is either the bitwise inclusive OR of the access permissions to be checked (R_.OK, W_OK,
and X_OK) or the existence test (F_OK). These symbolic constants are described in Table If the
requested access is permitted, zero shall be returned. Otherwise, - 1 shall be returned and er r no shall be
set to indicate the error.

In Program[4.2] whether f i | e is readable or not is checked by function call of access(file, R _OK).
File names are also appended in file al | f i | es located in the user’s home directory by command echo with
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Table 4.14: Symbolic Constants for the function access().

Constant Description

R_OK Test for read permission.

W_OK Test for write permission.

X_OK Test for execute or search permission.
F_OK Test for existence of file.

#!/ bin/ch
string_t resultl;
char result?2[50];

grep "test" myfile.txt;
if ( _status == 0 ) {

printf(" test’ is found in nyfile.txt\n");
}
el se {
printf("Cannot find "test’ in nyfile.txt\n");
}
resultl="wc -1 /etc/passwd;

echo $resultl;
strcpy(result2, ‘“w -1 /etc/passwd');
printf("%\n", result2);

Program 4.3: Combination of shell commands with C code.

output redirection. A file name is preceded with a sequential number. For example, if the current directory
contains filesfil el,fil e2, fil e3. the output from executing Program [4.2]

1filel
2 file2
3 file3

will be redirected to file newf i | e in the current directory and at the same time appended infileal | fi | es
in the user’s home directory.

For shell programming, section uses function stat() and directory handling functions to obtain
detailed information such as the size, access time, user id, etc. of files in a directory and its subdirectories
recursively.

Executable programs can be used directly from a Ch script. Shell commands such as sed, awk, wc, grep,
etc. can be combined with C code to run in Ch as shown in Program [4.3] The output for t nuni and t nun2
in Program [4.3]is the same.

4.16.2 Passing Valuesto Shell Commands

This section describes how values from command line arguments can be passed to Ch shell programs. In
a Ch shell program, two predefined identifiers _argc and _argv are used to handle arguments from the
command line. They are defined internally with types of int and char ** as follows,
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i nt _arggc;
charx _argv[];

Identifier _argc contains the number of the arguments on the command line which includes the command
name itself. Identifier _argv maintains the argument list on the command line. The shell stores the command
name in _argv[0], the first argument in _argv[1], and so on. For example, assume file ar gt est . ch has
the following statements.

#!'/ bi n/ch

echo $_argc

echo $(_argv[0])

echo $(_argv[1])
printf("%\n", _argv[2]);
printf("%\n", _argv[3]);

The execution of ar gt est . ch is shown below.

> argtest.ch -option arg2
3

argtest.ch

-option

arg2

(null)

>

In this example, the value of _argcis 3, which includes file name ar gt est . ¢ and two arguments ar g1 and
ar g2. The filename is stored in the variable _argv[Q]; the first argument ar g1 is in _argv[1]; the second
argument ar g2 in _argv[2]. Comparison of C shell and Ch for accessing arguments in the command line
are listed in Appendix

Program [4.4]is an example for handling command-line arguments with _argc and _argv. It can be used
to implement the which command. Here, the variables a_opt i on and v_opt i on indicate that the valid
options - a and - V are on or not. Their values are f al se by default. If there is no command-line argument,
the program will print out the error message, because the command which at least has one argument, i.e. the
name to be searched for. The while-loop in this program handles all arguments which begin with the minus
sign -, and the for-loop analyzes these arguments character by character. The statement

c = _argv[i][j++];

makes variable C equal the j th character in the argument _ar gv|[ i ] . If the characters ‘a’ and ‘v’ are found
in these arguments, the variables a_opt i on and v_opt i on are set to true, respectively. If other characters
are found, the error messages will be printed out. At the end of Program 4.4 options and the remaining
command-line arguments are printed out. Assume that the file name of Program[4.4lis conmmandl i ne. ch,
the results from executing Program [4.4] with different options are shown below.

> commandl ine.ch -a -v argl
option -a is on

option -v is on

argl

> commandl i ne.ch -av argl
option -a is on

option -v is on
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#i ncl ude <stdio. h>
#i ncl ude <st dbool . h>

int i 0; /1 for index of argunents
int j 0; /1 for index of characters in arguments
char c;

int a_option
int v_option

false; // default, no -a option
false; // default, no -v option

if(_argc == 1){ /1 no argunent
fprintf(stderr, "Usage: which [-av] nanmes \n");
exit(1);

}

_argc--; i++ j =0;

while(_argc > 0 & _argv[i][j++] =="-") {
/1 for every argument beginning with -
/1 enpty space is not valid option
for(c = _argv[i][j++]; c&&e!=" '; ¢ = _argv[i][j++]) { // for -av
switch(c)
{
case 'a’:
a_option = true; /1 get all possible natches
br eak;
case 'V’
v_option = true; /1 print nessage
br eak;
defaul t:
fprintf(stderr,"Warning: invalid option %\n", c);
fprintf(stderr, "Usage: which [-av] nanmes \n");
br eak;

}
}
_argc--; i++ j = 0;

}

i f(a_option)
printf("option -a is on\n");
if(v_option)
printf("option -v is on\n");
while(_argc > 0) { // print out the remaining argunments

printf("%\n", _argv[i]);
_argce--; i++;
}
return O;
}

Program 4.4: Handle command-line arguments with _argc and _argv.
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argl

> commandl i ne.ch -v argl arg2
option -v is on

argl

arg2

The similar program which handles command-line arguments with pointers to pointers is discussed in sec-
tion
Assume program cpf i | €2. ch contains the following statements.

#!/ bin/ch
cp /dir/source/$(_argv[1l]) /dir/dest/

Program cpfil e2. ch can be used to copy files located at directory / di r/ source to directory
/ di r/ dest conveniently. For example, the commands below

> cpfile2 filel
> cpfile2 file2
>

will copy filesfi |l el andfi |l e2 from/ di r/ sour ce to directory / di r/ dest .
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Preprocessing Directives

At its current implementation, Ch is interpretive. It has no separate translation stage such as preprocessing.
But, the syntaxes of preprocessing directives in C are supported in Ch. For the sake of convenience, we also
call them preprocessing directives in Ch. A preprocessing directive consists of a sequence of preprocessing
tokens that begins with a # preprocessing token. The preprocessing directives are listed in Table 5.1l The
details about these directives will be described in this chapter.

Table 5.1: Preprocessing directives.

Directive Description

#defi ne Define a preprocessor macro.

#el i f Alternatively include some text based on the value of another expression,
if the previous #i f, #ifdef, #ifndef,or#elif testfailed.

#el se Alternatively include some text, if the previous
#if, #ifdef, #ifndef,or#elif testfailed.

#endi f Terminate conditional text.

#error Produce a compile-time error with a designated message.

#if Conditionally include text, based on the value of an expression.

#i f def Conditionally include text, based on whether a macro name is defined

#i f ndef Conditionally include text, based on if a name is not defined macro

#i ncl ude  Insert text from another source file.

#ine Give a line number for message.

#pragnma Ch specific features, not in C standard.

#undef Remove a preprocessor macro definition.

# Replace a maco parameter with a string constant containing the parameter’s value

## Create a single token out of two adjacent tokens.

# Null directive.

defi ned Preprocessing operator that yields 1 if a name is defined as

a preprocessing macro and 0 otherwise; used in #i f and #el i f .

5.1 Conditional Inclusion

Preprocessing directives of the forms

#if exprl
# elif expr2
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check whether the controlling expression evaluates to nonzero. The expression that controls conditional
inclusion shall be an integer expression except that it shall not contain declared identifiers. It may contain
preprocessing operation

defined (identifier)

which evaluates to 1 if the identifier is currently defined as a macro name (that is, if it is predefined or if
it has been the subject of a #define preprocessing directive without an intervening #undef directive with
the same subject identifier), O if it is not. Ch has extensions to C in preprocessing directives. All operators
and generic functions such as strcat (), and strcnp(), access() can be used in arguments of
preprocessing directives #i f and #el i f in Ch. For example,

#i f defined(_HPUX))
printf("l amusing HP-UX\n");
#elif !'strcnp(f unanme’, "Linux")
printf("l amusing Linux\n");
#endi f

Preprocessing directives of the forms

# ifdef identifier
# ifndef identifier

check whether the identifier is or is not currently defined as a macro name. Their conditions are equivalent
to #if defined (identifier) and #if !defined (identifier), respectively.

Each directive’s condition is checked in order. If it evaluates to false (zero), then the group that it
controls is skipped: directives are processed only through the name that determines the directive in order to
keep track of the level of nested conditionals; the rest of the directives’ preprocessing tokens are ignored, as
are the other preprocessing tokens in the group. Only the first group whose control condition evaluates to
true (nonzero) is processed. If none of the conditions evaluates to true, and there is a #else directive, then the
group controlled by the #else is processed; if lacking a #else directive, then all the groups until the #endif
are skipped.

5.2 SourceFilelnclusion

A #include directive identifies a header or source file that can be processed by the Ch interpreter. A prepro-
cessing directive of the form

#i ncl ude <h-char-sequence>

searches for a header identified uniquely by the specified sequence between the < and > delimiters, and
causes the replacement of that directive by the entire contents of the header. The header is searched accord-
ing to the paths specified in predefined identifier _ipath of string type. Each path is delimited by a semicolon.
By default, the variable _ipath contains string " CHHOVE/ i ncl ude; CHHOVE/ t ool ki t /i ncl ude; "
where CHHOME is the home directory of the Ch software. The variable _ipath for the search path is
typically setup in a startup file .chrc in Unix and _chrc in Windows in the user’s home directory.

A preprocessing directive of the form

#i ncl ude "qg-char-sequence"
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causes the replacement of that directive by the entire contents of the source file identified by the specified
sequence between the " delimiters. The named source file is searched for in the current directory first, then
in the directory specified in the system variable _ipath.

A preprocessing directive of the form

#i ncl ude pp-tokens

that does not match one of the two previous forms is permitted. The preprocessing tokens after include
in the directive are processed just as in normal text. Each identifier currently defined as a macro name is
replaced by its replacement list of preprocessing tokens. The directive resulting after all replacements shall
match one of the two previous forms. A #include preprocessing directive may appear in a source file that
has been read because of a #include directive in another file. There is no limit to the nesting level of the
#include directives.

The most common uses of #include preprocessing directives are given as follows:

#i ncl ude <stdi o. h>
#i ncl ude "myprog. h"

The following code fragment illustrates macro-replaced #include directives:

#if VERSI ON ==

#define I NCFI LE <version3. h>
#elif VERSI ON ==

#define I NCFI LE <version2. h>
#el se

#define I NCFI LE <versionl. h>
#endi f
#i ncl ude | NCFI LE

5.3 Macro Replacement

A preprocessing directive of the form
#define identifier replacenent-list newline

defines an object-like macro that causes each subsequent instance of the macro name to be replaced by the
replacement list of preprocessing tokens that constitute the remainder of the directive. The new-line is a
character that terminates the #define preprocessing directive.

The identifier immediately following the #defineis called the macro name. The macro name is followed
by a sequence of tokens called replacement list. Two replacement lists are identical if and only if the
preprocessing tokens in both have the same number, ordering, spelling, and white-space separation, where
all white-space separations are considered identical.

The simple form of macro is particularly useful for introducing named constants into a program, so
that some numbers such as the length of a table may be written in exactly one place and then referred to
elsewhere by name. This makes it easier to change the number later. For example, given the following
macro

#def i ne BLOCK_SI ZE 0x100

we can write
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int size BLOCK Sl ZE;

instead of
int size = 0x100;
A preprocessing directive of the form
#define identifier( identifier-list-opt ) replacenent-list newline

defines a function-like macro with arguments, similar syntactically to a function call. The parameters are
specified by the optional list of identifiers, whose scope extends from their declaration in the identifier list
until the new-line character that terminates the #define preprocessing directive. Each subsequent instance of
the function-like macro name followed by an open parenthesis ’(” as the next preprocessing token introduces
the sequence of preprocessing tokens that is replaced by the replacement list in the definition (an invoca-
tion of the macro). The replaced sequence of preprocessing tokens is terminated by the matching closing
parenthesis ’)’ preprocessing token, skipping intervening matched pairs of left and right parenthesis prepro-
cessing tokens. Within the sequence of preprocessing tokens making up an invocation of a function-like
macro, new-line is considered a normal white-space character.
For example, if a macro nmul with two arguments is defined by

#define nmul (x,y) ((x)*(y))
then the source program line

result = nmul (5, a+b);
is replaced with

result = ((5)*(a+b));

Note that the parentheses are important in the macro definition. If the macro mul () was defined without
parentheses as

#define nmul (x,y) Xxxy

the statement

result = nmul (5, a+b);
would become
result = 5xa+b;

A variable argument list macro uses the ellipsis notation in the arguments. An identifier _VA_ARGS__
that occurs in the replacement list is treated as if it were a parameter, and the variable arguments form the
preprocessing tokens used to replace it. For example, the code fragment

#def i ne debug(...) printf(__VA ARGS )

#defi ne debug2(fp, ...) fprintf(fp, _ VA ARGS )
debug("x = %\ n", x);

debug2(stderr, "x = %\ n", Xx);

results in

printf("x = %\ n", x);
fprintf(stderr, "x = %\n", Xx);
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5.4 Converting Tokensto Strings

The # token appearing within a macro definition is recognized as a unary stringization operator. If, in the
replacement list, a parameter is immediately preceded by a # preprocessing token, both are replaced by
a single character string literal preprocessing token that contains the spelling of the preprocessing token
sequence for the corresponding argument. For example,

> #define TEST(a) #a

> printf("%", TEST(abcd))
abcd

>

The macro parameter abcd has been converted to the string constant “abcd”.

Each occurrence of white space between the argument’s preprocessing tokens becomes a single space
character in the character string literal. White space before the first preprocessing token and after the last
preprocessing token composing the argument is deleted. Otherwise, the original spelling of each prepro-
cessing token in the argument is retained in the character string literal. The spelling of string literals and
character constants: a\ character is inserted before each " and \ character of a character constant or string
literal (including the delimiting " characters), is specially handled. For example,

> #define TEST(a) #a
> printf("19%2", TEST( a b ))

la b2

> printf("1%2\n", TEST( a\\b ))

la\ b2

> printf("1%2\n", TEST(" a \\ b "))
1" a\\ b "2

>

Here the argument is turned into the string constant “a b”. The white spaces before a and after b are
deleted, and the sequence of white spaces between a and b is replaced by a single character.

5.5 Token Merging in Macro Expansions

Merging of tokens to form new tokens in Ch is controlled by the presence of the merging operator ## in
macro definitions. For both object-like and function-like macro invocations, before the replacement list is re-
examined for more macro names to replace, each instance of a ## preprocessing token in the replacement list
(not from an argument) is deleted and the preceding preprocessing token is concatenated with the following
preprocessing token. The new token might be the name of a function, variable or type, or a keyword; it might
even be the name of another macro, in which case it will be expanded. The common use of concatenation
is concatenating two names into a longer name. It is also possible to concatenate two numbers, or a number
and a name, such as ‘1. 5’ and ‘e3’, into a number. In addition, multi-character operators such as ‘+=’ can
be formed by concatenation. For example,

> #define CONC2(a, b) a ## b

> #define CONC3(a, b, c) a ## b ## c
> CONC2(1, 2)

12

> CONC3(3, +, 4)
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7
>

The macro CONC2( 1, 2) concatenates two numbers, 1 and 2, into 12, and CONC2( 3, +, 4) concate-
nates these three arguments into 3+4, which generates 7 in Ch command line.

Ch converts comments to white spaces before macros are even considered. Any “/ * conmment sequence =*/”
sequence will be interpreted as a number of blank spaces. The user can use comments next to a "##” in
a macro definition, or in actual arguments that will be concatenated because the comments will be initially
converted to blank spaces that will later be discarded by the contatenation operation. For example,

> #define CONC2(a, b) a ## b

> CONC2(1, /*this is a comment =/2)
12

>

The comment in the second argument is discarded in concatenation.
A ## preprocessing token shall not occur at the beginning or at the end of a replacement list for either
form of macro definition.

5.6 LineControl

The #line directive can be used to alter the line numbers assigned to the source code. This directive gives a
new line number to the following line, which is then incremented to derive the line number for subsequent
lines. The directive can also specify a new file specification for the program source file. This is useful for
referring to original source files that are preprocessed into Ch code by other programs.

A preprocessing directive of the form

#l i ne digit-sequence newline

causes the implementation to behave as if the following sequence of source lines begins with a source
line that has a line number as specified by the digit sequence (interpreted as a decimal integer). The digit
sequence shall not specify zero, nor a number greater than 2147483647. The line number is stored in the
predefined macro __L INE__ internally.

A preprocessing directive of the form

#1ine digit-sequence "s-char-sequence-opt" newline

sets the presumed line number similarly and changes the presumed name of the source file to be the contents
of the character string literal. The name of the source file is stored in the predefined macro __FILE__
internally.

For example, the following program with file name pre_| i ne. c.

int min () {

printf("before line directive, Iine nunber is % \n", __LINE );
printf("the FILE predefined macro = %s\n", _ FILE );

#line 200 "newnane"

printf("after line directive, line nunber is % \n", __LINE );
printf("the FILE predefined macro = %\n", __FILE_);

return O
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will print out

before line directive, |ine nunber is 2
the FILE predefined macro = pre_line.c
after line directive, |line nunmber is 200

the FILE predefined macro = newnane

5.7 Error Directive

A preprocessing directive of the form
#error pp-tokens-opt newline

causes the implementation to produce a diagnostic message that includes the specified sequence of prepro-
cessing tokens and the interpretation to cease.
For example, when the program pr e_er r . ¢ below is executed in Ch,

int min () {

#error from preprocessing error directive
printf("after error directive\n");
return O;

}
it will print out

ERROR: #error: from preprocessing error directive
ERROR: syntax error before or at line 2 in file pre_err.c
==>: #error from preprocessing error directive
BUG #error from preprocessing error directive <== ???
WARNI NG cannot execute comand 'pre_err.c’

5.8 NULL Directive

A preprocessing directive of the form
#new-| i ne

has no effect on the program. The line is ignored.

5.9 Pragma Directive
A preprocessing directive of the form
# pragma pp-tokens-opt newline

is called a pragma directive. The C standard defines #pr agna as a means to implement platform depen-
dent functionality. According to the C standard, if the preprocessing token STDC does not immediately
follow pragma in the directive prior to any macro replacement (#pr agnma STDC), implementation-defined
features can be added. Ch defines several #pr ogna statements to implement special functionality. The
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Table 5.2: Valid pragmas.

Pragma name

Value of argument

exec ex
remvar (
remkey(

i mport
i mport
i mportf
i mportf

pack()

pack( po
pack( pu
pack( n)
package

package

package
package
package
package
package
package
package
package
_fpath
_fpath
_ipath
_ipath
| path

pr
arg)
arg)
" filename"

<filename>
" filename"

<filename>

p)
sh, n)

<pname>

" Ju/dir/pname’

_fpath
_fpath
_ipath
_ipath
_| pat h <path>
_| pat h "/u/dir/path"
_pat h <path>
__pat h "/u/dir/path"

<path>

" [u/dir/path"

<path>

" fu/dir/path"

" fu/dir/path"

<path>
" fu/dir/path"
<path>
" fu/dir/path"

_pat h "/u/dir/path"

Execute an expression when it is parsed.

Remove a global or top level variable arg.

Remove a kwyword arg.

Include the file filename. Tt searches for the file in the current directory
first. Then, the directories specified by _path.

Include the file filename. It searches for the file in only directories
specified by _path.

Include the file filename. Tt searches for the file in the current directory
first. Then, the directories specified by _fpath.

Include the file filename. It searches for the file in only directories
specified by _fpath.

Automatic alignment of structure fields.

Automatic alignment of structure fields.

Turn n byte packing of structures on.

Turn n byte packing of structures on.

Add $( _ppat h) / pnane/ bi nto _path, $( _ppat h) / pnane/li b
to _fpath, $( _ppat h) / pnane/ i ncl ude to _ipath,

$( _ppat h) / pnane/ dl to _Ipath.

Add/ u/ dir/ pname/ bi nto path,/ u/dir/pnane/lib
to _fpath, / u/ di r/ pnane/ i ncl ude to _ipath,

[ u/ di r/pnanme/dl to _Ipath.

Add $( _ppat h) / pathto _fpath.

Add /u/dir/path to _fpath.

Add $( _ppat h) / pathto _ipath.

Add /u/dir/path to _ipath.

Add $( _ppat h) / pathto _Ipath.

Add /u/dir/path to _Ipath.

Add $( _ppat h) / pathto _path.

Add /u/dir/path to _path.

Add CHHOWE/ t ool ki t/1i b/ pathto _fpath.

Add /u/dir/path to _fpath.

Add CHHOWVE/ t ool ki t /i ncl ude/ pathto _ipath.

Add /u/dir/path to _ipath.

Add /u/dir/path to _Ipath.

Add /u/dir/path to _path.
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preprocessing token names for the pragma directive defined in Ch, conforming to the C standard, are listed
in Table

In the example below, variables var 1 and var2 are first declared as int. Later, they are removed and
re-declared as float in different scopes.

int varl;
int var2;

#pragma renmvar (varl)

fl oat var1i;

int main(){
#pragma renvar (var 2)
fl oat var2

}

In the example below, keyword int is removed from the system and later used as a variable identifier.

#pragna renkey(int)
float int;
int = 10;

The expression eXpr in the directive #pr agma exec expr is evaluated when a program is parsed.
It may contain generic functions, but not functions located in function files. For example, assume the home
directory obtained by the generic function get env() is/ home/ mynane, the directive below

#pragma exec _fpath=stradd(_fpath, getenv("HOVE"'), "/chfunc;");

adds the directory / home/ mynamne/ chf unc in the system variable _fpath for function files at both pars-
ing and runtime. As another example, the CPU time in the unit of seconds for parsing a header file and code
in a block can be obtained calling the generic function clock() at the parsing time as follows.

#i ncl ude <tine. h>

#pragma exec clock();

#i ncl ude <headerfiles. h>

/= other code */

#pragna exec printf("CPU %\n", (double)clock()/CLOCKS PER _SEC);

The pack in the directive specifies packing alignment for structure, union, and class members. Either
one of the following statements

#pragma pack()
#pragma pack(pop)

sets the alignment automatically. Either one of the following statements

#pragma pack(push, n)
#pragma pack(n)

specifies the value, in bytes, to be used for packing. Valid values are 1, 2, 4, 8, and 16. The alignment
of a member will be on a boundary that is either a multiple of n or a multiple of the size of the member,
whichever is smaller.
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Table 5.3: Macros defined in both C and Ch.

Macro name Description

LI NE__ The line number of the current source program line which is expressed as a decimal
integral constant,

_FILE_ The name of the current source file which is expressed as a string constant.

__DATE__ The calendar date of the translation which is expressed as a string constant form
"Mmm dd yyyy". Mmmis as produced by asctime().

__TI ME__ The current time which is expressed as a string constant of the form " hh: nm ss" , as
returned by asctime().

__STDC_. The decimal constant 1.

__STDC.VERSI ON__ The decimal constant 199901L.

Table 5.4: Macros defined in Ch.

Macro name Description
CH The decimal constant 1.
_CHDLL_ The decimal constant 1 if dynamic link libraries are supported. Otherwise, not defined.

_GLOBALDEF_ The decimal constant 1 when defined macros are in program scope. Undefine it when
defined macros in a program, dot files, and function files are unrelated to each other.
By default, it is defined as 1.

_Mb4._ The decimal constant 1, defined only for 64-bit machines.

_SCH. The decimal constant 1, when Ch is invoked as safe shell. Otherwise, it is not defined.

5.10 Predefined Macros

The macro names predefined in both C and Ch are listed in Table[5.3] the macro names predefined only in Ch
are listed in Table[5.4] and the platform-independent macro are listed in Table[3.5l The platform-independent
macros _HPUX_, _LINUX_, _LINUXPPC_, _SCLARIS , _WN32_, DARWN_, _FREEBSD,
_ONX_, Al X_ are defined primarily for use in start-up and header files. The user shall avoid using them
in portable Ch application programs.
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Table 5.5: Platform-dependent macros defined in Ch.

Macro name

Description

_ppc_

_1386__
__X86.x64__
__Bl GENDI AN_

LI TTLEENDI AN_

Al X
_DARW N

_FREEBSD.
_HPUX_

LI NUX_
_LI NUXPPC.
ONX_
_SOLARI S.
W N32_
X86._

The decimal constant 1, when PowerPC in Mac OS X in Darwin is used.

Otherwise, it is not defined.

The decimal constant 1 for Intel x86 32 bit machine. Otherwise, it is not defined.

The decimal constant 1 for Intel x86 64 bit machine. Otherwise, it is not defined.

The decimal constant 1, when the big endian machine in Mac OS X in Darwin

or Sparc in Solaris is used. Otherwise, it is not defined.

The decimal constant 1, when the little endian machine in QNX

is used. Otherwise, it is not defined.

The decimal constant 1, when AIX is used. Otherwise, it is not defined.

The decimal constant 1, when Mac OS X in Darwin is used.

Otherwise, it is not defined.

The decimal constant 1, when FreeBSD OS is used. Otherwise, it is not defined.

The decimal constant 1, when HP-UX OS is used. Otherwise, it is not defined.

The decimal constant 1, when Linux OS is used. Otherwise, it is not defined.

The decimal constant 1, when Linux OS for PowerPC is used. Otherwise, it is not defined.
The decimal constant 1, when QNX OS is used. Otherwise, it is not defined.

The decimal constant 1, when Solaris OS is used. Otherwise, it is not defined.

The decimal constant 1, when Windows OS is used. Otherwise, it is not defined.

The decimal constant 1, when Intel x86 processor is used in Windows and Mac OS X x86. Otherw

For some programs in Solaris, the macro __STDC__ may need to be redefined with value O by

#define _ STDC O
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Chapter 6

Types and Declarations

Ch is a loosely typed language with a rich set of data types. Unlike languages such as Pascal which pro-
hibits automatic type conversion, one data type in Ch can be automatically converted to another data type
if it makes sense in context. The meaning of a value stored in an object or returned by a function is deter-
mined by the type of the expression used to access it. An identifier declared to be an object is the simplest
expression; the type is specified in the declaration of the identifier. Types are partitioned into object types
that describe objects, function types that describe functions, and incomplete types that describe objects but
lack the information needed to determine their sizes. The format of a value stored in computer memory
depends on the machine architecture in use. How identifiers of different types are declared, and their values
internally represented in a computer system for manipulation inside Ch, will be illustrated in this chapter.
The discussion is based on the architecture of the RISC processor for SUN Sparc workstations.

6.1 DataTypes

6.1.1 Integral Data Types

Integer is a basic data type for any computer language. An integer in Ch can be represented in one of below
data types

char

si gned char
unsi gned char
short

si gned short
unsi gned short
i nt

si gned int

unsi gned i nt

| ong

| ong i nt

signed | ong
signed | ong int
unsi gned | ong
unsi gned | ong i nt
| ong | ong

| ong | ong int
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signed | ong | ong
signed long long int
unsi gned | ong | ong
unsi gned I ong | ong int

Numerical manipulations of char and int data in Ch follow the rules defined in C.

Char Data Representation

The char data are used to store characters such as letters and punctuation. An array of char can be used to
store a string. A character is actually stored as an integer according to a certain numerical code such as the
ASCII code. Under this code, certain integers represent certain characters. The standard ASCII code ranges
from O to 127, which need only 7 bits to represent. In Ch, the char variable is a signed integer ranging from
CHAR_MIN to CHAR_MAX. The macros CHAR_MIN and CHAR_MAX, defined in the C standard header
limits.h, are system constants in Ch. Typically, a char constant or variable occupies 1-byte of unit memory.
Bit 8 is a sign bit. The maximum positive integer for a signed 1-byte representation is 127 or 01111111
in the binary form. A negative number is stored as the binary complement form. To generate the two’s
complement of a number, all the binary bits (8 bits for a char) are inverted and the result is incremented by
one. For example, the decimal value 2 is represented in binary with 8 bit char integer as 00000010. The
decimal value of —2 is represented by the binary value of 11111110 in a 1-byte two’s complement form as
follows.

(—=2)1p = complement(00000010)2 + (1)2
(11111101)s + (1),
—  (11111110),

where the subscripts 2 and 10 indicate the base of the associated number. The minimum integer values for a
signed char is —128 or 10000000 in the binary form. The range of integers for a char is thus —128 to +127.

Unsigned Char Data Representation

In Ch, the unsigned char variable is equivalent to an unsigned int ranging from 0 to UCHAR_MAX. The
macro UCHAR _MAX defined in the C standard header limits.h, is a system constant in Ch. Typically, an un-
signed char variable occupies 1-byte unit memory without the sign bit, so that the parameter UCHAR_MAX
is 255 or 11111111 in the binary form.

Short Data Representation

The short variable ranges from SHRT_MIN to SHRT_MAX. The macros SHRT_MIN and SHRT_MAX
defined in the C standard header limits.h, are system constants in Ch. A short data uses 2 bytes (16 bits)
for storage with 1 bit for the sign in Ch. Negative numbers are stored in 2-byte two’s complement form.
Therefore, the parameters SHRT_MIN and SHRT_MAX are —32768(2'°) and 32767(2'° - 1), respectively.

Unsigned Short Data Representation

The unsigned short variable ranges from 0 to USHRT-MAX. The macro USHRT_-MAX defined in the C
standard header limits.h, is a system constant in Ch. An unsigned short variable occupies 2-byte unit
memory without the sign bit in Ch, so that the parameter USHRT_MAX is 65535(216-1).
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Int Data Representation

An int data is a signed integer in Ch. An int number is a whole number that can be negative, positive, or
zero. The int ranges from INT_MIN to INT_-MAX. The macros INT_-MIN and INT_-MAX, defined in the
C standard header limits.h, are precalculated system constants in Ch. Unlike some C implementations, in
which an int data may occupy only 2 bytes, an int data uses 4 bytes (32 bits) for storage with 1 bit for the
sign in Ch. Negative numbers are stored in 4-byte two’s complement form. The values of INT_MIN and
INT_MAX then become —2147483648 (23!) and 2147483647, respectively. For example, the following
statements are valid in Ch.

> char c[2][3], *cptr;

>int i, xiptr;

> c[0][1] ="'a; // c[0][1l] becones ’a’

a

>i =c[0] [ 1]; /'l i becomes 97, ASCI| nunber for ’a’
97

>c[1][2] =i+l [// c[1][2] becones ‘b’, ASCI| nunber for ‘b’ is 98
b

>i +=c[1][2]; [/ i becones 195 = 97 + 98

195

> iptr = &; [/ iptr points to address of i
4005ec50

> «xiptr /= 2; /1 i becomes 97 = 195/2

97

>

Note that arrays in Ch can be declared and accessed by c[i ][] ]. White spaces and tab characters, such
as the ones in the statement i = c[ 0] [ 1], will be ignored in the Ch program, except when they are
characters within a string such as"ab cd".

Unsigned I nt Data Representation

The unsigned int variable ranges from 0 to UINT_-MAX. The macro UINT_MAX defined in the C standard
header limits.h, is a system constant in Ch. An unsigned int variable occupies 4-byte unit memory without
the sign bit in Ch, so that the parameter UINT_MAX is 4294967295 (232 - 1).

L ong Data Representation

In Ch, data of long and long int have the same representation as that in C. For example, in 32-bit machine,
long is typically the same as int. For 64-bit machines, long is the same as long long in Linux 64-bit and the
same as int in Windows 64-bit.

Long L ong Data Representation

In Ch, data of long long and unsigned long long integral types contain 64 bits. They have the similar
representation as the data types of int and unsigned int. For example,

> long long |
> | = 10LL
> printf("l =9%I1d", I);
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| = 10

> sizeof (1)

8

> scanf ("% 1 d", &);
11

printf("l =%Ild", |);
=11

ul = 10ULL

printf("ul = %Ilu", ul);
ul = 10
>

>
I
>
> unsigned | ong | ong ul
>
>

6.1.2 Floating-Point Types

The integer data type serves well for some software development projects, especially for system program-
ming. However, for scientific computing, floating-point numbers are used extensively. Floating-point num-
bers correspond to real numbers that include the numbers between integers. These numbers are defined in
Ch as float or double, which are equivalent to real and double precision in Fortran, respectively. Floating-
point numbers are analogous to the representations of numbers in scientific notion. Floating-point arithmetic
is complicated, compared with the integer arithmetic.

The most common implementation of floating-point arithmetic is based upon the IEEE 754 standard. In
this standard, a float or double is represented in the form of

(_1)sign261ponent7biasl.f' (6.1)

where 1. f is the significand. The 1 is implicit and f represents the fractional bits of the normalised number.
This normalized floating-point number contains a “hidden” bit ‘1°. Therefore, this representation has one
more bit of precision than would otherwise be the case.

Float Data Representation
The float data type uses 32 bits for its storage. The result of a float data is formulated as
(_ 1)sign2e:vponent—1271'f (62)

Bit 31 is a sign bit; it is 1 for negative numbers. Bits 23 to 30 are the exponent bits. The exponent is offset by
127 to allow a range of numbers spanning 1. Cases when all the exponent bits are 0’s and all the exponent bits
are 1’s are reserved for the metanumbers Inf, —Inf, NaN shown in Table[6.1] Bits O to 22 define the fractional
component of the significand. The leading integer of the normalised significand is always 1 so doesn’t
need to be stored. In binary fractions, the most significant bit represents 0.5, the next bits representing
0.25, 0.125, etc. Table shows the hexadecimal representation of some float numbers. For example,
according to Equation (6.2)), float numbers 1.0 and —2.0 can be obtained by (—1)°2'27-1271.0 = 1.0 and
(—1)12128=1271 0 = 2.0, respectively. Remember that the fraction of the normalized significand is stored
in a binary fraction. The float number 3.0 can be calculated by (—1)°2!2-127(1.1); = 2 % (1.1), =
2 % (1.5)10 = (3.0)10 where subscripts indicate the base of the floating-point number. Note that the IEEE
754 standard distinguishes +-0.0 from —0.0 for floating-point numbers.

The macro FLT_-MAX, defined as the maximum representable finite floating-point number in the float
data type in the C standard header float.h, is a precalculated system constant in Ch. If a number is greater
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Table 6.1: Hexadecimal representations of selected real numbers

value float double

0.0 | 00000000 | 0000000000000000

—0.0 | 80000000 | 8000000000000000

1.0 | 3F800000 | 3FFO000000000000

—1.0 | BF800000 | BFFO000000000000

2.0 | 40000000 | 4000000000000000

—2.0 | CO000000 | CO00000000000000

3.0 | 40400000 | 4080000000000000

—3.0 | C0400000 | CO80000000000000

Inf | 7F800000 | 7FFO0O00000000000

—Inf | FF800000 | FFFO0O00000000000

NaN | 7FFFFFFF | 7FFFFFFFFFFFFFFF
FLT MAX | 7F7FFFFF

DBL_MAX 7FEFFFFFFFFFFFFF
FLT_MIN | O07FFFFF

DBL_MIN O00FFFFFFFFFFFFF
FLT_MINIMUM | 00000001

DBL_MINIMUM 0000000000000001

than FLT_MAX, it is called an overflow. Any number greater than FLT_MAX has all 8 exponent bits set to
1’s. This shall be represented by the metanumber Inf, which corresponds to the mathematical infinity symbol
oo. This is the result of many operations such as division of a finite number by zero although an inexact
exception may be raised in an IEEE machine. Any number less than —FLT_MAX shall be represented by
the metanumber —Inf which corresponds to the mathematical negative infinity symbol —oo.

The value of the parameter FLT_MIN is defined in the C standard library header float.h as a minimum
normalized positive floating-point float number. If a number is less than FLT_MIN, it is called an underflow.
The IEEE 754 standard provides a gradual underflow. When a number is too small for a normalized rep-
resentation, leading zeros are placed in the significand to produce a denormalized representation. A denor-
malized number is a nonzero number that is not normalized and whose exponent is the minimum exponent
for the storage type. The maximum representable positive denormalized float is defined as FLT_MINIMUM
in Ch as shown in Table There is only one unit in the last place for FLT_MINIMUM so that it is com-
monly referred to as ulp. Almost all floating-point implementations substitute the value zero for a value
that is smaller than FLT_MINIMUM for IEEE machines, and FLT_MIN for non-IEEE machines. However,
in the arithmetic operations and mathematical functions defined in Ch, there is a qualitative difference be-
tween FLT_MINIMUM which is smaller than FLT_MIN and zero. In this documentation, by the value of 0.0
means that it is a zero, not a small number. The Ch expressions of 0., 0.00, and .0 are the same as 0.0. In the
same token, the following Ch floating-point constant expressions —0.0, —0., —0.00, and —.0 are equivalent.
Mathematically, divisions of zero by zero of 0.0/0.0 and infinity by infinity of co/oc are indeterminate. The
results of these operations are represented by the symbol of NaN, which stands for Not-a-Number. It should
be mentioned that the IEEE 754 standard distinguishes quiet NaN from signaling NaN. The signaling NaN
should generate a signal or raise an exception. In Ch, all NaNs are treated as quiet NaNs. Furthermore, the
IEEE 754 standard does not interpret the sign of NaN. No —NaN will be produced as a result of arithmetic
and functions in Ch although it can be created by manipulating the bit pattern of the memory location of
a float variable. The expression —NaN is interpreted as NaN in Ch. The metanumbers are treated just as
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regular floating-point numbers. The internal hexadecimal representations of the metanumbers for the float
type are also given in Table

Double Data Representation

For a large range of representable floating-point numbers, a double data can be used in Ch. The double data
type uses 64 bits as its storage. The result of the double data is formulated as

(_1)sign26xponent—10231'f (6.3)

Bit 63 is a sign bit; it is 1 if the number is negative. Eleven-bit exponent of bits 52 to 62 are biased by
1023; values of all zeros and all ones are reserved for metanumbers. Bits O to 51 are fractional components
of normalized significand. Like float, the integral value 1 of the normalized significand is hidden. The
hexadecimal representation of some typical double numbers are also given in Table Note that the
width and bias value of the exponent of double is different from those of float. Therefore, a float cannot
be converted into a double just by padding zeros in its fraction. On the other hand, when a double data is
cast into a float, the result cannot be obtained just by ignoring the values in bits O to 31. Note that there
is no external distinction between float Inf and double Inf, although their internal representations differ.
This is also true for metanumbers —Inf and NaN. Similar to float, parameters DBL_MAX, DBL_MIN,
and DBL_MINIMUM are system constants in Ch. The internal memory representations of these special
finite double floating-point numbers are also given in Table Note that due to the finite precision of the
floating-point number representation, the exact values of irrational numbers such as 7 are not representable
in a computer system whether they are represented in float or double.

6.1.3 Aggregate Floating-Point Types

The complex number, an extension of real number, has wide applications in science and engineering. The
variables of complex type can be declared by two type specifiers, conpl ex and doubl e conpl ex.
After the declaration, the complex number can be created in Ch by the complex constructor complex(x, y),
where X is its real part and Y is its imaginary part. For example,

> conpl ex z1; /1 a doubl e conpl ex variabl e
> doubl e conpl ex z; /'l a doubl e conplex variable
> fl oat conplex z2; /1 a float conplex variable
> z1 = conplex(1, 2); [/ z1 beconmes 1 + i2

conpl ex( 1. 00, 2. 00)
>

One can declare not only a simple complex variable, but also a pointer to complex, array of complex,
and array of pointer to complex, etc. Declarations of these complex variables are similar to the declarations
of other data types. For example,

> conpl ex *zptrl

> conplex z2[2], z3[2][3]; // declared as pointer to conplex variable
>

>

compl ex *zptr[2][4]; [l array of pointer to conpl ex
zptrl = &z1; [l zptrl point to the address of z1
4005e748

> «zptrl = conmplex(2, 3); [// z1 beconmes 2 + i3
conpl ex( 2. 00, 3. 00)
> z1
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conpl ex( 2. 00, 3. 00)
>

Chapter [13| describes details of complex numbers, including input/output operations, data conversion
rules, functions, etc.

6.1.4 Pointer Data Types

Pointer is defined as a variable which contains the address of another variable or dynamically allocated
memory. Ch uses pointers explicitly for arrays, structures, functions, classes and simple data types. With
operator '+’ in front of the variable names, the variables of pointer type can be declared similar to variables
of other data types. The unary operator &’ gives the “address of a variable”. For example, the code below

int i, *=pl, **xp2;
pl & ;
p2 = &pl;

declares two pointers pl and p2. p1l stores the address of the integer i , and p2 stores the address of
pl. More information about pointers can be found in Chapter 0l In addition to pointer to simple data
types, pointer to arrays and functions are also available in Ch. More information about pointer to arrays and
functions can be found in Chapter [14l and section [I0.8] respectively.

6.1.5 Array Types

The number of dimensions in an array is called the rank of the array. The number of elements in a dimension
is called the extent of the array in that dimension. The shape of an array is a vector where each element of
the vector is the extent in the corresponding dimension.

Computational array in Ch is a first-class object. The type qualifier ar r ay for computational arrays,
available in Ch Professional and Student Editions, is defined as a macro in the header file array.h. The
declaration of an array is shown below.

#i ncl ude <array. h>

int al[3][4]; /1l array of integer
int xa2[3][4]; [l array of pointer
array int a3[3][4]; // conputational array

where al is declared as an array of integer, a2 is an array of pointer to integer, and a3 is a computational
array. Type qualifier array in the declaration will make a3 a computational array, which can be treated as
a first-class object for linear algebra and matrix computation. Arrays of variable length including deferred-
shape arrays, assumed-shape arrays, pointer to assumed-shape arrays, and arrays of reference are supported.
The following example will clarify the concepts of these various array definitions.

void funct(int a[:][:], (*b)[:], c[], d[&, n, mM{
/= a: assuned-shape array =*/
[+ b: pointer to array of assumed-shape */
/* c: inconplete array conpleted by function call =*/
[+ d:. array of reference */
/* n, m integers =/

int e[4][5]; /1 fixed-length array

int f[n][n]; /'l deferred-shape array
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int (xg)[:1; /1l pointer to array of assuned-shape

externint h[]; // inconplete array conpl eted by external |inkage
int i[] ={1,2}; // inconplete array conpleted by initialization
fl11[2] = a[2][3];

}

int Al3][4], B[5][6], 3], D4];
funct (A, B, C, D, 10, 20);
funct(B, A, C, D, 85, 85);:

The argument a is declared as an assumed-shape array to which the arrays with different extents can be
passed, the argument b is declared as a pointer to array of assumed-shape, € is declared as an incomplete
array which will be completed by the function call, d is an array of reference which can handle arrays of
different data types.
In the for-loop below, when the array a with different sizes is redeclared, its memory will be reallocated

by function realloc() internally.

int i;

for (i = 0; i<10; i++) {

int afi];

}

The range of subscripts for an index of an array can be adjusted. For example,

int a[1:10], b[-5:5], c[0:10][1:10], d[10][1:10];

int efnnm, f[nl:m][1:nR];

externint a[l1:], b[-5:], c[0:][1:10];

int funct(int a[1:], int b[1:10], int c[2:][3], int d[1:10][0:20]);
a[10] = a[1]+2; /* OK =/

a[0] = 90; [+ Error: index out of range */

where the subscript of a ranges from 1 to 10; b from -5 to 5; the first dimension of ¢ ranges from O to 10,
the second from 1 to 10; the first dimension of d from O to 9 and the second from 1 to 10.
Arrays of different shape and data type can be passed to arrays of reference. For example,

float a[3][4];

doubl e b[ 5] [ 6] ;

void func(double a[&][&]);

func(a);

func(b);
where the argument a of the function f unc is declared as an array of reference, so that arrays with different
extents and data types can be passed to it.

Members of struct/union can be pointers to assumed-shape arrays. For example,
int a[4][5], b[7][8];
struct tag_t {

int n;

int («A)[:];
}os;
s.A=a; /I s.Ai]l[j] == alillj] =/
sA= b; /+ s.Ali][j] == b[i][j] */
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where the member A of struct S is declared as a pointer to assumed-shape arrays to which the arrays with
different extents can be assigned.

More information about the relation between pointer and array can be found in Chapter [14] and infor-
mation about computational arrays can be found in section and Chapter 16

6.1.6 Structure Types

The structure types in Ch are similar to those in C++. They are collections of members that can have different
types. For example,

struct tag_t {
data_typel fieldl
data type2 fiel d2;

} nanel;

tag_t nanme2, *nane3;

struct tag_t nane4;

nane3 = &nane2;

where the struct with the tag name of t ag_t has two members, f i el d1 and fi el d2. Three objects of
structt ag_t , namel, name?2 and nanme4, are declared by three different ways. namel is declared directly
after the definition of the struct, name2 is declared only by the tag name, while the nanme4 is declared with
the optional keyword struct. The variable nane3 is declared as a pointer to struct, and is assigned the
address of nanme2.

There are two namespaces for struct in C, one for struct tags and one for member variables. But there
are one and a half namespaces for struct in C++, one for struct tags and an half for member variables. Struct
in Ch are handled the same as those in C++, and tag is implicitly treated as a typedefed name in Ch. Struct
tags and struct variables in Ch share the same namespace. Once a tag name is used as a variable explicitly,
this implication will be disabled. For example,

struct tagl t{
struct tag2 t {

b

b

tagl t s; [+ OK */

int tagl_ t; [+ OK, tag name is used x/
struct tagl t s2; [+ OK */

tagl t s3; I+ Not valid in Ch and C++ */

Like C++, members of a structure in Ch can be functions. More information about structures can be found
in Chapter
6.1.7 ClassTypes

Classes in Ch or C++ are a natural evolution of the structure. Like C++, both class and struct in Ch can have
members of functions. By default, members of a class are private whereas members of a struct are public.
The following is an example of the definition of class.
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class Student {
int id;
char nane;
publ i c:
voi d set Nane(char *n);

}

voi d Student::set Nane(char *n) {

}

The class St udent has three members, two private members i d and hamne, and a public member function
set Name() . Assume i d holds the ID number of a student, hanme is the name of the student and the
function set Name() is used to set a student name. After defining a class, it can be used in a program
shown below.

int main() {
cl ass Student sl
sl. set Nanme(" Bob");

}

where s1 is called an object or an instance of class St udent . More information about class types can be
found in Chapter 19

6.1.8 Bit Field

Like C, Ch offers the bit-field which has the capability of defining and accessing within a word directly. In
the following code fragment,

struct tag{
data_typel a: 4,
data type2 b: 4;
} nanel {1, 1};
struct tag nanme2 = {1, 1};
name2.a = 2;

two members of tag, a and b, only take 8 bits of memory, 4 bits for each. More information about bit field
can be found in Chapter [I8]

6.1.9 Union Types

A union type describes an overlapping non-empty set of member objects. a union can only hold one of its
members at a time. The members are conceptually overlaid in the same memory. Each member of a union is
located at the beginning of the union. For example, the code below shows how a union type can be defined.

uni on tag{
data_typel fieldsl
data type2 fields2;

} nanel;

tag nane2, *nanme3
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uni on tag nane4;
nane3 = &nane2;

The members fi el dsl and fi el ds2 share the same memory. Only one member can be used at a time.
Like C++, tag is put into typedefed namespace by default. More information about union types can be found
in Chapter

6.1.10 Enum Types

An enumerated type is a set of integer values represented by enumeration constants. For example, the code
below

enumtag_t{bad, good=1, ugly} x;
enumtag_t vy;

X = good,;

y =X

defines a new enumerated type indicated by the tag name t ag_t . The variables of t ag_t , such as X and y,
can be assigned three enumeration constants bad, good and ugl y. More information about enum types
can be found in Chapter

6.1.11 Void Type

The void type is used mainly for pointers to void, void argument lists and void return values of functions.
A pointer can be pointed to the type of void. Any pointer of other types may be assigned to and from
pointers to void, and may be compared with them. Furthermore, the pointer to any object can be converted
to type of void without loss of information. But, in order to access the object pointed to by the original
pointer properly, the converted pointer has to be converted back to the original pointer type.
The keyword void, which appears in front of the function name when it is defined, indicates that the
function has no return value. For example, the function f unct 1() defined below has no return value.

void functl(int i) {int i; ...; }; /* no return val ue */

The keyword void which appears in the argument list of a function indicates that the function has no
argument. For example, the function f unct 2() defined below has no argument.

int funct2(void){int i; ...; returni;} /* no argunment =/

6.1.12 Reference Type

In Ch, a reference declared with symbol ‘&’ is an alternative name for an object just as in C++. They have
the same syntax. For example, the declarations shown below

> int i
>int & =i
>j =5

5
>
5
>
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indicate that variable j is a reference of i . They share the same memory space inside the system and,
therefore, can be used interchangeably. Any change to the value of i will affect the value of j . Not only
reference for simple data types, including char, short, int, float, double, as well as data types qualified
by signed, unsigned, long, and complex can be declared in Ch, but also reference for pointer type can be
declared.

Although arguments are passed by the way of call-by-value to functions in Ch by default, they can be
passed by call-by-reference by using the symbol ‘&’. For example, in the prototype of function swap shown
below

void swap(int &, int &r; /* the same as in C++ */

arguments N and Mare declared as references to int. This means that any change to n and minside the called
function swap() will affect their original values in the calling function. More information about reference
types can be found in Chapter [L11

6.1.13 String Type

String is a first class object in Ch with type specifier Stri ng_t. An argument of pointer to char in a
function can be replaced by an argument of string. String or array of chars, instead of pointer to char, should
be used for safe network computing. The memory allocation and deallocation variables of string type are
handled by Ch automatically.

string t s1, s2, s, a[3];

sl = "Hello, ";

s2 = "world!'";

S = s2;

int i = strlen(sl);

strcat(sl, s2); /* s1 becones "Hello, world!" =/

strcpy(a[0],sl); /* a[0] becones "Hello, world!'" =/
String of reference is supported in Ch as shown in the program below.

string_t stringcat(string_t &1, s2)

{ .
string_t s;
s = strcat(sl, s2);
[+ s = stradd(sl, s2); =/
sl = s;
return si;
}

string_t s1 = "stringl", s2 = "string2";
stringcat(sl, s2);
printf("%\n", sl); // print out stringl and string2

Function st ri ngcat () adds string S2 to the end of string S1. It is equivalent to the standard function
strcat() in C.
Pointer to string can also be declared as shown in the code below.

string_t stringcat2(string t *sl1, s2) {
*sl = strcat(*sl, s2);
return *si;
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}

string t sl = "stringl", s2 = "string2";
stringcat2(&s1, s2);

printf("%\n", sl1); // print out stringl and string2

Function st ri ngcat 2() is similar to function st ri ngcat ().
Symbolic computing operations using operands of string are shown in Figure

Table 6.2: Symbolic computing operations using string.

Definition Ch Syntax
addition sl +s2
subtraction sl —s2
multiplication | sl * s2
division s1/s2

Symbolic computing is demonstrated as follows.

int i = 2;
float x = 10, vy;
string_t a="sin(x)", b="x", s;

s = ixal b+1;

S = s+s

printf("s = %\n", s); /* output is 2+«(2+sin(x)/x+1) x/

y = streval (s); [+ y = 1.782 = 2%(2*sin(10)/10+1) =*/

printf("y = %\n", y); /* output isy = 1.782 */

The symbolic computing capability in Ch is still very preliminary at this point of implementation. Note
that the commutative property for the addition of two strings is valid in Ch, i.e., s1+s2 equals s2+s1. More
information about string type can be found in Chapter 171

6.1.14 Function Types

Regular functions in Ch follow the C standard. In the spirit of C, the function definition with nested functions
in Ch takes the following forms

return_type function_nane(argunent decl arati on)

{

statenents
function_definitions

}

or

return_type function_name(argunent decl aration)

{

function_definitions
statenents
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where statements can be any valid Ch statements and local functions can be defined inside other local
functions. There is no restriction on the number of function nesting in Ch. For example,

int funcl() {
int func2() {
int func3() { ...}
}
[ ... =]
func2();
}

The definition of a local function can be placed anywhere inside a function. If a local function is invoked
prior to its definition, a local function prototype shall be used as shown in Program

voi d funct1()

{
__decl spec(local) float funct2(); // local function prototype
funct 2();
float funct2() /1 definition of the local function
{
return 9,
}
}

Program 6.1: Decl ar ati on __decl spec(| ocal ) qualifies f unct 2() as a local function.

In Program[6.], because the function f unct 2() is used before it is defined, a function prototype is needed.
Since it is a local function, the type qualifier __decl spec( | ocal ) is used to distinguish a local function
from the top level regular C functions.

In a function definition, parameters in the argument list can be ignored if they are not used inside func-
tions. For example,

int func(int i, int /+ not _used */, int /* no_used */) {
return ixi;

}
func(10, 20, 30);
6.2 TypeQualifiers

Type qualifiers in Ch are listed in Table The type qualifiers array and restri ct are used for
computational arrays and restricted functions, respectively.
6.2.1 Computational Arrays

An array qualified by type qualifier ar r ay is called a computational array, available in Ch Professional
and Student Editions. This type qualifier is defined as a macro in the header file array.h. A computational
array is treated as a first-class object. For example,
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Table 6.3: Type qualifiers.

Qualifier Function
array computational array

const (ignored for now, will be fixed later)
inline (ignored)

operator (reserved for possible operator overloading)

restrict restricted function, ignored if appears inside argument lists
virtual (ignored for now, reserved for virtual function in C++)
volatile  (ignored)

array float a[10][10], b[10][10];
a += b+inverse(a)=*transpose(a);

fora = a + b+ a~! * a”. Computational arrays can be arguments of a function. A regular complete
C array can be passed to an argument of a computational array, and vise versa. More information about
computational arrays can be found in Chapter 16

6.2.2 Restricted Function

In Ch, if type qualifier r est ri ct appears in a function definition or before the declaration for the return
type, the function is treated as a restricted function. For the sake of security, restricted functions cannot be
called by Safe Ch programs. For example, the wuser can declare a restricted function
restrictedfunction() asfollows to prevent it from execution in Safe Ch.

restrict int restricted_function(int i);

Some functions, such as fopen(), in the C Standard library are defined as restricted functions in Ch. If the
type qualifier r est ri ct appears in the argument lists of functions, it is ignored. More information about
Safe Ch can be found in Chapter 211

6.3 Congtants

In this section, we will describe the external representations of data types discussed in the previous sec-
tion. Besides declared variables and system defined parameters, different data types in Ch can have their
corresponding constants at the programmer’s disposal. The constants in Ch include four different kinds:
characters, strings, integers, and floating-point numbers.

6.3.1 Character Constants

A character constant, stored as an integer, can be written as one character within a pair of single quotes like
" X' . A character constant can be assigned to the variable of type char . For example,

> char ¢ = "X
> C
X
>
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Character constants containing more than a single character or escape character are called multibyte
characters. Ch also allows the wide character constant which is preceded by the letter L. The apostrophe,
backslash, and some characters that might not be easily readable in the source program, such as newline
characters shall be included in character constants by using escape characters described later. More infor-
mation about characters can be found in Chapter 171

Wide Characters and Multibyte Characters

Ch can handle extended character sets which include locale-specific characters. These characters are always
too large to be represented within a single object of type char whose size is a byte. To accommodate these
characters, Ch supports both wide characters and multibyte characters. The “wide character” is an internal
representation scheme which makes an extended character code fit in an object of the integral type wchar _t,
which is defined in the header file stddef.h. Strings of extended characters can be represented as objects of
type wchar_t[ ] or pointers of type wchar_t *. For example, the code below declares a wide character WC in
Ch.

wchar t wec = L' a’;

The L before the character a indicates that character a is a wide character. On the other hand, “multibyte
character”, which contains more than a single character or escape, is the external representation scheme
supported by Ch. A multibyte character is a sequence of normal characters which correspond to a wide
character. The maximum number of bytes used in representing a multibyte character in the current locale
is indicated by macro MB_CUR_MAX defined in header file stddef.h. A wide character string can be
represented externally by a multibyte character string. Multibyte characters may appear in comments, string,
and character constants.

A multibyte character set may have a state-dependent encoding, wherein each sequence of multibyte
characters begins in an initial shift state and enters other locale-specific shift states when specific multibyte
characters are encountered in the sequence. While in the initial shift state, all single-byte characters retain
their usual interpretation and do not alter the shift state. The interpretation for subsequent bytes in the
sequence is a function of the current shift state.

Ch also supports the facilities defined in C to implement conversion between multibyte character and
wide character. For example, the function mbtowc() declared in the file stdlib.h converts a multibyte char-
acter to a wide character, and the function wctomb() does it contrarily.

Escape Characters

Some special characters, and particular behaviors of the output device are impossible to be typed in a source
program directly. Ch supports escape characters, which are escape codes beginning with the back slash
character ‘\’, to represent these characters and behaviors. Escape codes could be character escape code
which are characters listed in Table and numeric escape code which are up to three octal digits or any
number of hexadecimal digits.

Typically the character escape code \ a produces a beep from the speaker as the alert. The active position
is the location on a display device where the next character output by the function fputc() or fputwc() would
appear. The intent of writing a printing character (as defined by the isprint() or iswprint() function) to a
display device is to display a graphic representation of that character at the active position and then advance
the active position to the next position on the current line. The code \ b moves the active position to the
previous position on the current line. The code \ f represents a form feed which moves the active position to
the initial position at the start of the next logical page. The code \ n is the most commonly used escape code
which moves the active position to the initial position of the next line, whereas \ r moves the active position
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to the initial position of the current line. The codes \ t and \ v move the active position to the next horizontal
tabulation position and the next vertical tabulation position, respectively. The code \ \ represents a backslash
which is not the preceding character of an escape code. The single quote appearing in a character constant
might be mistaken as the ending apostrophe of the character constant. If this is the case, the code \ ' can be
used to represent a single quote in a character constant. Similarly, the code \ " can represent a double quote
in a string constant, which is described in section The code \ ? can be used to produce a question
mark in the circumstances in which it might be mistaken as part of a trigraph described in section 2. 1.1l The
codes shown below shows how the character escapes can be used.

> printf("abcdefd");

abcdefd

> printf("abcd\befd"); // backspace
abcefd

> printf("abcd\tefd"); // horizontal tab
abcd efd

> printf("abcd\"efd"); // double quote
abcd"efd

> printf("%", '\'’); /1 single quote
> printf("??21") [l trigraph

|

> printf("22?21") /1 question mark
272!

>

The numeric escape codes come in two varieties, octal escape codes and hexadecimal escape codes. An
octal escape code consists of up to 3 octal digits following the backslash character \ . For example, under
the ASCII encodings, the character ' 2’ may be written as * \ 141’ ; the null character, used to terminate
strings, can be written as ' \ 0’ . A hexadecimal escape code consists of any number of hexadecimal digits
following characters * \ X’ . For example, the character ' @’ can be written in hexadecimal escape code as
"\ x61" .

Each of these escape sequences produces a unique value which can be stored in a single char object.
An octal escape code terminates when the first character that is not an octal digit is encountered or when
three octal digits have been used. Therefore, the string "\ 1111" represents two characters, ' \ 111" and
"1’ , and the string "\ 182" represents three characters,” \ 1’ ,” 8’ and’ 2’ . Since a hexadecimal escape
sequences can be of any length and terminated only by a non-hexadecimal character, to stop a hexadecimal
escape in a string, break the string into pieces. For example, the codes’ \ Xx61’ and’ a’ are two characters;
however, the hexadecimal escape code ' \ x61a’ contains only one character, rather than two characters of
Tal.

6.3.2 StringLiterals

A character string literal is a sequence of zero or more multibyte characters enclosed in double-quotes, as
in " xyz" . The same considerations apply to each element of the sequence in a character string literal or a
wide string literal as if it were in an integer character constant or a wide character constant, except that the
single-quote ' is representable either by itself or by the escape sequence \’, but the double-quote ” shall be
represented by the escape sequence \”.

The multibyte character sequences specified by any sequence of adjacent character and wide string literal
tokens are concatenated into a single multibyte character sequence. If any of the tokens are wide string literal
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Table 6.4: Character escape code.

Escape Code

Translation

\a
\b

\f
\n

\r
\t

\V

(alert) Produces an audible or visible alert. The active position shall not be changed.
(backspace) Moves the active position to the previous position on the current line. If the
active position is at the initial position of a line, the behavior is unspecified.

(form feed) Moves the active position to the initial position at the start of the next logical
page.

(new line) Moves the active position to the initial position of the next line.

(carriage return) Moves the active position to the initial position of the current line.
(horizontal tab) Moves the active position to the next horizontal tabulation position on
the current line. If the active position is at or past the last defined horizontal tabulation
position, the behavior is unspecified.

(vertical tab) Moves the active position to the initial position of the next vertical
tabulation position. If the active position is at or past the last defined vertical

tabulation position the behavior is unspecified.

(backslash) Produces a backslash character \ , the active position is moved to the next.
(single quote) Produces a single quote character ’ , the active position is moved to the
next.

(double quote) Produces a double quote character '
next.

(question mark) Produces a question mark character ?, the active position is moved to
the next.

, the active position is moved to the
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tokens, the resulting multibyte character sequence is treated as a wide string literal; otherwise, it is treated
as a character string literal.

A byte, or code of value zero, is appended to each multibyte character sequence that results from a
string literal or literals. The multibyte character sequence is then used to initialize an array of static storage
duration and length just sufficient to contain the sequence. For character string literals, the array elements
have type char, and are initialized with the individual bytes of the multibyte character sequence. These
arrays of static storage duration are distinct. For example, the pair of adjacent character string literals

n An n 3[!

produces a single character string literal containing the two characters whose values are ' A’ and ’ 3’
More information about strings can be found in Chapter 17

Wide Strings

A wide string literal is a sequence of zero or more multibyte characters enclosed in double-quotes and
prefixed by the letter L, such as L" xyz" .

For wide string literals, the array elements have type wchar_t, and are initialized with the sequence
of wide characters. A wide character string can be represented externally by a multibyte character string.
Multibyte characters may appear in comments, string and character constants. Like in strings of normal
characters, the single null character, ‘\ 0’, acts as a terminator in strings of multibyte characters. A byte
with all bits zero shall be interpreted as a null character, it does not occur in the second or subsequent bytes
of a multibyte character. The function mbstowcs() converts a multibyte string to a wide-character string, and
the function westombs() does it contrarily. More information about wide strings can be found in Chapter 171

6.3.3 Integer Constants

A decimal integer constant like 12345 is an int. An integer can also be specified in binary, octal or hex-
adecimal instead of decimal. A leading O (zero) on an integer constant indicates an octal integer whereas
a leading Ox or 0X means hexadecimal. Ch and C99 also support binary constants with leading Ob or OB.
For example, decimal 30 can be written as 036 in octal, 0X1e or Ox1E in hexadecimal, and Ob11110 or
0B11110 in binary. Note that expressions like 029 and 0b211 are illegal, which can be detected by Ch.

The value of 0 in Ch means that it is an integer zero. Unlike real numbers, there is no O_ in int. Therefore,
the integer value of —0 equals 0 in Ch. The domain [-FLT_-MAX, FLT_-MAX] of real numbers is larger
than the domain [-INT_MIN, INT_-MAX] of integer numbers. When a real number smaller than INT_MIN,
including —Inf, is converted to an integer, the result is INT_MIN. For a real number larger than INT_MAX,
including Inf, the converted integral value is INT_-MAX. When NaN is assigned to an integral variable, the
system will print a warning message, and the resultant integral value becomes INT_MAX whose memory
map is the same as that of NaN.

In addition to decimal, octal, hexadecimal integral constants, binary integral constants and binary format
specifier for I/O are supported. A binary constant is started with the prefix Ob or OB. The format specifier is
%b. For example,

[+ Bit-map using binary constants =/

#i ncl ude<st di o. h>

int H] = {
0b00000000000000000000000000000000,
0b00000000000000000000000000000000,
0b00011111100000000000011111100000,
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0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b000001111111111111111211110000000,
0b00000111111111111111111110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00000110000000000000000110000000,
0b00011111100000000000011111100000,
0b00000000000000000000000000000000,
0b00000000000000000000000000000000

}
int main() {
int i, size;
int | =0b00000110000000000000000110000000;

size = sizeof (H)/sizeof (int);

for (i=0; i<size; i++) {
printf("H %2d] = OX¥%8x\n", i, Hil);

}

/+ H becones || =/

H[ 10] l;

H[ 11] l;

for (i=0; i<22; i++) {
printf("982b\n", Hi]);

}

return O;

}

6.3.4 Floating-Point Constants
Constants of Real Numbers

In K&R C, all floats in expressions are converted into doubles before evaluation. As a result, any operations
involving floating-point operands, even with two float operands, will produce a double result. This is not
applicable to many scientific computations in which speed and memory of a program are critical. Because
of the indiscriminate conversion rules in the early design of C, every floating point constant like 3.5 and
3e7 is taken as double. This default double mode for floating-point constants has been carried over to the C
standard and supported in Ch. All floating-point constants such as 2.4, 2e + 3, —2.F — 3, and +2.1e3 are
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double constants by default. However, C has provided a mechanism to specify a float constant. The suffix F
or f indicates a float constant, D or d for double. For example, constants 3.4e3F,3FE — 3f, and 3e + 3F" are
floats whereas constants 3.4e3D,3FE — 3d, and 3e + 3D are doubles. However, the constant metanumbers
+Inf, and NaN are always taken as floats unless they are values of double variables. These features are
supported in Ch as well. According to this design, the range of representable floating-point numbers can be
expanded automatically. For example, the values of FLT_MAX and DBL_MAX for SUN SPARCStations
are 3.4e38 and 1.8e308, respectively. The following Ch program

printf("pow10.0F, 39) < Inf is % \n", pow10.0F, 39) < Inf);
printf("pow10.0, 39) < Inf is % \n", pow(10.0, 39) < Inf);

will print out

pow(10.0F, 39) < InfisO

pow(10.0, 39) < Infis1

In the first statement of the program, the value of 103 calculated by pow(10.0F, 39) has overflowed as Inf
because it is larger than FLT_.MAX. The value of 10° calculated by pow(10.0, 39) in double data is still
within the representable range of —-DBL_MAX < pow(10.0,39) < DBL_MAX. In the second case, the
metanumber Inf is expanded as a double infinity larger than DBL_MAX.

Hexadecimal Floating-Point Constants

The hexadecimal floating-point constants in C99 are supported in Ch. For example,

> 0X2P3
16. 0000

> 0x1.1p0
1. 0625

> 0x1.1plF
2.12

Constants of Complex Numbers

A complex constant can be formed by the complex number constructor complex(X, Y), where X and Yy are
real and imaginary parts of the complex number, respectively. If both arguments of function complex() are
float or integer type, the resulting complex number is of float complex. If one or two of arguments is double
type, the resulting complex number is a double complex. For example

conmplex z = conmpl ex(1, 3); /1 conplex(l, 3) is float conplex
doubl e conplex z = conplex(1.0, 3);// conmplex(1.0, 3) is
/1 doubl e a conpl ex

In addition, complex metanumbers Conpl ex| nf and Conpl exNaN corresponding to the complex

infinity and the complex Not-a-Number are available in Ch.

Constants of Pointers

The constants 0 and NULL can be assigned to a pointer. In Ch, the constant NULL is a built-in dual purpose
symbol which can be assigned to variables of both integer and pointer types. It is used in place of zero. For
example, the code below
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>int i, *p
>p = &
4005e758

> p = NULL
00000000

>

assign the address of the integer i to the pointer p first, and then assign the constant NULL to it.

6.4 Initialization

The declaration of a variable may be accompanied by an initializer that specifies the value of the variable
should have at the beginning of its lifetime. All rules for initialization in C can be applied to Ch, except that
arrays of more than three dimensions cannot be initialized in Ch.

If an object that has either automatic or static storage duration, which is not initialized explicitly, then:

if it has pointer type, it is initialized to a null pointer;

if it has arithmetic type, it is initialized to (positive or unsigned) zero;

e if it is an aggregate, every member is initialized (recursively) according to these rules;

if it is a union, the first named member is initialized (recursively) according to these rules.

The difference between Ch and C is that if an object that has automatic storage duration not initialized
explicitly, its value is indeterminate in C, whereas Ch will apply the above initialization rules. The initializer
for a scalar shall be a single expression, optionally enclosed in braces. The initial value of the object is that
of the expression (after conversion); the same type constraints and conversions as for simple assignment
apply, taking the type of the scalar to be the unqualified version of its declared type. For example,

>int i =3.0/2
>

1
>

The variable i is initialized by the result of the expression 3. 0/ 2 whose type has been converted from float
to int.

An array of character type may be initialized by a character string literal, optionally enclosed in braces.
Successive characters of the character string literal (including the terminating null character if there is room
or if the array is of unknown size) initialize the elements of the array. Similarly, an array with element
type compatible with wchar _t may be initialized by a wide string literal, optionally enclosed in braces. For
example, the array st r 1 with size of 80 bytes is initialized by a string literal "t hi s i s a string"

> char str1[80] = "this is a string"
> strl

this is a string

>

If an array of unknown size is initialized, its size is determined by the largest indexed element with an
explicit initializer. At the end of its initializer list, the array no longer has incomplete type. For example,
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> char str2[] = "this is a string"
> str2

this is a string

>

The size of the array of char as the same as the length of string “t hi s i s a string” plus 1, which is
for the terminating null.

The initializer for an object that has aggregate or union type shall be a brace-enclosed list of initializers
for the elements or named members. For example, The variable s 1, which is an object of struct, is initialized
by the brace-enclosed list { 1 , 2} . The member S1. ais setto 1, and s2. b to 2.

> struct {int a, b;} s1 = {1, 2};
> sl

.a=1

b =2

>

The initialization shall occur in initializer list order, each initializer provided for a particular subobject
overriding any previously listed initializer for the same subobject; all subobjects that are not initialized
explicitly shall be initialized implicitly.

If the aggregate or union contains elements or members that are aggregates or unions, these rules apply
recursively to the subaggregates or contained unions. If the initializer of a subaggregate or contained union
begins with a left brace, the initializers enclosed by that brace and its matching right brace initialize the
elements or members of the subaggregate or the contained union. Otherwise, only enough initializers from
the list are taken to account for the elements or members of the subaggregate or the first member of the
contained union; any remaining initializers are left to initialize the next element or member of the aggregate
of which the current subaggregate or contained union is a part. For example, the declaration

int y[3][3] ={

i
is a definition with a fully bracketed initialization. 1, 3, and 5 initialize the first row of y, i.e. the array object
y[ 0] . Likewise the next two lines initialize Y[ 1] and y[ 2] . In the declaration below

int y[3][3] = {
1, 3, 5 2, 4, 6, 3, 5 7
}s

The initializer for y[ O] does not begin with a left brace, so three items from the list are used. Likewise the
next three are take successively for y[ 1] and y[ 2] . It has the same effect as the previous fully bracketed
initialization. In the following commands

> struct {int a[3], b;} s2[] = {{1}, 2}

> s2[ 0]
.a=100
.b=0

> s2[1]
.a=200
.b =0

>
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the declaration is a definition with an inconsistently bracketed initialization. It defines an array with two
element structures, S2[ 0] . a[ 0] is 1 and s[ 1] . a[ O] is 2; all the other elements are zero.

If there are fewer initializers in a brace-enclosed list than there are elements or members of an aggregate,
or fewer characters in a string literal used to initialize an array of known size than there are elements in the
array, the remainder of the aggregate shall be initialized implicitly the same as objects that have static storage
duration.

> struct {int a, b;} s3 = {1}
> s3

.a=1

.b=0

>

The first member is initialized as 1, and the others are initialized implicitly as O.

In Ch, non-constant expressions, generic functions, and functions defined in function files can be used
as initializers for objects of both static and dynamic duration, with one exception. A function defined in a
function file cannot be used as an initializer for static variables the function or block scope as illustrated in
code below. Function hypot () defined in function file hypot . chf cannot be used for initialization of
identifier d1 which is a static variable in the function scope.

#i ncl ude <mat h. h>
int main () {

static double d = hypot(3,4); [/ Error: hypot is not generic function
}
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Chapter 7

Operatorsand Expressions

The operators used in Ch are summarized in Table[Z.Il An operator has higher precedence than operators at
the lower level. Operators at the same level have the same precedence. Operators with the same precedence
will associate the operands according to their associativities. Unary operators, ternary conditional operator
and comma operator are right associative; all others are left associative.

Table 7.1: Precedence and associativity of operators

Operations Associativity

O] left to right
function_name( ) right to left
L-> left to right
1T 4+ - -+ - % &(type) right to left
* [ %. % ./ left to right

+ - left to right
<< >> left to right
<<=>>= left to right
=== left to right
& left to right
left to right
| left to right
&& left to right
left to right
| | left to right
?: right to left
=+=-=x=/=9Y &= | =<<=>>=| right to left
, left to right

The operation precedence for different operators in Ch is in full compliance with the C standard. The
exclusive-or operator ~ ~ , command substitution operator ~ , array multiplication operator *. *’, and array di-
vision operator . / ’ are introduced in Ch. Following the C standard, the algorithms and resultant data types
of operations for floating-point numbers will depend on the data types of operands in Ch. The conversion
rules for char, int, float, and double in Ch follow the type conversion rules defined in the C standard. A data
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Table 7.2: Negation results

Negation —
operand | —Inf —x1 —0.0 0.0 x2 Inf NaN
result Inf x1 0.0 —-00 —x2 —Inf NaN

Table 7.3: Addition results

Addition +
left operand right operand

—Inf —x1 —-0.0 0.0 x2 Inf NaN

Inf NaN Inf Inf Inf Inf  Inf NaN

y2 —Inf y2—x1 y2 y2 y2+x2 Inf NaN

0.0 —Inf —x1 0.0 0.0 X2 Inf NaN
-0.0 —Inf —x1 —-0.0 0.0 X2 Inf NaN
-yl —Inf —-yl—x1 -yl —yl —yl+x2 Inf NaN
—Inf —Inf —Inf —Inf —Inf —Inf NaN NaN
NaN NaN NaN NaN NaN NaN NaN NaN

type that occupies less memory can be converted to a data type that occupies more memory space without
loss of any information. For example, a char integer can be cast into int or float without problem. However,
a reverse conversion may result in loss of information. The order of real numbers in Ch ranges from char,
int, float, to double. The char data type is the lowest and double the highest. Like C, the algorithms and
resultant data types of the operations depend on the data types of operands in Ch. For binary operations,
such as addition, subtraction, multiplication, and division, the resultant data type will take the higher order
data type of two operands. For example, the addition of two float numbers will result in a float number
whereas the addition of a float number and a double number will become a double number.

The operation rules for regular real numbers and metanumbers in Ch are presented in Tables[/.2]to
In Tables[Z21to[Z.12] x, x1, and x2 are regular positive normalized floating-point numbers in float or double;
metanumbers 0.0, —0.0, Inf, —Inf, and NaN are constants or the values of float or double variables. By
default, the constant metanumbers are float constants.

Table 7.4: Subtraction results.

Subtraction —
left operand right operand

—Inf —x1  —=0.0 0.0 x2 Inf NaN

Inf Inf Inf Inf Inf Inf NaN NaN

y2 Inf y2+x1 y2 y2 y2—x2 —Inf NaN

0.0 Inf x1 0.0 0.0 —x2 —Inf NaN
—0.0 Inf x1 0.0 —-0.0 —x2 —Inf NaN
-yl Inf —yl+xl1 —yl -yl —yl—x2 —Inf NaN
—Inf NaN —Inf —Inf —Inf —Inf —Inf NaN
NaN NaN NaN NaN NaN NaN NaN NaN
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Table 7.5: Multiplication results

Multiplication *
left operand right operand

—Inf —x1 —-0.0 0.0 x2 Inf NaN

Inf —Inf —Inf NaN NaN Inf Inf NaN

y2 —Inf —y2xx1 —0.0 0.0 y2xx2 Inf NaN

0.0 NaN —-0.0 —-0.0 0.0 0.0 NaN NaN
—0.0 NaN 0.0 0.0 —-0.0 —0.0 NaN NaN
-yl Inf y1sx1 0.0 —0.0 —ylxx2 —Inf NaN
—Inf Inf Inf NaN NaN —Inf —Inf NaN
NaN NaN NaN NaN NaN NaN NaN NaN

Table 7.6: Division results

Division /
left operand right operand

—Inf —x1 —-0.0 0.0 x2 Inf NaN

Inf NaN —Inf NaN NaN Inf NaN NaN

y2 —0.0 —y2/x1 —Inf Inf y2/x2 0.0 NaN

0.0 —-0.0 —0.0 NaN NaN 0.0 0.0 NaN
—0.0 0.0 0.0 NaN NaN —0.0 —0.0 NaN
-yl 0.0 yl/x1 Inf —Inf —yl/x2 —-0.0 NaN
—Inf NaN Inf Inf —Inf —Inf NaN NaN
NaN NaN NaN NaN NaN NaN NaN NaN
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7.1 Arithmetic Operators

For the negation operation shown in Table the data type of the result is the same as the data type of the
operand, and a real number will change its sign by the negation operation. There is no —NaN in Ch. The
leading plus sign ‘+°, a unary plus operator, in an expression such as +57864 — x will be ignored. It should
be pointed out that the negation of a positive integer zero is still a positive zero. Based on two’s complement
representation of negative integer numbers discussed before, we cannot represent Inf and NaN in the int data
type.

According to the IEEE 754 standard, some operations depend on the rounding mode. For example, in
case of rounding toward zero, overflow will deliver FLT_MAX rather than Inf with the appropriate sign. This
rounding mode is necessary for Fortran implementation and for machines that lack infinity. If the rounding
mode is rounded toward —oo, both —0.0 4+ 0.0 and 0.0 — 0.0 deliver —0.0 rather than 0.0. For scientific
programming, consistency and determinacy are essential. Ch is currently implemented using the default
rounding mode of round to nearest so that overflow will result in Inf, and both —0.0 + 0.0 and 0.0 — 0.0
deliver 0.0 as shown in Tables[Z.3]and [Z.4l Note that the modulus operator % in Ch is C compatible.

For addition, subtraction, multiplication, and division operations shown in Tables [7.3] to the resul-
tant data type will be double if any one of two operands is double; otherwise, the result is a float. The
mathematically indeterminate expressions such as co — oo, 00 * 0.0, 00 /00, and 0.0/0.0 will result in NaNs.
The values of £0.0 play important roles in the multiplication and division operations. For example, a finite
positive value of x2 divided by 0.0 results in a positive infinity +-0co whereas division by —0.0 will create a
negative infinity —oo. If any one of the operands of binary arithmetic operations is NaN, the result is NaN.

Element-wise multiplication and division of two computational arrays can be performed using array
multiplication operator . ** and array division operator . / °, respectively. Details about array multiplica-
tion operator . *’ and array division operator ’. / ’ for operands of computational array are described in
Chapter

7.2 Relational Operators

For relational operations given in Tables the result is always an integer with a logical value of 1
or 0 corresponding to TRUE or FALSE, which are predefined system constants. According to the IEEE
754 standard, there is a distinction between +0.0 and —0.0 for floating-point numbers. In Ch, the value
of 0.0 means that the value approaches zero from positive numbers along the real line and it is a zero;
the value of —0.0 means that the value approaches zero from negative numbers along the real line and it is
infinitely smaller than 0.0 in many cases. Signed zeros 4-0.0 and —0.0 in a Ch program behave like correctly
signed infinitesimal quantities 04 and O_, respectively. Although there is a distinction between —0.0 and
0.0 for floating-point numbers in many operations, according to the IEEE 754 standard, the comparison shall
ignore the sign of zeros so that —0.0 equals 0.0 in relational operations. Functions such as Si gnbi t ( x)
and copysi gn( X, y) can be used to handle signs of expressions. The value of —0.0 could be regarded
different from 0.0 for comparison operations in Ch. For the convenience of porting C code to Ch, zero is
unsigned in comparison operations. The equality for metanumbers has different implications in Ch. Two
identical metanumbers are considered to be equal to each other. As a result, comparing two Infs or two
NaNs will get logical TRUE. This is just for the convenience of programming because, mathematically,
the infinity of co and not-a-number of NaN are undefined values that cannot be compared with each other.
Metanumbers of Inf, —Inf, and NaN in Ch are treated as regular floating-point numbers consistently in
arithmetic, relational, and logical operations.
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Table 7.7: Less than comparison results

Less than comparison <
left operand right operand
—Inf —x1 —-0.0 0.0 x2 Inf NaN
Inf 0 0 0 0 0 0 0
y2 0 0 0 0 y2<x2 1 0
0.0 0 0 0 0 1 1 0
—0.0 0 0 0 0 1 1 0
—yl 0 -yl < —xl1 1 1 1 1 0
—Inf 0 1 1 1 1 1 0
NaN 0 0 0 0 0 0 0

Table 7.8: Less than or equal comparison results

Less or equal comparison <=
left operand right operand
—Inf —x1 —-0.0 0.0 x2 Inf NaN
Inf 0 0 0 0 0 1 0
y2 0 0 0 0 y2<=x2 1 0
0.0 0 0 1 1 1 1 0
—0.0 0 0 1 1 1 1 0
-yl 0 -yl <= —x1 1 1 1 1 0
—Inf 1 1 1 1 1 1 0
NaN 0 0 0 0 0 0 0
Table 7.9: Equal comparison results
Equal comparison ==
left operand right operand

—Inf —x1 —-0.0 0.0 x2 Inf NaN

Inf 0 0 0 0 0 1 0

y2 0 0 0 0 y2=x2 O 0

0.0 0 0 1 1 0 0 0

-0.0 0 0 1 1 0 0 0

-yl 0 —yl == —xl1 0 0 0 0 0

—Inf 1 0 0 0 0 0 0

NaN 0 0 0 0 0 0 0
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Table 7.10: Greater than or equal comparison results

Greater or equal comparison >=
left operand right operand
—Inf —x1 —-0.0 0.0 x2 Inf NaN
Inf 1 1 1 1 1 1 0
y2 1 1 1 1 y2>=x2 0 0
0.0 1 1 1 1 0 0 0
—0.0 1 1 1 1 0 0 0
-yl 1 -yl >= —x1 0 0 0 0 0
—Inf 1 0 0 0 0 0 0
NaN 0 0 0 0 0 0 0

Table 7.11: Greater than comparison results

Greater than comparison >
left operand right operand
—Inf —x1 —-0.0 0.0 x2 Inf NaN

Inf 1 1 1 1 1 0 0
y2 1 1 1 1 y2>x2 0 0
0.0 1 1 0 0 0 0 0
—0.0 1 1 0 0 0 0 0
—yl 1 —yl > —xl1 0 0 0 0 0
—Inf 0 0 0 0 0 0 0
NaN 0 0 0 0 0 0 0

Table 7.12: Not equal comparison results

Not equal comparison !=
left operand right operand
—Inf —x1 —-0.0 0.0 X2 Inf NaN
Inf 1 1 1 1 1 0 1
y2 1 1 1 1 y2l=x2 1 1
0.0 1 1 0 0 1 1 1
—0.0 1 1 0 0 1 1 1
-yl 1 —yl = —xl1 1 1 1 1 1
—Inf 0 1 1 1 1 1 1
NaN 1 1 1 1 1 1 1
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7.3 Logical Operators

In Ch, there are four logical operators !, &&, ||, and =" corresponding to logical operations not ,
and, inclusive or, and excl usi ve or, respectively. The operations of !, ||, &&in Ch
comply with the C standard. The operator ~ ~ is introduced in Ch due to the consideration of programming
convenience so that logical and bitwise exclusive-or operators are orthogonal. Note that, like C, Ch will
evaluate the right operand of both the &% and | | operations will be evaluated only if the left operand
evaluates to TRUE and FALSE, respectively. This “short circuit” behavior for the "~ operator does not
exist because, for either TRUE or FALSE of the first operand, an exclusive-or operation can return TRUE,
depending on the second operand. The precedence of operator ™~ is higher than operator | | , but lower than
&&. This operation precedence is similar to that for bitwise operators &, |, and "~ , which will be discussed
in the next section. Because there are only two values of either TRUE or FALSE for logical operations, the
values of 0.0 are treated as logical FALSE while the metanumbers —Inf, Inf, and NaN are considered as
logical TRUE. For example, evaluations of !(—0.0) and !NaN will get the values of 1 and 0, respectively.

7.4 Bitwise Operators

In Ch, there are six bitwise operators &, |, =, <<, >> and ", corresponding to bi twi se and,
i nclusive or, exclusive or, left shift, right shift, and one’s conpl enent,
respectively. These operators in Ch are in full compliance with the C standard. They can only be applied
to integral data that are char and int at its current implementation of Ch. The returned data type depends on
the data types of operands. The result of the unary operator = keeps the data type of its operand. Results of
binary operators &, |, and” will have the higher data type of two operands. The binary operators << and
>> return the data type of the left operand.

However, some undefined behaviors in C are defined in Ch. For operators << and >>, the right operand
can be any data type so long as it can be converted into int internally whereas the right operand must be a
positive integral value in C. In Ch, if the right operand is a negative integral value that may be converted
from a floating-point data, the shifting direction will be reversed. For example, the expression of 7 << —2.0
is equivalent to 7 >> 2.0 in Ch. Therefore, only one of these two shift operators is needed in Ch. The use
of operator << is recommended for Ch programming. A program with dual shift directions for one operator
can be cleaner as compared with unidirectional shifts of two operators.

7.5 Assignment Operators

Besides the regular assignment statement, there are nine assignment operators of +=, -=, *=, = &=,
| =, "=, <<=, and >>=. These assignment operators are C compatible. An lvalue is any object that
occurs on the left hand side of an assignment statement. The lvalue refers to a memory such as a vari-
able or pointer, not a function or constant. The Ch expression of | val ue op= rval ue is defined
as | val ue = | val ue op rval ue where | val ue is any valid lvalue including complex numbers
and it is only evaluated once. For example, i += 3 is equivalent to i = i +3, and real(c) *= 2
is the same as real (¢) = real (c)*2. But, statement *ptr++ += 2 is different from statement

*ptr++ = xptr++ +2because lvalue *pt r ++ contains an increment operation. The operation rules

for operators of +, -, *, [/, & |, 7, <<, and>>have been discussed in the previous sections.
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7.6

Conditional Operator

The conditional operator ’?: ’ introduces a conditional expression in Ch. The following conditional expres-

sion

r = opl ? op2 : op3;

is equivalent to

if(opl !=0)
r = op2;
el se
r = op3;

In a conditional expression, the first and second operands are separated by a question mark *?’ and the
second and third operands separated by a colon ’: °. The execution of a conditional expression proceeds as
follows:

1.
2.

3.

The first operand is evaluated.

The second operand is evaluated only if the first does not evaluate to 0. The third operand is evaluated
only if the first evaluates to 0.

The result is the value of the second or third operand, whichever is evaluated.

The first operand of a conditional expression shall have scalar type. For the second and third operands, one
of the following shall hold.

1.

Both operands have arithmetic type. The result type is determined by the usual arithmetic conversions.

. Both operands have compatible class, structure or union types. The result is the class, structure or

union type.
Both operands have void type. The result has void type.
Both operands are pointers to compatible types. The result is a pointer to the composite type.

. One operand is a pointer and the other is NULL. The result has the type of the operand which is not

NULL.

. One operand is a pointer to an object or incomplete type and the other is a pointer to void. The result

is a pointer to void.

. Both operands are computational arrays of the same shape. The result is a computational array with

the higher order data type of the two operands.

Conditional expressions are right-associative. For example,

opl ? op2 : op3 ? opd4 : opb5 ? op6: op7

is handled as

opl ? op2 : (op3 ? op4d : (op5 ? op6: op7))

The following commands are examples of conditional expressions with operands of computational array

type.

129



7.6. CONDITIONAL OPERATOR CHAPTER 7. OPERATORS AND EXPRESSIONS

(631
~
=

2

o
~
=

0?3: 4// right-association

0?1.0: 2 /1l data type conversion

. 0000

1 ? (array float [2][3])1 : (array int [2][3])2
.00 1.00 1.00

.00 1.00 1.00

0 ? (array float [2][3])1 : (array int [2][3])2
.00 2.00 2.00

.00 2.00 2.00

NNV EFEFRERLVDNV AV EYV

In Program the function f unc() is called in the main function where the argument passed is the
result of a conditional expression. Pointers p1 and p2 are used as operands in conditional expression

pl = (pl)? pl: p2;

Then structs S1 and S2 are used as operands in conditional expression
i =(1?sl: s2).ii;

The output of Program [7 1] is displayed in Program

struct tag {
int ii;
int *pp;
} sl, s2, xpsl, *ps2;

int func(int i) {
printf("i = %l\n", i);
return O;

}
int main() {
int i = 1;
int *pl = NULL, *p2 = &i;

func(i? 5 : 8); /'l passed as argument of function
pl = (pl)? pl: p2; /1 oparands is pointers
printf("pl = %\n", pl);
psl = &s1i;
ps2 = &s2;
sl.ii = 10;
s2.pp = &sl.ii;
i =(1?2sl: s2).ii; /'l operands of structure
pl = (0 ? psl : ps2)->pp
printf("i = %l\n", i);
printf("+*pl = %\ n", xpl);
}

Program 7.1: Example of conditional expression with operands of different data type.

130



7.7. CAST OPERATORS CHAPTER 7. OPERATORS AND EXPRESSIONS

i =5

pl = 40063528
i =10

*pl = 10

Program 7.2: Output of Program 7.1l

7.7 Cast Operators

7.7.1 Cast Operators

In Ch, the explicit type conversion is not necessary in many cases when C needs it. For example,
aptr[3] = malloc(90) is valid in Ch. However, sometimes it is necessary to convert a value of
one type explicitly to a value of another type. This can be achieved by the traditional C cast operation
(type) expr where expr is a Ch expression and t ype is a data type of a single object such as char, int,
float, double or any pointer declaration identifiers such aschar *, doubl e *, conpl ex *,etc. For
example, (int)9.3, (float)ptr, (double)9, (floatx)&i, and (complexx)iptr are valid Ch expressions.

The sizeof() function can also use a type identifier. For example,
ptr = mall oc(5+si zeof (i nt*)+sizeof ((int)2.3) + sizeof ((int)float(90)+7))
is a valid Ch statement.

One important feature of C is its capability for hardware interface by accessing a specific memory
location in a computer. This is achieved by pointing a pointer to a specific memory location or register. This
hardware interface capability is retained in Ch. For example, the following statements will assign the integer
value at the memory location (68FFE);¢ to variable i and set the byte at the memory address (FF000);4 to
(01101001)2;

char =*cptr;

int i, *=iptr, j;

iptr = (int *)0X68FFE; /1l point to the menory | ocation at 0X68FFE
i = *iptr; /'l 1 equals the value at OX68FFE

cptr = (char *)O0XFFO00; // point to the nenory |location at OXFFOOO
*cptr = 0B01101001; /1 0B01101001 is assigned to OXFFOO0O

cptr = (float *)cptr + 1;// cptr points to OXFFO04, not OXFFOOL.
/1l note: (float *)cptr++ is (float *)(cptr++)
j =int(cptr); /1 j becones OXFF004

Note that an integral value cannot be assigned to a pointer variable without an explicit type cast, and vice
versa. The lower segment of the memory in a computer is usually reserved for the operating system and
system programs. An application program will be terminated with exception handling if these protected
segments of memory are messed up by pointers.

7.7.2 Functional Type Cast Operators

There is an additional functional type casting operation in Ch in the form of t ype( expr) for data types of
single objectort ype(exprl, expr2, ...) fordatatypes of aggregate such as complex. In this func-
tional type casting operation, t y pe shall not be a pointer data type. For example, int(9.3), complex(float(3),
2), and complex(double(3), 2) are valid Ch expressions. Operation float() is the same as real() if they are
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used as operands. However, function real() can be used as an lvalue whereas float() cannot. More infor-
mation about function real() can be found in section Examples of functional type cast operations are
shown below.

char char (doubl e)

char char (compl ex)

char char (poi nter_type)

conmpl ex conpl ex(fl oat, float)

doubl e compl ex conpl ex(doubl e, fl oat)
doubl e conpl ex conpl ex(fl oat, doubl e)
doubl e conpl ex conpl ex(doubl e, doubl e)
doubl e doubl e(doubl e)

doubl e doubl e( conpl ex)

doubl e doubl e( poi nter_type)

float float(doubl e)

float float(conplex)

float float(pointer_type)

i nt int(double)

int int(conplex)

int int(pointer_type)

| ong | ong(doubl e)

| ong | ong( conpl ex)

 ong | ong(pointer_type)

short short (doubl e)

short short (conpl ex)

short short(pointer_type)

si gned si gned(doubl e)

si gned si gned( conpl ex)

si gned si gned( poi nter_type)

unsi gned unsi gned(doubl e)

unsi gned unsi gned( conpl ex)

unsi gned unsi gned( poi nter _type)

7.8 Comma Operator

The comma operator ’, * introduces comma expression in Ch. The comma expression consists of two ex-
pressions separated by a comma. For example,

a =1, ++a;
The comma operator is syntactically left-associative. The following expression
a=1 ++a, a + 10;
is equivalent to
((a =1), ++a), a + 10;

The left operand of a comma operator is evaluated as a void expression first. Then the right operand is
evaluated; the result has its type and value. For example,

132



7.9. UNARY OPERATORS CHAPTER 7. OPERATORS AND EXPRESSIONS

>a=1, ++a, a + 10
12

The comma operator cannot appear in contexts where a comma is used as a separate item such as the
argument list of a function. In these cases, it can be used within parenthesis. For example,

int func(int il, int i2);
int t;

ll‘ﬁlnc((t =1, t +2), 2);

7.9 Unary Operators

7.9.1 Addressand Indirection Operators

The unary operator & gives the address of an object. The operator &, which is C compatible, can only be
applied to a valid lvalue.

When a unary indirection operator * is applied to a pointer, it accesses the object to which the pointer
points. A pointer and an integer can be added or subtracted. For example, for variables ptr, ptr1,
and ptr 2 of pointer type and n of integral value, the expression ptr +n gives the address of the nth
object beyond the one pt r currently points to. The memory locations of pointers pt r +n and ptr are
n*si zeof (*ptr) bytes apart, that is, n is scaled to n*si zeof ( * pt r) bytes according to declaration
of pointer variable pt r . Pointer subtraction for pointers with the same data type is permitted. If ptr1 >
ptr2, ptrl — ptr2 gives the number of objects between pt r 2 and pt r 1. An array of pointers can
also be declared. When a pointer is declared, it is initialized to zero. The symbolic constant NULL, instead
of zero, can be used in the program. If pt r is NULL, the operand * pt r in an expression is evaluated as
zero. When * pt r, with pt r equal to NULL, is used as an lvalue, a memory of sizeof (*ptr) will be allocated
automatically for pointer pt r . In both cases, the system will print out warning messages. The automatic
memory allocation for a pointer that does not point to a valid location can avoid a system crash.

Two pointers and constant NULL can be used in the relational operations <, <=, ==, >=, >, and
I =. In assignment and relational operations, pointers with different data types can work together without
explicit type conversions. For example, the following is a valid Ch program.

int *iptr;
float =fptr;
iptr = (int *x)malloc(90);
fptr = malloc(80); // fptr = (float *)mall oc(80)
if(iptr '= NULL & iptr !'= fptr)
free(iptr);
iptr = fptr;

In Ch, not only are all the variables initialized to zero when they are declared, but also the memory allocated
by either function malloc(), calloc() or realloc() , is initialized to zero. This can avoid some unexpected
errors. In C, the content for the memory allocated by functions malloc() and realloc() will be random values.
Furthermore, the casting operation for three memory allocation functions malloc(), calloc(), and realloc()
can be omitted in Ch. If no memory is available, these functions will return NULL and the system will print
out error messages. The function free(ptr) will deallocate the memory allocated by these three functions and
set pointer pt r to NULL. In C, pt r is not set to NULL when the memory it points to is deallocated. This
dangling memory makes the debugging of the C program very difficult because the problem will not surface
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until this deallocated memory is claimed again by other parts of the program. Other related functions such
as memcpy() in Ch for memory manipulations are C compatible.

As described before, there are several system defined parameters such as NaN, Inf, FLT_MAX, INT_MIN,
FLT_EPSILON, etc.. These parameters cannot be used as lvalues so that an accidental change of values of
these parameters can be avoided. However, if really necessary, the values of these parameters can be modi-
fied by accessing their memory locations through pointers. For example, a numerical algorithm may depend
on the parameters FLT_EPSILON and Inf. One can change the values of FLT_EPSILON to 10~* and Inf to
FLT_MAX by the following Ch code

float *fptr;
fptr & FLT _EPSILON;, *fptr = le-4;
fptr &lnf; =fptr = FLT_MAX;

which may, in effect, change the underlying numerical algorithm.

7.9.2 Increment and Decrement Operators

C is well-known for the succinctness of its syntax. The increment operator ++ and decrement operator - -
are unique to C. These two operators in Ch are compatible with C. The increment operator ++ adds 1 to
its operand whereas the decrement operator - - subtracts 1. If ++ or - - is used as a prefix operator, the
expression increments or decrements the operand before its value is used, respectively. If it is used as a
postfix operator, the operation will be performed after its value has been used.

A single + is treated as an addition or unary plus operator depending on the context. Likewise, a single
— can be a subtraction or unary negation operator. For example, the following is valid Ch code.

i = +(-9); /1 unary plus and negation operators

i ++; I =i+l

j o= - [0 =i+, j =1i; i1 =1i-1;

j o= i [ =i+l j =1i;

j o =i--; Iy =i; i =i-1;

i = (*ptr++) ++; [l ptr =ptr + 1; i = =ptr; *ptr = *ptr + 1;

By definition, ++| val ue means| val ue = | val ue + 1 andexpressionl val ue + 1,andl val ue- -
is equivalent to expression | val ue - 1 andlvalue = |value - 1. The ++ and - - operators can

be applied to any valid lvalues, not just integral variables, so long as the lvalue can add or subtract an integer
value of 1 according to internal data conversion rules. The following is the valid Ch code.

int i, a[4], *aptr[5];

compl ex z, =*zptr; /1 declare conpl ex variabl e and conpl ex pointer
Z = z++ /[l z =z +1; z is a conplex variable

zptr = (conplex *)mall oc(sizeof (conpl ex) *90) ;

aptr[3] = malloc(90); /[l aptr[3] = (int *)malloc(90);

[+ imag(z)=conpl ex(0.0, 4.0); zptr=zptr+1; =aptr[3]=1;, i=i-1 */
imag(z) = ++real (+++x(zptr+++2+(int)real (++xaptr[3+i--])));

real (z) ++; [l real(z) =real(2z) + 1;

--imag(*zptr); Il imag(*zptr) = imag(*zptr) - 1;

a[--1] = a[ 2] ++; Il 17 =1 - 1; a[i] = a[2]; a[2] = a[2] + 1;

Details about complex numbers and functions real() and imag() in Ch are described in section [[3.6l Note
that the memory allocated by function malloc() is initialized to zero.
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7.9.3 Command Substitution Operator

Command substitution operator = returns the output from a command as a string. For example,

stringt s;

s = "|s’;

When two command substitution operators are used together, character of formfeed, newline, carriage
return, horizontal tab, and vertical tab from the output of the command is replaced by a blank space character.
For example,

stringt s;

~

s = "ls7;

7.10 Member Operators

Operators . and - > are called member operators. A member of class, structure, or union is referred to by
these two member operators. The first operand of the . operator shall have a class, structure or union type,
and the second operand shall name a member of that type.

The first operand of the - > operator shall have type “pointer to class”, “pointer to structure”, or “pointer to
union”, and the second operand shall name a member of the type pointed to.

For example,

struct tag {
int i;
doubl e d;
S, *p;
= &p;
.= 10;
-> +=s.1i;

T n n Y
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Chapter 8

Statements and Control Flow

A statement specifies an action to be performed. Except as indicated, statements are executed in sequence.
A full expression is an expression that is not part of another expression or declarator. Each of the following
is a full expression: an initializer; the expression in an expression statement; the controlling expression
of a selection statement (if or switch); the controlling expression of a while or do statement; each of the
(optional) expressions of a for statement; the (optional) expression in a return statement. The end of a full
expression is a sequence point.

8.1 Simpleand Compound Statements

A compound statement is a block enclosed with a pair of braces. A block allows a set of declarations and
statements to be grouped into one syntactic unit. The initializers of objects that have automatic storage
duration, and the variable length array declarators of ordinary identifiers with block scope, are evaluated
and the values are stored in the objects (including storing an indeterminate value in objects without an
initializer) each time the declaration is reached in the order of execution, as if it were a statement, and
within each declaration in the order that declarators appear. For example.

int i; // sinple statenent
{ /1 conpound st at enent
int i;
i =90;

8.2 Expression and Null Statements

An expression statement contains an expression only. The expression is evaluated as a void expression for
its side effects. A null statement consisting of just a semicolon performs no operation.

If a function call is evaluated as an expression statement for its side effects only, the discarding of its
value may be made explicit by converting the expression to a void expression by means of a cast as shown
below:

int p(int);
[* ... x]
(voi d)p(0);
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A null statement can be used to supply an empty loop body to the iteration statement as shown in the
program fragment below:

char =*s;
[* ... x]
while(xs++ I='\10")

A null statement may also be used to carry a label just before the closing } of a compound statement.

whi | e(l oopl) {
[+ ... x]
do {
[+ ... *]
i f(want _out)
goto end_l oopl;

[+ ... *]

} while (loop2);
[+ ... x]

end_I oopl: ;

}

8.3 Sdection Statements

A selection statement selects among a set of statements depending on the value of a controlling expression.
A selection statement is a block whose scope is a strict subset of the scope of its enclosing block. Each
associated substatement is also a block whose scope is a strict subset of the scope of the selection statement.

8.3.1 If Statements

The syntax of an if-statement is as follows:

i f (expression)
st at ement

The controlling expression of an if statement shall have scalar type. The statement is executed if the expres-
sion compares unequal to 0.

Ch supports the header file stdbool.h added in C99. the Boolean type bool is defined. Macros true and
f al se are defined to handle Boolean numbers. The macro trueis defined as 1, and macro false is defined
as 0. The code fragment below illustrates how bool type can be used in conditional expressions.

#i ncl ude <stdbool . h>

bool i = true;
[ ... =/
if (i) {

i = fal se;
}
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8.3.2 |f-Else Statements

The syntax of an if-else statement is as follows:

i f (expression)
statenentl
el se
st at enent 2

The controlling expression of an if statement shall have scalar type. The first substatement is executed if the
expression compares unequal to 0. The second substatement is executed if the expression compares equal
to 0. If the first substatement is reached via a label, then the second substatement is not executed.

8.3.3 Else-If Statements

The syntax of the else-if statement is as follows:

i f(expressionl)
statenent 1

el se if (expression2)
st at enent 2

el se if (expression3)
statenment 3

el se
st at enent 4

Semantically, the syntax of else-if statement is an extention of the previous if-else statement. An €lse is
associated with the lexically nearest preceding if that is allowed by the syntax. The above statement can be
rearranged as

i f (expressionl)
statenentl
el se
i f (expression2)
st at enent 2
el se
i f (expression3)
statenent 3
el se
statenent 4

8.3.4 Switch Statements

The syntax of a switch statement is as follows:

swi t ch(expression) {
case const-exprl:
statenent 1
br eak;
case const-expr 2:
st atenment 2
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br eak;
defaul t:

st at enent

br eak;

}

The controlling expression of a switch statement shall have integer or string type. The expression of
each case label shall be an integer constant expression or string and no two of the case constant expressions
in the same switch statement shall have the same value after conversion. There may be at most one default
label in a switch statement. A switch statement causes control to jump to, into, or past the statement that is
the switch body, depending on the value of a controlling expression, and on the presence of a default label
and the values of any case labels on or in the switch body. A case or default label is accessible only within
the closest enclosing switch statement. The number of case values in a switch statement is not limited.

The integer promotions are performed on the controlling expression. The constant expression in each
case label is converted to the promoted type of the controlling expression. If a converted value matches that
of the promoted controlling expression, control jumps to the statement following the matched case label.
Otherwise, if there is a default label, control jumps to the labeled statement. If no converted case constant
expression matches and there is no default label, no part of the switch body is executed.

In the code fragment below,

switch (expr) {

int i = 10;

f(i);
case O:

i = 20;

[+ falls through into default code */
defaul t:

printf("%\n", i);
}

the object whose identifier i exists with automatic storage duration within the block, but is never initial-
ized. Thus, if the controlling expression has a nonzero value, the call to the printf function will access an
indeterminate value. Similarly, the call to the function f cannot be reached.

The controlling expression of a switch statement can be string, instead of integer, as shown in the exam-
ple below. Accordingly, all case constant expressions for such a switch statement shall also be string.

string_t str;

str = ‘hostnane‘; // get host nanme from command ' host nane’
char *s="host 2";
switch (str) { [l or switch (s)

case "host1":
printf("s = hostl\n");
br eak;

case "host 2"
printf("s = host2\n");
br eak;

def aul t:
br eak;
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8.4 |teration Statements

An iteration statement causes a statement called the loop body to be executed repeatedly until the controlling
expression compares equal to 0. The loop body of an iteration statement is a block.

8.4.1 WhileLoop

The syntax of a whi | e statement is as follows:

whi | e( expr essi on)
st at enent

The evaluation of the controlling expression takes place before each execution of the loop body.
The loop body is executed repeatedly until the controlling expression compares equal to O.
For example, the following code fragment

int i =0;
whi | e(i <5) {
printf("od ", i);
i ++;
}
will output
012314

8.4.2 Do-WhileLoop

The syntax of a do- whi | e statement is as follows:

do
st at enent
whi | e( expression);

The evaluation of the controlling expression takes place after each execution of the loop body. The loop
body is executed repeatedly until the controlling expression compares equal to 0.
For example, the following code fragment

int i =0;

do {
printf("i = %\n", i);
i ++;

} while(i<b);

will output
012314

The following code fragment

int i = 10;
do {

printf("i = %\n", i++);
} while(i<b);
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will output
10

As shown in this example, the loop body is executed before the controlling expression is evaluated. The
following code fragment with a while-loop will have no output, because the controlling expression of the
while statement is evaluated first with a value of 0.

int i =10;
whi | e(i <5)
printf("% ", i++);

8.4.3 For Loop

The syntax of a f or statement is as follows:

for(expressionl; expression2; expression3)
st at ement

The expression expressionl is evaluated as a void expression before the first evaluation of the controlling
expression. The expression expression? is the controlling expression that is evaluated before each execution
of the loop body. The expression expression3 is evaluated as a void expression after each execution of the
loop body. Both expressionl and expression3 can be omitted. An omitted expression2 is replaced by a
nonzero constant.

The for-loop is semantically equivalent to the following while-loop

expr essi onl;

whi | e( expression2) {
st at enent
expressi on3;

}

For example, the following code fragment
int i;
for(i=0; i<5; i++)
printf("% \n", i);
will produce the same output of
012314
as in a while-loop of
int i =0;
whi | e(i<5) {
printf("% ", i);
i ++;
}

More complicated expressions can be used in a for-loop statement as shown below.
int i, j=10;
for(i=0, j=10; i<10&& >0; i++, j--) {
printf("i=%@\n", i);
printf("j=%\n", j);
}
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8.4.4 Foreach Loop

The syntax of a f or each statement is as follows:

foreach(token; exprl; expr2; expr3)

st at ement

foreach(token; exprl; expr2)
st at ement

foreach(token; exprl)
st at ement

The foreach loop is used to handle iterations based on the condition of string type or pointer to char. The
expressions exprl, expr2, and expr3 shall have string type or pointer to char. The identifier token also shall
have string type or pointer to char. In each iteration, the variable token takes a token from the original
expression exprl separated by the delimiter expr3. The loop body is executed repeatedly until t oken
is a NULL pointer or the same as expr 2. This is achieved by comparing the controlling expression
(token==NULL || expr2!=NULL && !strcnp(token, expr?2)) to0. The omitted expr2 and
expr3 are replaced by NULL and ” ;”, respectively.
As an example, the following code

char *token, *str="ab:12 cd ef", *cond="cd", *delimt=" :";
foreach(token; str; cond; delimt)
printf("token= %\n", token);
printf("after foreach token = %\ n", token);
printf("after foreach cond = %\n", cond);
printf("after foreach delim= %\n", delinit);

gives the output of

t oken= ab

t oken= 12

after foreach token = cd
after foreach cond = cd
after foreach delim=

In this example, the delimiters for token are characters of blank space and colon as shown in the value for
the variable del i m t in the program. The code below will create three directories dirl, dir2, and dir3 in
the current directory.

string_t token, str="dirl dir2 dir3";
foreach(token; str) {
nkdi r $t oken

}

8.5 Jump Statements

A jump statement causes an unconditional jump to another place. To jump from one function to other
function, functions setjmp() and longjmp() in header file set j np. h should be used.
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85.1 Break Statements

The br eak statement provides an early exit from f or, whil e, do-while, foreach loops and
SWi tch. A break causes the innermost enclosing loop or switch to be exited immediately. A break
statement shall appear only in a switch body or loop body. For example, the following code fragment
int i;
for(i=0; i<5; i++) {
if(i == 3) {
br eak;

}
printf("% \n", i);

}

will produce the output of

012

85.2 Continue Statements

Thecont i nue statement causes the next iteration of the enclosing f or, whil e, do-whil e, foreach
loop to begin. A continue statement shall appear only in or as a loop body. In each of the statements

while (/* ... */) { do {
[* ... x] [* ... */
conti nue; conti nue;
[* ... x] % ... */
contin: ; contin: ;
} } while (/+ ... */);
for(/~ ... */) { foreach (/+ ... */)
[* ... *] [ ...
conti nue; conti nue;
[* ... x] [* ... */
contin: ; contin: ;
} }

unless the continue statement shown is in an enclosed iteration statement in which case it is interpreted
within that statement, it is equivalent to goto contin;.
For example, the following code fragment
int i;
for(i=0; i<5; i++) {
if(i == 3) {
conti nue;

}
printf("% \n", i);

}

will produce the output of

0124
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8.5.3 Return Statements

A return statement terminates execution of the current function and returns control to its caller. A function
may have any number of return statements. If a return statement with an expression is executed, the value
of the expression is returned to the caller as the value of the function call expression. If the expression
has a type different from the return type of the function in which it appears, the value is converted as if by
assignment to an object having the return type of the function. A return statement with an expression shall
not appear in a function whose return type is void. A return statement without an expression shall only
appear in a function whose return type is void.

8.5.4 Goto Statements

A goto statement causes an unconditional jump to the statement prefixed by the named label in the enclosing
function. A goto statement can transfer control either forward or backward within a function. For example,

for (/* ... */[)
for(/= ... =) {
[+ ... *]

i f (emergency)
goto hospital;
}
% ... =]
hospital:
emer genceaction();

void funtl(int j)
{
int funt2(int j)
{
i f(j>10)
goto | abel 1;
j = 10;
}
funct2(j)
| abel 1. exit(1);

}

In a nested function, the flow of control can jump from an inner function to the enclosing outer function,
where the label is defined. But, it cannot jump from an enclosing outer function to an inner function. For
example,

int task() {
int taskl() {
[* ... */
i f(student)
got o school ;
[* ... */
}
int task2() {
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[+ ... */
i f(tolean)
goto school ;
[+ ... *]
}
school :
study();

void funtl(int j)
{
i f(j>10)
goto labell; // Error: going INTO scope of inner function
j = 10;
int funt2(int j)
{
| abel 1:
[+ ... */
}
funct2(j)

}

A goto statement shall not jump from outside the scope of an identifier having a variably modified type
to inside the scope of that identifier. A jump within the scope, however, is permitted.

goto | ab3; /1l Error: going |INTO scope of VLA
{
doubl e a[n];
a[j] = 4.4;
| ab3:
a[j] = 3.3;
goto | ab4; /1 OK, going WTHI N scope of VLA
a[j] = 5.5;
| ab4:
a[j] = 6.6;
}
goto | ab4; /1l Error: going |INTO scope of VLA

8.6 Labeed Statements

The syntax for labeled statements is as follows:

| abel ed- st at enent :
identifier : statenent
case constant-integral expr : statenent
case string-expr: statenent
default : statenent
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A case or default label shall appear only in a Switch statement. Label names shall be unique within a
function. Any statement may be preceded by a prefix that declares an identifier as a label name. Labels in
themselves do not alter the flow of control. Label names have function scope.
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Pointers

Pointer is defined as a variable which contains the address of another variable or dynamically allocated
memory. If we have a pointer variable of type poi nter t o i nt, it might point to an int variable, or to
an element of an array of int type. Pointer is essential for programming in C and Ch. It is also useful for
interfacing with hardware.

Pointers in Ch are C compatible. Ch uses pointers explicitly for arrays, structures, functions, classes and
simple data types. There are two basic operators for pointer. They are the indirection operator “*’ and the
address operator ‘&’. They are used in the following context.

1. To declare a pointer, add the operator ‘** in front of its name.

2. To obtain the address of a variable, add the operator ‘&’ in front of its name.

3. To obtain the value of a variable, add the operator ‘*’ in front of a pointer’s name.

Variables of pointer type can be declared similar to variables of other data types. For example,

int =p, i;

declares p as a pointer to int and i as an int. The expression * p is the type int. We can have a pointer to any
variable type. Note that a pointer must be associated to a particular type. There is one exception: a “pointer
to void” is used to hold any type of pointer but cannot be dereferenced itself.

The unary operator ‘& gives the “address of a variable”. The expression & means the address of
variable i . The dereference operator ‘*’ gives the “contents of an object pointed to by a pointer”. The
expression * p represents the value stored in the location pointed to by variable p. It is different from the
multiplication operator and is also different from its use in declaration of variables of pointer type.

Therefore, the programming statement

p = &;

will set the pointer p to the address of i . After that, the equality *p == i holds.

9.1 Pointer Arithmetic

As mentioned above, pointers do not have to point to a simple variable of scalar type. They can also point
to an element of an array. For example, we can write

int *p;

int a[10];

p = &[3];
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and we would end up with p pointing at the fourth element of the array a. Note that by default the array
index starts at O, instead of 1. The situation is illustrated below

a[0] a[1] a[2] a[3] a[4] ... a[9]
I
p

The pointer p can be used just like the one in the previous section. The expression * p gives what p points
to, which in this case is the value of a[ 3] .

Once we have a pointer pointing at an element of an array or dynamic allocated memory, we can perform
pointer arithmetic. Given that p is a pointer to a[ 3] , we can add 1 to p,

p+1

In Ch and C, adding one gives a pointer to the next cell. The following code assigns this new pointer to
another pointer variable p2.

int xp2;
p2 = p + 1;

Now the relation of pointers and array becomes

a[0] a[1] a[2] a[3] a[4] ... a[9]
| I
p p2

The programming statement
*p2 = 4;

will set a[ 4] to 4. We can compute a new pointer value and use it immediately as shown below.
*(p +1) =5

In this example, we have changed a[ 4] again, setting it to 5. The parentheses are needed because the unary
operator * has higher precedence than the addition operator. If we wrote * p + 1, without the parentheses,
we would be fetching the value pointed to by p, and adding 1 to that value.

Besides adding one, any number can be added to or subtracted from a pointer. If p still points to a[ 3],
then

*(p+5) = 7;

sets a[ 8] to 7, and

“(p-2) =4
sets a[ 1] to 4.
The increment operator ‘++’ and decrement operator ‘- - > make it easy to do two things at once. The

expression like * p++ accesses what p points to, while simultaneously incrementing p so that it points to the
next element. The preincrement form * ++p increments p, then accesses what it points to. Note that (*p)++
increments what p points to.

Pointer to characters is commonly used. A string can be defined in Ch as shown below.

char * stri;
string_t str2;
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The following example illustrates how pointers can be used to handle strings.
char dest[100], src[100];
char *dp = dest, *sp = src;

strcpy(src, "abcd");
/= copy src to dest =/

while(*sp !'="\0")
*dp++ = *sp++;
*dp = '\0";

In the above example, pointers to char are used to copy a string in array Sr C.

When pointer arithmetic is performed, make sure it is within the valid range. For example, if the array
a has 10 elements, you can’t access a[10] or a[-1], because by default the valid subscript for a 10-element
array ranges from O to 9.

Besides through an explicit pointer, the elements of an array can be accessed through the array name
itself. It is because the array’s name is a pointer to the first element in the array in C and Ch. Therefore, the
statement

p =g
is equivalent to
p = &[0];

Both of these two statements make the pointer p point to the first element of array a. Furthermore, the third
element of array a can be accessed as follows

int aa2 = *(a+2); // obtain the value of the third el enent
*(a+2) = 5; /[l assign 5 to the third elenent of a

9.2 Dynamic Allocation of Memory

A problem using fixed-size array is that either it is too small to handle special cases, or it is too big and
the resource is wasted. Without using variable length arrays, this problem can be solved by dynamically
allocated memory using the standard functions malloc(), calloc(), or realloc() as well as the operator new.
The order and contiguity of storage allocated by successive calls to the functions calloc(), malloc(), and
realloc() is unspecified. The pointer returned if the allocation succeeds is suitably aligned so that it may be
assigned to a pointer to any type of object and then used to access such an object or an array of such objects
in the space allocated (until the space is explicitly freed or reallocated). Each such allocation shall yield
a pointer to an object disjoint from any other object. The pointer returned points to the start (lowest byte
address) of the allocated space. If the space cannot be allocated, a null pointer is returned. If the size of the
space requested is zero, the behavior is platform-dependent: either a null pointer is returned, or the behavior
is as if the size were some nonzero value, except that the returned pointer shall not be used to access an
object. The value of a pointer that refers to freed space is indeterminate.
As an example, we can allocate a piece of memory and copy a string into it with the function strcpy()
as shown below.

char *str = "abcd", =*copy;
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/= +1 for NULL term nator =*/
copy = (char *)malloc(strlen(str) + 1);
strcpy(copy, str);

Remember that all strings have a terminating \ 0’ character which is not included by strlen(). The number
of bytes for string str isstrl en(str)+1,notstrlen(str).

Ch has a sizeof operator which computes the size, in bytes, of a variable or type. It’s useful to allocate
memory for variables whose sizes are unknown to the users. To allocate space for 100 ints, we could use

int *p = (int *)malloc(100 * sizeof(int));

Obviously, no computer has an infinite amount of memory available. If we call malloc(1000000000),
or if we call malloc(10) 100,000,000 times, the system is probably going to run out of memory. When
the function malloc() is unable to allocate the requested memory, it returns a NULL pointer. Therefore,
whenever you call malloc(), it is important to check the returned value before using it. A call to function
malloc() with an error check is shown below.

int *p = (int *x)mall oc(100 * sizeof (int));
i f(p == NULL)
{
printf("out of memory\n");
exit(1);
}

If function malloc() returns NULL, the code should return to its caller, or exit from the program entirely
after printing the error message. It cannot proceed with the code that would have used the memory pointed
to by p. A good application example of dynamic allocation of memory is to create a linked list which will
be described in Chapter [I8]

Unlike automatic-duration variables, dynamically allocated memory does not automatically disappear
when a function returns. Just as you can use function malloc() to control exactly when and how much
memory you allocate, you can also control exactly when you deallocate it. In fact, many programs use
memory on a transient basis. They allocate some memory, use it for a while, but then reach a point where
they don’t need that particular piece any more. Because memory is not inexhaustible, it’s a good idea to
deallocate (that is, release or free) memory you are no longer using.

Dynamically allocated memory is deallocated with the function freg(). Dynamically allocated memory
using operator New can be deallocated by operator delete, which will be described in Chapter Ifp
contains a pointer previously returned by function malloc(), you can call function

free(p);

to release the memory dynamically allocated. After calling f r ee( p) , it is most likely the case that p still
points at the same memory in C. However, p will be set to NULL in Ch after it is deallocated. So long as
we check to see if p is non-NULL before using it again, we won’t misuse any memory via the pointer p.
Ch supports functions which return pointers. This is useful for allocating memory within functions.
Below is a simple example of a function returning a pointer to int.
int =fnl() {
int *p = (int *)malloc(sizeof(int));
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return p;

}

The memory which is dynamically allocated by function malloc(), inside function f n1( ), can be freed in
the calling function.
Note that the code below is invalid.

int xfn2() {
int k;

k = 5;

/* return address of kx*/
return &K;

}

The function f N2() tries to return the address of local variable kK. When the function f n2() returns, the
memory for variable k will be deallocated automatically.

9.3 Arraysof Pointers

Like C, Ch supports arrays of pointers since pointers are variables themselves, such as

int (*p1)[3], al1[2][3], a2[3][3];

pl = al; /1 pl[i][j]l<=>allillj]
pl = az; /1 pl[i][j]l<=>a2[i]llj]
int *p2[3]; /'l declares an array of 3 pointers to ints.

Arrays of pointers are very useful in some cases. Consider the following code fragment.

char m[7][10] = {"Sunday", "Monday", "Tuesday", "Wdnesday",
"Thur sday", "Friday", "Saturday"};

char =n2[7] = {"Sunday", "Monday", "Tuesday", "Wdnesday",
"Thur sday", "Friday", "Saturday"};

Variable il is a two-dimension array of char whereas N is an array of pointer to char. The memory layout
for ml and N are shown in Figures 0.1l and respectively.
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10

m1<—>

Sunday\0
Monday\0
Tuesday\0

7 Wednesday\0
Thursday\0
Friday\0
Saturday\0

Figure 9.1: 2D array.

7

-

T Sunday\0
7

m2[0] -
m2[1] —— [Monday\0

m?2 [6] ~ 9
\ Saturday\0

Figure 9.2: Array of pointers.

The advantage of using N is that each pointer can point to arrays with different length rather than the fixed
length of 10 bytes. This can be illustrated by the code below.

[* three text lines */
char *p[3] = {"ABC', "HI JKL", "EF"};

char =t np;
tnrp = p[1];
p[1] = p[2];
p[2] = tnp;

This example demonstrates how an array of pointers can be used to eliminate complicated storage manage-
ment and overheads of moving lines. In this example, the original strings of different lengths pointed to by
pointers p[ 0] , p[ 1] and p[ 2] are shown in Figures 0.3l Without moving and copying characters in these
strings, the contents pointed to by pointers p[ 1] and p[ 2] are swapped by swapping values of pointers as
shown in Figures
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p[o] | ——m= [ABCYO

P[1] | — |HUKL\O

PRI [ —— |EFO

Figure 9.3: Before swapping texts.

po] | —— [ABCW
P[1] ::><:: HIJKL\O
P[2] EF0

Figure 9.4: After Swapping texts.

9.4 Pointersto Pointers

Because a pointer of different type is a variable itself, Ch can handle a pointer to a pointer of any type.
Consider the following code

char ch; /1l a character
char *p = &ch; /[l a pointer to ch
char *xpp = &p; /1l a pointer to p

It is visualized in Figure Here * = pp refers to memory address of * p which refers to the memory
address of the variable ch.

ppl p ch
Figure 9.5: Pointer to pointer.

Because char * is used to refer to a NULL terminated string in Ch, one common, and convenient, notion
is to declare a pointer to pointer to char. For example, the code below

char *p = "ab"; // a string
char »xpp = &p; // a pointer to p

declares p as a pointer and pp as a pointer to pointer to char as is illustrated in Figure
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’\0’

ppl %

Figure 9.6: Pointer to string.

Furthermore Ch supports several strings being pointed to by a double pointer as shown in the commands

below.

> char =*pp;

> pp = (char**)mal | oc(3*si zeof (charx));
4006c¢8d0

> pp[0] = "ab";

ab

> pp[ 1] "py";
py

> pp[ 2]
00000000

NULL;

The memory layout for the above code is illustrated by Figure

’\0’

pp

’\0’

NULL

Figure 9.7: Pointer to strings.

We can refer to individual strings by pp[ 0] and pp[ 1] . Semantically this is identical to the declaration
of char =*pp[] . The double pointer is useful for command line argument handling of function main().
Pointers to pointers are also useful for dynamic allocation of memory. For the program below,

void fn3(int xxp) {
*p = (int *x)mall oc(sizeof(int));
** P = b;

}

int main() {
int *p;

fn3(&p);
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}

the memory for pointer p in calling function main() is allocated by function f N3() .
Interactive Ch shell is especially useful for understanding how pointer works as shown in the following
interactive execution of programming statements with pointer and double pointer.

>int i, *p

>p =& /] assign address of i tp p
1c4228

> xp = 90

90

> printf("i = %\n", i);

i =90

> int x*p2

> p2 = &

1c3c38

> printf("«+xp2 = %@\ n", *+xp2)
**p2 = 90

> dixxp [ i * (*p)

8100

>
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Functions

A Ch program is generally formed by a set of functions, which subsequently consist of many programming
statements. Using functions, a large computing task can be broken into smaller ones; a user can develop
application programs based upon what others have done instead starting from scratch. The performance and
user friendly interface of functions are critical to a programming language. In Ch, it is guaranteed that all
function calls to a function are governed by a prototype, that all the prototypes for the same function are
compatible, and that all the prototypes match the function definition even for a program that is divided into
many separate files.

All functions, including the main function mai n(), in C are at the same level; functions cannot be
defined inside other functions. In other words, there are no internal procedures in C. Ch extends C with
nested functions. Functions in Ch not only can be recursive, but also nested, which means that a function
can call itself as well as can define other functions inside the function. With nested functions, details of
one functional module can be hidden from the other modules that do not need to know about them. Each
module can be studied independent of others. Software maintenance is the major cost of a program. People
who were not involved in the original design often do the most program maintenance. Nested functions
modularize a program, thus clarifying the whole program and easing the pain of making changes to modules
written by others. Nested functions are very useful for information hiding and modular programming.

Although adding nested functions to C is a conservative enhancement to the language, addition of any
new feature into the standard needs a careful examination of its potential impact on the language as a whole.
The new feature should be a natural extension to C, namely, in the so-called spirit of C; it must not break
all currently existing codes. With nested functions, local functions can be defined inside other functions. In
the spirit of C, functions in Ch can not only be nested, but also recursive. In other words, a function can call
itself either directly or indirectly. This is especially important for writing function files. Functions defined
inside function files are treated as if they were the system built-in functions in a Ch language environment.
This chapter, therefore, first describes how functions are handled in the C standard-conforming manner, then
presents new linguistic features of nested functions as they are currently implemented in Ch in the spirit of
C.

10.1 Call-by-Value versus Call-by-Reference

In general, arguments can be passed to functions in one of two models: call-by-value and call-by-reference.
In the call-by-value model, the values of the actual parameters are copied into formal parameters local to
the called function. When a formal parameter is used as an lvalue (the object that can occur at the left side
of an assignment statement), only the local copy of the parameter will be altered. In the call-by-reference
method, however, the address of an argument is copied into the formal parameter of a function. Inside the
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called function, the address is used to access the actual argument used in the calling function. This means
that when the formal parameter is used as an lvalue, the parameter will affect the variable used to call the
function. FORTRAN uses the call-by-reference model, whereas the convention in C is call-by-value. If it is
desired that the called function alter its actual parameters in the calling function in C, the addresses of the
parameters shall be passed explicitly. However, in C++ and Ch, arguments can be passed by reference with
reference type described in next Chapter.

10.2 Function Definitions

A function can be defined in the form of

return_type function_name(argunent decl aration)

{
}

Parts of the above function definition may be absent. The r et ur n_t ype can be any valid type specifier.
The function definition in Ch must begin with a type specifier even for functions that return int.

The traditional function definition, known as K&R C, is also supported in Ch. Although obsolescent, in
this notation, parameter identifiers in a function definition are separated by the declaration list.

Declaration statements can be mixed with executable statements. For example, in the code fragment

statenents

int funct(int i)

{
i = 3;
int j;
return i;
}
the variable j is declared after the execution statement i = 3. The lexical level of parameter variables for

arguments of a function is lower than that of local variables defined inside the function. When an identifier
is used as both parameter variable of the function and its local variable, the variable will be treated as the
argument of the function before the declaration statement that declares it as a local variable. After the
declaration statement, the variable becomes the local variable within the function. Therefore, unlike in C,
one may use the same identifier as both the argument of the function and its local variable as shown in the
following example.

int funct(int i, j)
{
printf("i =% \n", i);// use i as the argunent paraneter
int j=1, i=1; [/ i and j are initialized to 1
j =i +8 +4j; /!l use i and j as local variables
return j; /1 return the local variable j with 10
}

In Ch, variables are guaranteed to be initialized to zeros when they are declared. In the above function
funct (), the identifier i that contains the value of the argument parameter is printed out by the output
function printf(). The identifier i then becomes a local variable after the declaration statementi nt j, i.
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The name j is used as both an argument and a local variable of the function. The variable j is declared as a
local variable before it is invoked inside the function. The value passed from the calling function will never
be used inside the function. In other words, the local variable hides the argument parameter of the function.

It should be pointed out that, in C, the function f unct () in the above example has to be defined as
int funct(int i, int j).Thetypedeclarators for the subsequent arguments can be omitted in Ch
if they have the same type as the previous one. However, if the identifier in the argument list is also a typedef
name, the type declarator cannot be omitted as shown below.

typedef int |NT;
int funct(int i, int INT) // int funct(int i, INT) is an error
{

| NT =90;

[ ... x/

The r et ur n statement can be used to return a value from the called function to the calling function as
in

return expr essi on;

Any expression can follow r et ur n, parentheses around the expression are optional. The expression will
be converted to the return type of the function if necessary. But if the expression cannot be converted to the
return type of the function according to the built-in data type conversion rules implicitly, it is a syntax error.
For example,

int funct()
{
int *p;
return p; /1 ERROR wrong return data type
return (int)p; // OK C type conversion
return int(p); // OK functional type conversion

}

If the return type is not void, a return statement is necessary at the end of the function; otherwise, the default
zero will be used as the return value and a warning message will be produced by the system. For example,

> int funct(){}
WARNI NG mi ssing return statenent for function funct() and \
default zero is used

In other words, the function will be handled as if a return statement with a return value of zero was present
before the closing right brace. Here, the value of zero is used in a general sense. For example, zero of int is
0, zero of float is 0.0, zero of a pointer is NULL, and zero of complex is complexZero. Furthermore, if the
return type is not void, the expression following return is necessary; otherwise, the default zero will be used
as the return value and a warning message will be produced. For example,

int funct()
{

}

return; // WARNING nissing return expression and use default zero
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However, the calling function can freely ignore the returned value. For example,

int funct(int i)

{

return i +1; /[l the sane as 'return (i+1);
}
funct (5); [l ignore the return val ue

If a function is defined without returning anything, the return data type should be voi d. It is an error to
call the function with the return type of VOi d in a context that requires a value. For example,

void funct(int i){}
int k;
k = funct(3); /'l ERROR | value and rvalue are not conpatible

If the return type is void, the return statement is optional. But, if there is an expression following return,
it is a syntax error. For example,

void funct (int i)

{
if(i == 3)
{
printf("i is equal to 3 \n");
return i; /! ERROR return int
}
else if(i > 3)
{
printf("i is not equal to 3 \n");
return; /] K
}
i = -1;
}
funct (2);

If the number of the arguments passed to the called function by the calling function is less than that in the
function definition, it is a syntax error. For example,

int funct(int i, j){return i}
funct (8) /1 ERROR fewer paranmeters are passed to funct(),

On the other hand, if the number of actual arguments is more than the number of the formal definitions, it is
also a syntax error. For example,

int funct(int i){return i}
funct (8, 9) /1 ERROR nunber of argunments is 2, need 1 argunent

Both system built-in and user-defined functions can be used as arguments of functions in Ch. System

built-in functions will be handled polymorphically. Furthermore, a function itself can be used as an argument
of the function. For example, in Program the arguments of the function call f unct 2( abs(-6),
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funct1(funct1(2)), funct2(1, 2, 3)) are the system built-in function abs( ) , user-defined func-
tion f unct 1() which uses itself as the argument, and the function f unct 2() itself.

#i ncl ude <stdi o. h>

int functl(int j) {
return 2+j;

int funct2(int j1, j2, j3) {
return j 1+ 2+j 3;

}

int main () {
int i;
i = funct2(abs(-6), functl(functl1l(2)), funct2(1, 2,3));
printf("i =9% \n", i); // output: i = 20

}

Program 10.1: Using functions as arguments of a function

10.3 Function Prototypes

The type checking for the return value and arguments of functions in Ch is more rigorous and consistent
than in C, which can help users detect some hidden bugs in a program. In C, when a program is divided into
many source files, the compiler is not required to check that

e all calls to a function are governed by a prototype,
e all the prototypes for the same function are compatible,
e or all the prototypes match the function definition.

But, Ch can check all these even for a program that is divided into many separate files. In Ch, the data type
of an actual argument of the calling function can be different from that of the formal argument of the called
function so long as they are compatible. The value of an actual argument will be converted to the data type
of its formal definition according to the built-in data conversion rules implicitly at the function interface
stage. However, the data types for the same argument in different function prototypes for the same function
must be the same even in different files. Likewise, the return types of different function prototypes for the
same function must also be the same. For example,

int functl(int i); /1l return and argunent types are int

int functl(float f); /! ERROR change data type of argunent
int functl(void v); /1 ERROR change data type of argument
int functl(int & ); /1 ERROR change data type of argunent
float functl(int i); /'l ERROR change return type of function
void functl(int i); /1 ERROR change return type of function
funct 1(5); IO

funct 1(5.0); // OK, 5.0 converted to 5
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int funct2(int i)

{
int funct3(int j); [l return and argunent types are int
}
int funct3(int i)
{1}
int funct3(int *p); /1 ERROR change data type of argunent

There can only be one function definition at a given lexical level in a program. For example,

int functl(int i){};
int functl(int i){}; /1 ERROR: redefine functi()

The variable and function names cannot be the same at the same lexical level. For example,

int funct?2;
int funct2(int i){}; /'l ERROR redefine funct2
int funct3;
int funct4(int i)
{

int funct3(int i); /1 ERROR redefine funct3
}

where names f unct 2 and f unct 3 have been defined as simple variables before they are to be defined as
functions.

Parameter names must appear in function definitions, but the parameter names for arguments of func-
tion prototypes may not be included although they can help in documenting functions and improving the
readability of the program. For example, the following two function prototypes are the same

int funct(int);
int funct(int i);

Functions that have more than one argument can be prototyped in the same manner. For example

int functl(int, int);
int funct2(int, float);

Arguments of pointer types can also be prototyped without parameter names. For example,

void funct(int =, float », conplex *x*);
void funct(int *xip, float *fp, conplex *+xzp){ }

If the subsequent arguments have the same basic data type, the type specifier in function prototypes can be
omitted after the first argument. For example,

void functl(int *xip, *jp, **xip2);
void functl(int =, *, xx*);

void funct2(int, , );

void funct2(int, int, int);

void funct2(int i, j, int k);

161



CHAPTER 10. FUNCTIONS
10.3. FUNCTION PROTOTYPES

Parameters with names and parameters without names can be mixed in function prototypes. For example,

void funct(int, », float f)
void funct(int i, *p, float);

Functions requiring no argument can be prototyped with the single type specifier voi d or voi d followed
by a dummy parameter name. For example,

voi d funct(void);
voi d funct(void){ }

Arguments of arrays and arrays of pointers can also be prototyped without parameter names. For example,

void funct(int =[], *[3], [][3], char []);

int xap[10], *bp[3], a[10][20], ca[3];

funct (ap, bp, a, ca);

void funct(int =ap[], *bp[3], a[][3], char c[]){ }

Similarly, pointer to arrays and arrays of assumed-shape in function arguments can be prototyped without
parameter names. For example,

int a[10][10];

void funct(int (*)[3], [:1[:1);
void funct(int (*a)[3], b[:]1[:]1){ }
funct(a, a);

References to basic data types and references to pointers can be handled in the same manner. For example,

int i, *pl, **p2;

void functl(int & & &, &*=*);
funct1(i, i, pl, p2);

void functl(int &, &, &pl, &=*p2){ };

If no argument in a function prototype. the argument type compatibility checking will be turned off in
Ch. But the return type of the function will still be checked. Both ISO C and K&R C function prototypes
can be mixed in a program, but for prototypes in C style, both return type and arguments will be checked.
The first C function prototype or the function definition determines the number and data types of the argu-
ments of the function. For example, in Program the argument of the first C function prototype in i nt
funct 1(int i) will be used to check other C function prototypes and function calls prior to the defini-
tion of the function f unct 1() . Note that the function f unct 5() requires no argument and its function
definition in Program is the same as voi d funct 5(voi d){ }. It should be pointed out that the
K&R C function prototypes are error-prone. The K&R C function prototype should not be used for writing
new code.

Functions can occur in any order in a Ch program. If the function is called before it is defined, int is
assumed to be the return type of the function. The number of arguments and their data types will be decided
by the first C function prototype or the function definition. In other words, when the function f unct () has
not been defined before it is invoked, it will act as if it had been prototyped by i nt funct (). This can
be illustrated by various programming examples in Program After the function definition, the number
of arguments and their data types in the definition of the function, rather than those in a function prototype,
will be checked against actual arguments in subsequent function calls. The function prototypes can be used
multiple times so long as they are compatible each time. But, if the return value of a function is not int, a
function prototype must be used before the function can be called as shown in Program [10.4l
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nt functl();
nt functl(int i);

[
[
int functl(int i, j);
[
[
[

nt functl(int =p);
nt functi1();
nt functl(int i){ }

conpl ex funct2(int i){ }
int funct2();

int funct2(int i);

conpl ex funct2(int i);

int funct3(int i)
{
int funct4();
int funct4(int i);
int funct4(int i, j);
}
int funct4(int i)

{}

voi d funct5();

void funct5(void);
voi d funct5(void v);
void funct5();

void funct(int);
void funct5(){ }

Il
Il
Il
Il
Il
Il

Il
Il
Il
Il
/1

Il
Il

Il
Il
Il

CHAPTER 10. FUNCTIONS

return type is int,
argunment is an int
ERROR: change nunber of argunent

ERROR: change data type of argunent

OK to repeat the sane function prototype
function definition

i gnore argunents

return type is conpl ex,

argunent is an int

ERROR: change return type of function
ERROR: change return type of function
K

argument is an int
ERROR: change nunber of argunent

(014
ERROR: change data type of argunent
function definition

Program 10.2: K&R and ISO C function prototypes.
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funct1(3); /1 by default, functl() return int;
void functl(int i) { } /1 ERROR change return type of function
int i;

funct3(3); /1 by default, funct3() return int;

int funct3(int i) { }// WARNING missing return statenent and default zero is returned

int i;
funct4(3); /1 by default, funct4() return int;
int funct4(int i)
{ return; } /1 WARNI NG m ssing return expression, use default zero
funct 5(8) /1 WARNI NG fewer paraneters are passed to funct(),
/1 default zeros are used for missing ones
int funct5(int i, j){return i}
funct 6(8);
int funct6(int i){return 3} Il XK
funct 7(8)
int funct7(int i){} // WARNING nissing return statement, use default zero
funct 8(8)
void funct8(int i){} // ERROR change return type of function
funct 9(8)
int funct9(float f){return (int)f} // K
funct 10(8) /1 ERROR non ptr value passed to ptr
int funct10(int *p){return 3} /1 K

Program 10.3: Sample programs using default prototypes.

void functl(int i) { }

int funct(int i)

{
void funct1(int i); [// redundant prototype K
void funct2(int i); // nmust have prototype
int funct3(int i); [/ can be omtted by default
funct 1(i);
funct 2(i);
funct3(i);

}

void funct2(int i) { }

int funct3(int i) { }

Program 10.4: Examples where prototypes are optional or required.
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int main() { /1 level 1 for nain
funct (1);
}
int funct(int j) Il level 2 for funct and level 2 for |
{
if(j <= 3)
{
printf ("recursively call funct() j = % \n", j);
j
j = funct(j);
}
el se
printf ("exit funct() j =% \n", j);
return j;

}

Program 10.5: Direct recursive functions

10.4 Recursive Functions

Functions can be used recursively. In other words, a function can call itself directly as shown in Pro-
gram The output of Program is as follows:

recursively call funct() j = 1

recursively call funct() j = 2

recursively call funct() j = 3

exit funct() j= 4

When a function calls itself recursively, each function call will have a new set of local variables. Inside
a recursive function, conditional statements, such as i f - el se, are normally needed in order to exit the
function and return the control flow of a program to the calling function. A function may also call itself in-
directly as shown in Program[10.6l In Program[10.6] functions f unct 1() and f unct 2() call themselves
indirectly, the function f unct 2() calls the function f unct 2() whereas f unct 2() calls funct 1().
The output of Program [10.6]is displayed in Figure

10.5 Nested Functions

In the spirit of C, the function definition with nested functions in Ch takes the form of

return_type function_name(argunent decl aration)

{

statenents
function_definitions

}

or

return_type function_name(argunent decl aration)
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int main() {

funct1(1);
}
int functl(int i)
{
i = funct2(i);
printf ("exit functl() i = 9% \n", i);
return i;
}
int funct2(int j)
{
if(j <= 3)
{
printf ("recursively call funct2() j =% \n", j);
j+
j = functl(j);
}
el se
{
printf ("exit funct2() j =% \n", j);
j ++;
}
return j;
}

Program 10.6: Indirect recursive functions

recursively call funct2() j =1
recursively call funct2() j = 2
recursively call funct2() j = 3

exit funct2() j = 4
exit functl() i =5
exit functl() i =5
exit functl() i =5
exit functl() i =5

Figure 10.1: Output of Program [10.6
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int i; /1 level 1
void funct1(int i) /1 level 2 for i, level 1 for functl
{
int i; /] level 3
void funct2(int i) // level 4 for i, level 3 for funct2
{
int k;
k =1i; /] use i at level 4
int i=6; /1 level 5
i = 30; /] use i at level 5
printf("k = % \n", k);
}
i = 10+i; /] use i at |evel 3
funct 2(i); // use i at level 3
}
i = 5; // use i at level 1
funct 1(i); /1 output: 10
Program 10.7: Lexical levels in Ch.
{
function_definitions
statenents
}

where statements can be any valid Ch statements and local functions can be defined inside other local
functions. There is no restriction on the number of function nesting in Ch. In this section, the linguistic
features of nested functions will be described.

10.5.1 Scopesand Lexical Levelsof Nested Functions

Variable and function names in Ch are associated with their scopes. The scope of a variable or function name
is a part of the program within which the variable can be used. The scope of the function arguments is the
body of the function. The scope of the variables defined inside a function begins right after its declaration
and ends at the closing right brace for the function definition. Local variables of the same name in different
functions are not related to each other. The same is true for parameters of functions. The scope of a local
function is the function within which the local function is defined. The scope of a top level function in Ch
is the entire program, but the function may have to be prototyped if it is invoked prior to its definition. Note
that, in C, although the scope of all functions is the entire program, consistent function prototypes must be
provided. The inconsistency of function prototypes for the same function in different files cannot be detected
by C compilers, but it can be detected in Ch. The programs in Ch can be much less error-prone.

The lexical level of a variable or function name is the place where it is declared. If we treat the top level
of a program as the first lexical level, the arguments of the top level function are at level 2; the local variables
declared inside the function are at level 3; the argument parameters in a nested function are at level 4; the
local variables defined inside the nested function are at level 5, and so forth. The lexical level ¢ is higher
than the lexical level 7 + 1. These different lexical levels of variables in nested functions are illustrated in
Program [I0.71 In Program [I0.7] the function f unct 2()) is not visible outside the function f unct 1().
The same name can be used for variables and functions at different lexical levels. The part of a program at a
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[

void funct1() { Il leve
void funct2() { // Ilevel
void funct3() // level 3

{}
}

funct 3(); /1 Error: funct3() is at |ower |eve

N

}

Program 10.8: The part of the program at the higher lexical level cannot call functions at the lower level.

voi d funct1()

{
voi d funct2(int i) Il level 4
{
int k; Il level 5
}
void funct22(int i); // level 4
{
int k; /] level 5
}
}

Program 10.9: Arguments and local variables at different local functions are unrelated.

lower lexical level can access variables and functions at a higher lexical level in nested functions so long as
the variables and functions are within their scopes. But the part of a program at a higher lexical level cannot
access variables and functions at a lower lexical level. For example, the function f unct 3() defined at the
lexical level 3 cannot be invoked at the lexical level 2 in Program Arguments and local variables with
the same name in different functions at the same lexical level are unrelated. For example, arguments i and
local variables k of different local functions f unct 2() and f unct 22() in Program are unrelated.
The modification of the variable K inside the function f unct 2() will not affect the variable k inside the
function f unct 22() .

Functions can be defined inside other local functions as shown in Program where the function
funct 3() is defined inside the local function f unct 2() . The number of function nesting is not limited
in Ch. Not only can the name of variables at different lexical levels be the same, but also the name of
functions. If there are several variables with the same name at different lexical levels, the variable with the
lowest lexical level will be used within the scope of all variables. It is also true for functions. For example,
there are three functions with the same name at three different lexical levels in Program [[0.111

All syntax rules for regular functions, such as initialization of local variables, passing arrays of assumed-
shape, and passing arguments by reference, can be applied to nested functions as well. For example, the
variable Al in the local function f unct 2() is initialized as a 3x3 complex array in Program The
first dimension of Al is determined by the number of rows as the array is initialized at the declaration stage.
The float array F is passed to the argument A of the function f unct 2() ; the shape of array A, assumed
from F, is 4x4. The second argument z of the function f unct 2() is passed by reference. The output of
Program printed by the last statement of the function f unct 1() is
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void funct1l(conplex z1) { /1 definition of the function
int i;
conpl ex funct2(conmplex z2) { [/ define local funct before it is used
conpl ex z;
conpl ex funct3(conmplex z3) { // double nested function
return z3;
}
z = funct3(z2);
return z;
}
i = funct2(compl ex(1,2));
}
Program 10.10: Double nested functions in Ch.
void funct() { Il level 1
void funct() { [l level 2
voi d funct () Il level 3
{1}
}
funct(); /1 invoke funct() at level 2
}

Program 10.11: Different functions with the same name at different lexical levels.

void functl(int i)

{
void funct2(conplex Al:]1[:], &z)
{
compl ex A1[][ 3] ={
{ Compl exl nf, Conpl exNaN, | nf},
{-1nf, compl ex(-3,-1), conplex(-7,2)},
{conpl ex(-4,-3), conplex(6, 3), complex(2,1)}
3
z += A[1][2] + AL[1][2];
}

float F[4][4];
conplex z = conpl ex(-3,2);
FL1I[2] = -0
funct 2(F, 2z);
printf("z =% \n", z);
}
funct1(10); /1 output: z = conpl ex(-20.000000, 4.000000)

Program 10.12: Initialization, arrays of assumed-shape, and references in nested functions in Ch.
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voi d funct 1() [l level 1
{
__decl spec(local) float funct2(); // local function prototype
funct 2();
float funct2() /1 definition of the I ocal function
{
return 9;
}
}
Program 10.13: The type qualifier __decl spec(| ocal ) qualifies f unct 2() as a local function.
void funct1() Il level 1
{
__decl spec(local) float funct2(); // required 'l ocal
__decl spec(local) int i; /1 optional 'l ocal
funct 2();
__decl spec(local) float funct2() //optional 'l ocal
{
__decl spec(local) int j; /1 optional 'l ocal
return 9;
}
}

Program 10.14: Optional type qualifier in Ch.

z = conpl ex(-20. 000000, 4. 000000)

10.5.2 Prototypesof Nested Functions

All local functions in the program examples discussed so far have been defined before they are invoked
inside nested functions. The definition of a local function, however, can be placed at any places inside a
function. If a local function is invoked prior to its definition, a local function prototype must be used as
shown in Program [[0.13] In Program [10.13] because the function f unct 2() is used before it is defined, a
function prototype is needed. Since it is a local function, the type qualifier __decl spec(| ocal ) is used
to distinguish a local function from the top level regular C functions. The type qualifier for local functions
can also be placed before the type specifier for declarations of local variables and function definitions inside
a function, but it is optional as shown in Program [10.14l

If a function prototype inside a function is not qualified as a local function by the type qualifier | ocal ,
it is assumed as a top level function. This will guarantee that all existing C code will not break when
nested functions are added to the language. For example, there are two functions named f unct 2() in
Program One is defined inside the main routine mai N() and the other is a top level function.
Inside the function f unct 1(), the prototype voi d funct2(int i) informs the compiler that the
name f unct 2 is a function name with the return data type of void and one argument of int. Because there
is no type qualifier preceding the function prototype, the function f unct 2() is a top level function by
default. Therefore, the subsequent function call of f unct 2(i ) will use the function f unct 2() at the top
level. After the definition of the local function f unct 2() , the function call of f unct 2( 100) inside the
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int main() [l level 1
{
void functl(int i) [l level 2
{
void funct2(int i);
funct2(i); /1 use funct2() at level 1
}
void funct2(int i) [l level 2
{
printf("i = 9% \n", i+1);
}
funct 1(100);
funct 2(100); /1 use funct2() at level 2
}
void funct2(int i) /1 level 1, top |evel
{
printf("i = % \n", i+5);
}

Program 10.15: Function prototypes with no type qualifier are at the top level.

main routine mai n() will use the local function. The output of Program [10.15]is as follows:
i =105
i =101

If a function is called before it is defined, it is assumed that the function is a top level function with the
return type of int. The number of arguments and their data types will be decided by the first occurrence of
the C function prototypes or the function definition. In other words, when the function f unct () has not
been defined at the point where it is called, it will act as if it had been prototyped by i nt f unct (), which
is C compatible. For example, the function f unct 3() in Program is invoked before it is defined or
prototyped. By default, the function f unct 3()) is a top level function that returns a value of int type.

For deeply nested functions, if a function that is defined neither at the top level nor at the same level is to
be invoked, a local function qualifier can be used to prototype the function at the beginning of the function
within which the prototyped function is defined. The function prototypes for this purpose are called the
auxiliary function prototype. In Program [I0.17] the local function f unct 3() can be used by the nested
functions f unct 2() and f unct 4() due to the auxiliary function prototype of __decl spec(| ocal )
voi d funct 3(). The scopes, lexical levels, and function prototypes in nested functions can be further
demonstrated by the four code fragments given in Program

10.5.3 Nested Recur sive Functions

In Ch, whether a function is defined as a local function or top level function has no significant effect on
the memory space and execution speed of a program even in recursive situations. Inside nested functions,
functions can call each other recursively so long as scope and lexical rules of function calls are not violated.
In Program [10.20} the function f unct 1() calls its local function f unct 2() as well as itself recursively.
But, the function f unct 2(') only calls itself recursively. The output of Program is as follows:
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void functl(int i) { Il level 1
void funct2(conplex A[:][:]1);// funct2(): default function at level 1
conpl ex A1[3][3];

i = funct3() +4; /1 funct3(): default function at level 1 return int
funct2(Al);
}
void funct2(complex A[:][:]) { // level 1
Al 1][2] =70;
}
int funct3() { /] level 1
int i=90;
return i;
}

Program 10.16: Functions invoked prior to their definitions and prototypes are at the top level by default.

void funct1() { [l level 1
__decl spec(local) void funct3(); // auxiliary function prototype
void funct2() { Il level 2
funct 3(); [l use funct3() at level 2
void funct4() {
funct 3(); [l use funct3() at level 2
}
funct 3(); /1l use funct3() at level 2
}
void funct 3() /'l level 2
{}
}

Program 10.17: Using the type qualifier __decl spec(| ocal ) to invoke functions at different lexical
levels.
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[ ** EXAVMPLE 1 =/

void functl() { /1
void funct2() { /1
int i;
i = funct3(); 11
}
voi d funct 3() /1
{ }
funct 3(); /1
}
int funct3() /1
{ }

[*+ EXAVPLE 2 *=*/
void funct1() { /1
__decl spec(local) void funct3();
void funct2() { /1
funct 3(); 11
void funct3() { //

__decl spec(! ocal)
funct 3(); /1
void funct3() [/

{}

}

funct 3(); 11
}
void funct 3() 11
{1}
funct 3(); 11

|l evel 1
| evel 2

use funct3() at
| evel 2
use funct3() at

|l evel 1

|l evel 1

| evel 2

use funct3() at
| evel 3

void funct3();
use funct3() at
| evel 4

use funct3() at
| evel 2

use funct3() at

| evel

| evel

| evel

| evel

| evel

| evel

CHAPTER 10. FUNCTIONS

Program 10.18: Illustrative sample programs for scopes, lexical levels, and prototypes of nested functions.

173



10.5. NESTED FUNCTIONS

[ % EXAMPLE 3 **/
void funct2() {
}
void funct1() {
funct 2();
void funct2() {
void funct 3()
{1}
}
}

[ *x EXAMPLE 4 **/
voi d funct 2()

{}
void funct1() {

11
11
11

11
11

11

11

| evel 1

|l evel 1
i nvoke funct2() at
| evel 2

| evel 3
| evel 1
| evel 1

__decl spec(local) void funct2();

funct 2();
void funct2() {
void funct 3()

{}
}
}

11
11
11

i nvoke funct2() at
| evel 2
|l evel 3

| evel

| evel

1

2

CHAPTER 10. FUNCTIONS

Program 10.19: Illustrative sample programs for scopes, lexical levels, and prototypes of nested functions

(continued).
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void functl(int &) [l level 1

{
int funct2(int j) [l level 2

{
if(j <= 3)
{
printf ("recursively call funct2() j =% \n", j);
j++
j = funct2(j);
}

el se

{
printf ("exit funct2() j =% \n", j);
j ++;

}

return j;
}

i = funct2(i);
printf ("after call funct2() i =% \n", i);

if(i < 6)

funct 1(i);

}
funct1(1);

Program 10.20: Direct recursive functions.
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int functl(int i) [l level 1

{
int funct2(int j) [l level 2

{

if(j <= 3)

{
printf ("recursively call funct2() j =% \n", j);
j ++;
j = functl(j);

}

el se

{
printf ("exit funct2() j =% \n", j);
j++

}

return j;
}

i = funct2(i);
printf ("after call funct2() i =% \n", i);

if(i < 6)
i = funct2(i);
return i;

}
funct1(1);

Program 10.21: Indirect recursive functions.

recursively call funct2() j = 1
recursively call funct2() j = 2
recursively call funct2() j = 3
exit funct2() j = 4

after call funct2()i=5

exit funct2() j =5

after call funct2()i=6

In Program [I0.21] the function funct 1() calls its local function funct 2() and the local function
funct 2() calls its upper level function f unct 1( ) . The output of Program[10.21lis as follows:
recursively call funct2() j = 1

recursively call funct2() j = 2

recursively call funct2() j = 3

exit funct2() j = 4

after call funct2()i=5

exit funct2() j = 5

after call funct2()i = 6

after call funct2()i=6
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int functl(int i) [l level 1

{
int funct2(int j) [l level 2

{
if(j <= 3)
{
printf ("recursively call funct2() j =% \n", j);
j ++;
j = funct3(j);
}
el se
{
printf ("exit funct2() j =% \n", j);
j++
}
return j;
}
i = funct2(i);
printf ("after call funct2() i =% \n", i);
return i;
}
funct1(1);
int funct3(int i)
{
i = functl(i);
return i;

Program 10.22: Indirect recursive functions via a top level function.

after call funct2()i=6

In Programs and [10.21] the recursive function calls are restricted within the nested functions only.
In Ch, any nested functions can call top level functions. The indirect recursive function calls with top
level functions can be illustrated by Program where the function f unct 1() calls the local function
funct 2() . The local function f unct 2() calls the top level function f unct 3() which calls the function
funct 1(). Therefore, functions funct 1(), funct2(), and funct 3() form a closed loop. One
programming alternative for Program is to handle both functions funct 1() and funct 2() at
the same lexical level so that the function f unct 3() can be removed as shown in Program The
following output from Program [10.23]is the same as that from Program
recursively call funct2() j = 1
recursively call funct2() j = 2
recursively call funct2() j = 3
exit funct2() j = 4
after call funct2()i=5
after call funct2()i=5
after call funct2()i=5
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int main() {
__decl spec(local) int funct2();
int functl(int i)
{
i = funct2(i);
printf ("after call funct2() i = 9% \n", i);
return i;

}
funct1(l);

int funct2(int j)
{

if(j <= 3)

{

printf ("recursively call funct2() j =% \n", j);
j
j = functl(j);

}

el se

{
printf ("exit funct2() j =% \n", j);
j ++;

}

return j;

Program 10.23: Indirect recursive functions at the same lexical level

178



CHAPTER 10. FUNCTIONS
10.6. USING POINTERS TO PASS ARGUMENTS OF FUNCTION BY REFERENCE

after call funct2()i=5

10.6 Using Pointersto Pass Arguments of Function by Reference

When Ch passes arguments to functions it passes them by value. However, in many cases we may want
to alter the passed argument in the function. Assume a sorting routine try to exchange two out-of-order
elements a and b with the function swap( ) , the following code will not work.

swap(a, b);
where the swap function is defined as

void swap(int x, int y) { // doesn't work as expected
int tenp;

tenmp = x;

X =Y,

y = tenp;
}

Because of call by value, swap() can’t affect the arguments a and b in the calling function. It only swaps
X and Y, which are copies of a and b respectively, inside function swap() .

Pointers can be used to pass the addresses of the variables to the functions and access variables through
their addresses indirectly. Using pointers explicitly, the function call in the program becomes

swap( &, &b)

As mentioned above, the operator ’&’ gives the address of a variable, expression &a is a pointer to a. In this
case, the function swap() should use the addresses rather than the copies of values a and b.

void swap(int *pa, int *=pb) {

int tenp;

temp = *pa; // contents of pointer
*pa = *pb;

*pb = tenp;

}

In the function definition for swap( ) , the parameters are declared as pointers pa and pb, and the variables
a and b in the calling function are accessed indirectly through pointers pa and pb .

10.7 Variable Number Argumentsin Functions

Ch allows a variable number of arguments to be passed to a function. In some application, numbers of
arguments passed to a function are unknown in advance and could be different for different cases. With
this feature, one function could handle argument lists with different lengths for different cases. A typical
function which takes a variable number of arguments is defined as follows:
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Table 10.1: Macros defined in header file stdarg.h for handling variable argument list.

Macro Description

VA_NOARG Second argument for va_start(), if no argument is passed to function
CH_UNDEFINETYPE not an array.

CH_CARRAYTYPE C array.

CH_CARRAYPTRTYPE pointer to C array.
CH_CARRAYVLATYPE | C VLA array.
CH_CHARRAYTYPE Ch array.
CH_CHARRAYPTRTYPE | pointer to Ch array.
CH_CHARRAYVLATYPE | Ch VLA array.

va.arg Expands to an expression that has the specified type and the
value of the next argument in the calling function.

va arraytype Determine if the next argument is an array.

va arraydim Obtain the array dimension of the variable argument.

va_arrayextent Obtain the number of elements in the array of variable argument.

va.arraynum Obtain the number of elements in the array of variable argument.

va._copy Makes a copy of the va list.

va_count Obtain the number of variable arguments.

va datatype Obtain the data type of variable argument.

va_end Facilitates a normal return from the function.

va start Initializes ap for subsequent use by other macros.

va_tagname Obtain the tag name of struct/class/union type of a variable argument.

#i ncl ude <stdarg. h>

typel funcname (arg_list, type2 paramN, ...) {
va_list ap;
type3 v; [l first unnanmed argument

va _start(ap, paranN); // initialize the |ist

v = va_arg(ap, type3d); // get 1lst unnaned argunment fromthe |i st
/1l get the rest of the list

va_end(ap); /1 clean up the argunent |i st

}

where ar g_| i st is the argument list of the named argument, par anmNis the last named argument and Vv is
the first unnamed argument of type t ype3. The data type ChType._t is defined in the header file stdarg.h
also. The standard header file stdarg.h also contains a set of macro definitions which define how to deal
with an argument list. Some of these macros for array types and functions are listed in Table 0.1l

Besides these macros, the type va_list is also defined in header file stdarg.h. It is used to declare an ob-
ject that can hold information of the argument list and refer to each argument in turn. This object is re-
ferred to as ap according to the Ch notational convention. Macros VA_NOARG, va_count, va_datatype,
va arraydim, va_arrayextent, va_arraynum, va arraytype, and va_tagname are usefull for implementa-
tion of polymorphic functions. Depending on the array type of its argument, function va_arraytype() returns
a value in one of the macros CH_UNDEFINETYPE, CH_.CARRAYTYPE, CH_.CARRAYPTRTYPE,
CH_CARRAYVLATYPE,CH_CHARRAYTYPE,CH_ CHARRAYPTRTYPE,CH_CHARRAYVLATYPE
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. Appliction these functions will be described in detail in section

The macro va_start initializes ap to point to the first unnamed argument. It shall be called once before
ap is used. The rightmost named parameter which plays a special role in accessing a variable argument list
is designated par anNhere. It is used by va_start to get started. After that, each call of va_arg() returns one
unnamed argument and steps ap to the next one. The macro va_arg takes a type name as an argument to
determine what type to return and where the next unnamed argument to get is. The data type can be a simple
data type, such as int, pointer, or an aggregate data type, such as class, computational array. Finally, after
all of the arguments have been read and before returning from the function, macro va_end must be called
to clean up the argument list. For example, function f 1() in Program takes a variable number of
arguments. The number of arguments, which is specified by the last named argument, ar g_num can range
from 1 to 6. The output of Program [[0.24]is shown in Program

In C, functions which take variable-length argument lists must have at least one named parameter prior
to the variable parameter list. In Ch, if there is no named argument prior to the variable parameter list,
macro VA NOARG s used by va start to get started. For example, function f 2() in Program takes
no named argument. In this case, VA_NOARGcan be used by va start. The number of arguments passed to
the function can be obtained by macro va_count. The output of Program is shown in Program [10.27]
Ini conjunction with other features, this is useful for function polymorphism.

As an object of va_list, ap can be copied by macro va copy or passed as arguments to functions. In
Program [10.28] the object of va_list ap2 is a copy of ap. The object ap2 has the same state as ap when it
is copied. It means that ap2 points to the same argument as ap points to when it is copied. In this example,
ap2 starts from the second argument in the variable-length arguments list. Each invocation of va_copy
macros shall be matched by a corresponding invocation of the va_end macro. Function f unct 2() takes
an argument of type va_list. In Program [10.28] ap is passed to f unct 2() as an argument. The output of
Program is shown in Program

Using variable number arguments, arrays of different data types can be passed to the same argument of
a function. As an example, the source code for function lindata() with the function prototype

int lindata(double first, double last, ... /* type a[:]...[:] */);

defined in header file numeric.h is listed in Program This function generates linearly spaced data
with initial and final values specified by input arguments f i r St and | ast , respectively. Function lindata()
calls the va_arraynum() function to determine the number of elements of the passed array a. It then uses
this information to generate a linearly space data set. The result is finally copied into array a in the third
passed argument using function arraycopy(). The total number of data points generated is passed as the
return value.

Function arraycopy() defined in header file stdarg.h has the prototype of

int arraycpoy(void *des, ChType_t destype,
void *src, ChType_t srctype, int n);

It can be used to pass results of arrays of different data types from a called function to the calling function
using a variable argument list. In Program array a of int type and computational array b of double
type in the main() function are assigned with linear-spaced values using the function | i ndat a() and
passed back to the calling function as the third argument. The output from Program is shown in
Figure [10.21
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#i ncl ude<st darg. h>
struct tag {int i; float j;};

void fi1(int arg_num ...) {
va_list ap;
int i;
char =*str;
struct tag s;
int *a;
int al;

va_start(ap, arg_num;

if (arg_num<= 1)
return;
if (arg_num>= 2) {
i =va_arg(ap, int);
printf("\'nthe 2nd argunent is %d\n", i);
}
if (arg_num>= 3) {
str = va_arg(ap, char x);
printf("the 3rd argument is %\n", str);
}
if (arg_num>= 4) {
s = va_arg(ap, struct tag);
printf("the 4th argunent s.i is %, s.j is %\n", s.i, s.j);
}
if (arg_num>= 5) {
a = va_arg(ap, int *);
printf("the 5th argument a is %, %, %\n", a[0], a[l], a[2]);
}
if (arg_num>= 6) {
al = va_arg(ap, int);
printf("the 6th argument al is %\n", al);
}

va_end(ap);
return;

int main(){
struct tag s = {1, 2.0};
int a[] = {1, 2, 3};
int arg_num= 3;
fl(arg_num 3, "abc");
arg_num = 6;
fl(arg_num 6, "def", s, a, a[l]);

return O;

Program 10.24: Variable-length argument lists.
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the 2nd argunent is 3
the 3rd argunent is abc

the 2nd argunent is 6

the 3rd argunent is def

the 4th argunent s.i is 1, s.j is 2.000000
the 5th argunent ais 1, 2, 3

the 6th argunent al is 2

Program 10.25: Output of Program [10.241

#i ncl ude<st darg. h>
#i ncl ude<st di 0. h>

void f2(...) {
va_list ap;
i nt vacount;
int i, num= O;

va_start(ap, VA _NOARG);
vacount = va_count(ap);
printf("vacount = %\ n", vacount);

whi | e( numt+, vacount--) {
i = va_arg(ap, int);
printf("argument % = %, ", num i);
}
printf("\n\in");
va_end(ap);
return;

}

int main(){

f2(1);

f2(1, 2, 3);
f2(1, 2, 3, 4, 5);

return O;

}

Program 10.26: No named argument in argument lists.

vacount =1
argunment 1 = 1,

vacount = 3
argument 1 = 1, argunment 2 = 2, argunent 3

3,

vacount =5
argunment 1 = 1, argunent 2

2, argunment 3 3, argunent 4 = 4, argunent 5 = 5,

Program 10.27: Output of Program [10.26]
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#i ncl ude <stdarg. h>

int funct2(int num va_list ap) {
int args;
whil e(num-) {
args = va_arg(ap, int);
printf("args in funct2() is %\ n", args);

}
}
void functl(int arg_num ...) {
va_list ap, ap2;
int args;
int num

va_start(ap, arg_nunj;

printf("print with ap\n");

args= va_arg(ap, int); // ap points to the next

printf("args in functl is %\ n", args);

va_copy(ap2, ap); /1 ap2 starts fromthe second argunent

num = arg_num - 1;
whil e(num-) {
args= va_arg(ap, int);
printf("args in functl is %\n", args);

va_end(ap);

printf("\nprint with ap2\n");
num = arg_num - 1;
whil e(num-) {
args= va_arg(ap2, int);
printf("args in functl is %\n", args);

}
va_end(ap2); // for va_copy()

/* pass ap as argument to functions =/
printf("\npass ap to another function\n");
va_start(ap, arg_nun); // restart
funct2(arg_num ap);

va_end(ap);

}

int main(){
int arg_num= 3;
functl(arg_num 1, 2, 3);
}

Program 10.28: ap is copied and passed as arguments.
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t with ap

in functl is 1
in functl is 2
in functl is 3
t with ap2

in functl is 2
in functl is 3
ap to another function

in funct2() is 1
in funct2() is 2
in funct2() is 3

Program 10.29: Output of Program [10.28]

/+ File: lindata.chf =/

#i nc
#i nc
int

| ude <stdarg. h>

| ude <stdio. h>

li ndat a(doubl e first, double last, ...){
va_list ap;

int i, n;

ChType_t dtype;

doubl e step;

void *=vptr;

va_start(ap, last);

if(!va_arraytype(ap)) {
fprintf(stderr, "Error: 3rd argunment of %() is not array\n",
return -1;

}

n = va_arraynun{ap);

doubl e a[n];

step = (last - first)/(n-1);

for(i=0; i<n; i++) {
a[i]=first+i*step;

}

dtype = va_datatype(ap);

vptr = va_arg(ap, voidx+);

arraycopy(vptr, dtype, a, CH DOUBLETYPE, n);

/1 or arraycopy(vptr, dtype, a, elenenttype(double), n);
return n;

Program 10.30: The source code for function lindata().
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#i ncl ude <nuneric. h>

int min () {

T o

10.8 Pointer to Functions

int i, a[6], *p;
array doubl e b[6];

lindata(2, 12, a);

printf("a =");

for(i=0; i<6; i++) {
printf("% ", a[i]);

}

p = &a[0];

li ndata(20, 120, p, 6);

printf("\na =");

for(i=0; i<6; i++) {
printf("% ", a[i]);

}

printf("\nb = ");

lindata(2, 12, b);

printf("%g", b);

246 810 12
20 40 60 80 100 120
246 810 12

Figure 10.2: Output of Program [10.311

CHAPTER 10. FUNCTIONS

Program 10.31: Use function arraycopy() to copy an array passed as an argument in function lindata().

In Ch, a pointer to function can be defined. Each function contains programming statements which are
located in memory. A function pointer is a variable containing the address of the function. A function’s
address is the entry pointer of the function. So, a function pointer can be used to call a function. Furthermore,
a function pointer can be assigned, placed in arrays, passed to functions, returned by functions, and so on.

The declarations of function pointers are shown below.

void (*f1) (void);
int (*f2) ();

int (xf3) (float f);
typedef int (*PF)(int

PF f4;

where f 1 is declared as a pointer to function which has no return value or arguments; f 2 is declared as
a pointer to function which returns an integer with or without arguments; f 3 is declared as a pointer to
function which returns an integer and takes an argument of float type. Like other data types, pointer to
function can be defined as a user-defined data type. Data type PF is typedefed as pointer to function which
returns an integer and takes an argument of int. Therefore, f 4 is a variable of type PF, i.e. a pointer to
function. Program illustrates how a pointer to function is used. f un() is a regular function which
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int fun (float f) {
printf("f = %\n", f);
return O;

}

int main() {
int (xpf)(float f);

fun(10);

pf = fun; // no & before fun
pf (20); /1 call function fun by calling pf

return O;
}
/* execution and out put
f = 10. 000000
f = 20. 000000
*/

Program 10.32: Use pointer to function.

has the same prototype as the function pointed to by pf . After the declaration and assignment of pf , the
function f un can be called by using pf . The execution and output of Program [10.32]is attached at the end
of the program.

Note that, like an array name, a function name stands for the address of a function, The address operator
’&’ is ignored in both C and Ch. For example, statement

pf = &fun;
is treated as
pf = fun;
Two pointers to functions can be compared like other pointers. For example, given

int fun (float f) {
printf("f = %\n", f);
return O;

}

int (=pfl)(float f);

int (xpf2)(float f);

pfl1 = fun;
pf2 = fun;

the equality pf 1 == pf 2 holds.

Pointers to functions can be placed in an array or struct. Array of pointers to functions is an effective
way to implement a menu. In Program[10.33] array opt i ons has three elements of pointers to functions. It
can be defined asi nt (*options[]) (),an array of pointers to functions which return values of int. In
program [10.33] the declaration of array opt i ons is simplified by a new data type PF which is defined as
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typedef int (*PF)(), apointer to function which returns a value of int. Function get Choi ce()

returns an integer which is used as the subscript of array opt i ons to call the corresponding function. The
interactive execution and output of Program[10.33]is attached at the end of the program. Pointers to functions
can be passed as arguments to functions, which is commonly used to set callback functions. Program
is an example of using pointers to functions as arguments of functions. Function f 2 takes two arguments,
one is a function pointer pf and the other is an integer. Inside function f 2, the argument of function pointer
is used to call the function which takes an argument of int. In the main function, the name of function f 1()

is passed to f 2() as a function pointer. The execution and output of Program is attached at the end
of the program.

Like regular pointers, function pointers not only can be arguments of functions, but also be returned val-
ues of functions. Program [10.33]is rewritten in Program Instead of the array of pointers to functions,
function pr ocessChoi ce() is used to process different options. The return data type PF of function
processChoi ce() is defined as a function pointer type. The function pr ocessChoi ce() can be
prototyped either by PF processChoi ce(int i); orbyint (*processChoice(int))();
Another way to obtain a function pointer through a function is to pass the address of a function pointer
(pointer to pointer to function) to the function. In Program function pr ocessChoi ce2() takes
two arguments, one is a pointer to pointer to function, and the other is an integer which is the option returned
by function get Choi ce() . In function mai n( ), the address of function pointer pf is passed into function
pr ocessChoi ce2( ), then the proper function pointer is assigned into the address of pf according to the
option i . After calling function pr ocessChoi ce2( ), through pointer to function pf , one of functions
opt 1(),opt 2() and opt 3() is called.

Pointers to nested functions are treated the same as pointers to regular functions as shown in Pro-
gram[10.37] where f p is a pointer to the nested function f unc(') . The output from executing Program[10.37]
is attached at the end of the program.

Pointers to functions can be used for registering callback functions. In Ch, when a local function is
registered as a callback function, it can only use local variables, arguments of the local function, or global
variables, but no intermediate variable in the enclosing block of nesting function is allowed.

10.9 Communication between Functions

Because of nested functions, more options are available for communication between functions in Ch than in
C. Methods for communication between functions in Ch can be summarized as follows.

Functions in Ch can communicate through return values, arguments, and variables at higher lexical
levels. The input to a function can be obtained from its arguments or using the variables at higher lexical
levels. The output of a function can be a return value, its arguments, and variables at higher lexical levels.
In order to pass results back to the calling function from the called function, one can use pointers for pass-
by-value or use references for pass-by-reference. If a function is used as an operand in expressions, the
result from the function should be implemented as a return value. If a large number of variables must be
shared among different functions, variables at higher lexical levels are more convenient than long argument
lists. Programs written using nested functions in Ch tend to be modular. For better readability, a function
shall not be defined across multiple files, hence, local variables inside a function are not visible outside the
file within which the function is defined. Variables at higher lexical levels are useful for communication
between local functions, especially if local functions must share some data yet neither calls the other. To
avoid too many data connections between functions, a function that is self-containing should communicate
with other functions with its arguments and return value.
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#i ncl ude <stdi o. h>
#i ncl ude <stdlib. h>

int opt0O() {
printf("to handle option 0\n");
return O;

int optl() {
printf("to handle option 1\n");
return O;

int opt2() {
printf("to exit\n");
exit(0);

int getChoice() {
int i;
printf("input the choice (0,1,2)
scanf ("%d", & );
if (i >2|]i <0)i =2
return i;

}

typedef int (*PF)();
int main() {
[l or int (*options[])() = {
PF options[] = {
opt O,
opt 1,
opt 2,
b

do {
opti ons[ get Choice()]();

}
while(1);

return O;

}

[ **xx% execution and out put
i nput the choice (0,1,2): 0O
to handl e option O

i nput the choice (0,1,2): 1
to handl e option 1

i nput the choice (0,1,2): 2
to exit

*kkok k[

"),

CHAPTER 10. FUNCTIONS

Program 10.33: Implement a menu using pointers to functions.
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#i ncl ude<st di 0. h>

int f1(int i) {
printf("i = %l\n", i);
return O;

}

int f2(int (*pf)(), int i) {
pf(i);
return O;

}

int main() {
f2(f1, 5);
return O;

}

/= execution and out put
i =5

*/

Program 10.34: Example of passing function pointer as argument to function.

10.10 Themai n() Function and Command-Line Arguments

The main routine mai n( ) is a special function. Command-line arguments or parameters can be passed to a
program through the arguments of the function mai n() in two formats shown below.

int main(int argc, char xargv[], char *xenviron) {

}

int main(int argc, char *=argv[]) {

}

The function mai n() can have up to three arguments. The first argument, conventionally called ar gc
for argument count, is the number of the command-line arguments; the second, called ar gv for argument
vector, is a pointer to an array of character strings of variable length. Each string contains one argument of
the command line. Therefore, the argument ar gv can also be considered as a pointer to pointer to char.
Then, the function Mai n() can be written alternatively as

int main(int argc, char *xargv) {

}

The third optional argument is a pointer to the table of environmental variables. When a program is invoked,
values for arguments ar gc and ar gv of the function mai n() are passed to the program by the Ch pro-
gramming environment. Following the C standard, ar gv[ O] is the name of the program so that ar gc is
at least 1. If ar gc is 1, there are no command-line argument after the program name. In addition, the value
of ar gv[ ar gc] is a null pointer. For example, Program [10.38 will echo its command-line arguments on a
single line, separated by blanks. Assume that the file name of Program is echo, Program can
be executed in Ch command line mode as follows,
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#i ncl ude <stdio. h>
#i ncl ude <stdlib. h>

typedef int (*PF)();

int opt0O() {
printf("to handle option 0\n");
return O;

int optl() {
printf("to handle option 1\n");
return O;

int opt2() {
printf("to exit\n");
exit(0);

int getChoice() {
int i;
printf("input the choice (0,1,2): ");
scanf ("%d", & );
if(i >2 1] i <0
i = 2;
return i;

}

/1 or int (xprocessChoice(int i))() {
PF processChoice(int i) {
switch(i) {
case O:
return optO;
case 1:
return optil;
defaul t:
return opt?2;

}

int main() {
do {

/1 call function returned from processChoi ce()

pr ocessChoi ce(get Choice())();

}
while(1);
return O;

Program 10.35: Example of returning a function pointer.
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#i ncl ude <stdi o. h>
#i ncl ude <stdlib. h>

int opt0O() {
printf("to handle option 0\n");
return O;

int optl() {
printf("to handle option 1\n");
return O;

int opt2() {
printf("to exit\n");
exit(0);

int getChoice() {
int i;
printf("input the choice (0,1,2): ");
scanf ("%d", & );
if(i >2 1] i <0
i = 2;
return i;

}

voi d processChoice2(int(*xpf)(), int i) {
switch(i) {
case O:
*pf = optO;
br eak;
case 1:
*pf = opt1;
br eak;
defaul t:
+pf = opt2;
}

return;

}

int main() {

int(xpf)();

do {
processChoi ce2( &f, get Choice());
pf();

}

while(1);

return O;

Program 10.36: Example of passing address of function pointer as argument to function.
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int main() {
int func(int i) {
printf("i in funcl() = %\n", i);
return 2*i;
}
int j;
int (xfp)(int);

fp = func;
i = ftp(10);
printf("j inmin() = %\n", j);
}
[ * out put
i in funcl() = 10
j in min() = 20
* [

Program 10.37: Pointer to a nested function.

int main(int argc, char xargv[])
/!l or int main(int argc, char =*xargv)

{
int i;
for(i = 0; i < argc; i++)
printf("% ", argv[i]);
[+ or */
/1 dof

11 printf("9% ", argv[i]);
/1 }while(argv[++i] !'= NULL);
printf("\n");

Program 10.38: Command line arguments in the mai n() routine.
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> echo testing exanple -a
echo testing exanple -a
>

where the command line echo testi ng exanpl e - a with four arguments is also the output of the
program.

One of the common conventions of programs on Unix systems is that the argument beginning with a
minus sign ‘-’ indicates an option. For example, the which.ch program in Ch can take two valid options,
-a and - v. The command whi ch - a finds all commands, including environment variables and header
files. The command whi ch - v sends out search messages if the name is not found. These two options can
be used at the same time, for example, whi ch -a -v orwhi ch -va.

Program is the code for handling command-line arguments, which is extracted from the program
which.ch. Here, the variables a_opt i on and v_opt i on indicate that the options - a and - v are on or not.
Their values are f al se by default. If there is no command-line argument, the program will print out the
error message, because the program which.ch at least has one argument, i.e. the name to be searched for.
The while-loop in this program handles all arguments which begin with the minus sign - . If the argument
which is pointed to by the pointer ar gv begins with the minus sign, the equality

**xargv == ' -
holds. The statement
s = argv[0] +1

makes S point to the second character of this argument. More information about pointers to pointers is avail-
able in section If the characters ‘a’ and ‘v’ are found in these arguments, the variables a_opt i on and
Vv _opt i on are set to true, respectively. If other characters are found, the error messages will be printed out.
At the end of Program options and the remaining command-line arguments are printed out. Assume
that the file name of Program is conmandl i ne. ch, the results from executing Program with
different options are shown below.

> commandl ine.ch -a -v argl
option -a is on

option -v is on

argl

> commandl i ne. ch -av argl
option -a is on

option -v is on

argl

> commandl i ne.ch -v argl arg2
option -v is on

argl

arg2

The function function main() can also be used with three arguments. The third optional argument is a
pointer to the table of environmental variables. The program below can be used to print out all environment
variables and their corresponding values.

#i ncl ude <stdi o. h>
int main(int argc, char xargcv[], char *xenviron) {
int i;
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#i ncl ude <stdi o. h>
#i ncl ude <st dbool . h>

int main(int argc, char *xargv) {
char *s;
int a_option
int v_option

false; // default, no -a option
false; // default, no -v option

if(argc == 1){ /1 no argunent
fprintf(stderr, "Usage: which [-av] names \n");
exit(1);
}
argc--; argvtt,; /1 for every argument beginning with -
while(argc > 0 & **xargv == '-")
{

[+ enpty space is not valid option */
for(s = argv[0] +1; *s&8&xs!=" "; s++) { // for -av
switch(*s)

{
case 'a':
a_option = true; /1 get all possible matches
br eak;
case 'v':
v_option = true; [l print nessage
br eak;
defaul t:
fprintf(stderr,"Warning: invalid option %\n", xs);
fprintf(stderr, "Usage: which [-av] names \n");
br eak;
}
}
argc--; argvt+t,;
}
i f(a_option)
printf("option -a is on\n");
i f(v_option)

printf("option -v is on\n");
while(argc > 0) { // print out the remaining arguments
printf("%\n", =xargv);
argc--; argv+t;
}

return O;

Program 10.39: Program commandl i ne. ch for handling command-line arguments.

195



CHAPTER 10. FUNCTIONS
10.11. FUNCTION FILES

for(i=0; environ[i] != NULL; i++) {
printf("environ[%] = %\n", i, environ[i]);
}
}

Alternatively, using global variable envi r on defined in the header file st dl i b. h, the following program
can also print out all environment variables and their corresponding values.

#i ncl ude <stdlib. h>
#i ncl ude <stdi o. h>
int main() {
int i;
for(i=0; environ[i] !'= NULL; i++) {
printf("environ[%l] = %\n", i, environ[i]);

}

10.11 Function Files

A Ch program can be divided into many separate files. Each file consists of many related functions, at the
top level, which are accessible to any part of a program. Each top-level function may subsequently contain
many local functions in the nested form as described in the previous sections. A file that contains more
than one function is usually suffixed with . ch to identify itself as part of a Ch program. One can create a
function file in a Ch programming environment. A function file in Ch is a file that contains only one function
definition. The name of a function file ends in . chf , such as gsort . chf . The names of the function file
and function definition inside the function file must be the same. The functions defined using function files
are treated as if they were the system built-in functions in a Ch programming environment. For example,
if a file named gsort. chf contains the program shown in Program the function gqsort () will
be treated as a system built-in function, which can be called to sort elements of a one-dimensional array
in an increasing order. In Program [[0.40] the function qsort () is called recursively to sort elements of a
one-dimensional array in an increasing order. The function swap( ) is used only by the function gsort (),
where swap() is defined as a local function. Therefore, the function qsort () can be used as a stand-
alone system function, which is illustrated by Program In Program the function qsort ()
is called without a function prototype in the main() function so that the function prototype defined inside
the function file qsor t . chf will be invoked. Note that the return type of the function qsort () is void.
Without function files, the default return type for functions, which are invoked before they are prototyped or
defined, is int. The output of Program [10.41]is as follows
a0] =1afl] =2a[2] =3a[3] =4a[4 =54a5] =6

In Ch, local functions can be defined inside a function which can be called recursively as shown in
Program The function in a function file may call other function files and even recursively call itself
indirectly. Like system built-in functions that can be replaced by changing keywords, the function defined
in a function file can be suppressed in a Ch program. If a function is defined in a program before it is
called, the user-defined function will be used in the program. Similarly, if a function is prototyped before
it is called, it is a user defined function. If the function is prototyped, the user must define it somewhere,
regardless of whether it has been defined in a function file or not. Although many functions can be defined
in a function file, it is a good practice to contain only one function and many local functions in a function
file. For example, if one wants to treat the function f unct () as a top level system function, it is a bad
design to include other functions in the function file f unct . chf as shown in Program
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/* qgsort: sort v[left] .. v[right] into increasing order =*/
void qgsort(int v[], int left, int right) {
int i, |ast;
[+ interchange v[i] and v[j] =*/
void swap(int v[], int i, int j) // local function
{.
int tenp;
temp = v[i]; v[i] =v[j]; V[j] = tenp;
}
if(left >= right)
return;
swap(v, left, (left + right)/2);
| ast = left;
for(i = left+l; i <= right; i++)

if(v[i] < v[left])
swap(v, ++last, i);

swap(v, left, last);
gsort(v, left, last-1);
gsort(v, last+1, right);

Program 10.40: The function file gsor t . chf for the function gsort ().

int main() {
int i, a[] ={2, 6, 5, 3, 4, 1};

gsort(a, 0, 5);

for(i=0; i<=5; i++) {
printf("a[od] = %l ", i, ali]);

}

printf("\n");

Program 10.41: A program using the function file qsort . chf .
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int funct()
{
void local functl() // K
{ }
void local funct2() // K
{ }
}
i nt anot herfunct () /1 bad
{ 1}

Program 10.42: More than one top level function in the function file f unct . chf .

As described in section[6.4] functions defined in function files cannot be used as initializers for identifiers
of static variables at the function or block scope.

10.12 Generic Functions

A generic function is a built-in system function. A list of generic functions in Ch is given in section
Most generic functions are polymorphic. When a generic function such as sin() is explicitly called, the built-
in system function is used even if the user has redefined the function. In this case, the user defined function
will be ignored. For example, function call of sin(x) uses the built-in system function so that argument x can
be any valid data type for function sin().

However, there are no corresponding standard C functions for generic functions alias(), dirunfun(),
elementtype(), polar (), max(), min(), and transpose(). The user shall not redefine these generic functions.
Execpt for function polar(), when one of these generic functions is redefined, a warning message will be
displayed.

When a generic function name is assigned to a pointer to function, the standard C function is used. For
example, in the following code fragment with symbol Si n,

#i ncl ude <mat h. h>
doubl e funcl( double (*fp)(double), double x) {
return fp(x);
}
int main() {
doubl e (*fp)(double) = sin;
fp = sin;
doubl e val ;
val = fp(10.0); // same as val = sin(10.0);
funcl(fp, 10);
funcl(sin, 10);
}

the standard C function with the prototype of
doubl e sin(doubl e);

is used. The user can use a generic function name as an identifier of non-function type. For example, names
of generic functions max, min, and exp are declared as scalar variables below.
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doubl e max;
void func2() {
int mn, exp;

}

Generic functions can be used in system startup files chre, and .chrc in Unix and _chrc in Windows in
the user’s home directory.
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Chapter 11

Reference Type

This chapter presents linguistic features of references as they are currently implemented in Ch. A program
written in a procedural computer programming language is generally formed by a set of functions, which
subsequently consist of many programming statements. Using functions, a large computing task can be
broken into smaller ones, a user can develop application programs based on what others have done instead of
starting from scratch. The performance and user-friendly interface of functions are critical to a programming
language. The user may not need to know details inside functions that were developed by others. But, to
use the functions effectively, the user has to understand how to interface functions through their arguments
and return values. In general, arguments can be passed to functions in one of two ways: call-by-value and
call-by-reference. In the call-by-value model, when a function is called, the values of the actual parameters
are copied into formal parameters local to the called function. When a formal parameter is used as an lvalue
(the object that can occur at the left side of an assignment statement), only the local copy of the parameter
will be altered. If the user wants the called function to alter its actual parameters in the calling function, the
addresses of the parameters must be passed to the called function explicitly. In the call-by-reference method,
however, the address of an argument is copied into the formal parameter of a function. Inside the function,
the address is used to access the actual argument used in the calling function. This means that when the
formal parameter is used as an lvalue, the parameter will affect the variable used to call the function.

FORTRAN uses the call-by-reference model, whereas C uses the call-by-value. FORTRAN is one of the
oldest computer programming languages and it is still the primary language for scientific supercomputing.
There are numerous well-crafted FORTRAN programs. When a FORTR AN subroutine or function is ported
as a function in C, the formal arguments of the subroutine are generally treated as arguments of pointer type
in the function of C. All variables of arguments inside a subroutine then have to be modified accordingly,
which may degrade the clarity of the original algorithm and code readability. This is also a point where
beginners of C who have prior FORTRAN experience get confused. Ch is designed to be a superset of C, but
it encompasses all the programming capabilities of FORTRAN 77. To bridge the gap between FORTRAN
and C and to ease the pain of porting FORTRAN code to Ch, many programming features such as complex
type and arrays of assumed-shape have been designed and implemented in Ch. References are added to Ch
to further simplify the porting of subroutines and functions in FORTRAN to functions in Ch.

Adding references to C is not new. C++ has reference types. The primary use of references in C++ is in
specifying operations for user-defined types. The references in Ch not only ease the porting of FORTRAN
code to Ch and to make Ch more suitable for scientific programming and for novice users, it is also essential
for passing arguments to functions in a safe Ch program where pointers are restricted. References in Ch are
designed and implemented in the spirit of C, C++, and FORTRAN. We have extended the linguistic features
of references in C++ and FORTRAN for scientific programming. In Ch, both variables of basic data type,
and variables of pointer type can be used as references. In addition, variables of different data types can be
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passed to arguments of functions by reference. Furthermore, references can be used as arguments and local
variables of nested and recursively nested functions.

11.1 Referencesin Statements

A reference in Ch is an alternative name for an object just as in C++. The declaration statement

int i, & =1i;

indicates that the variable j is a reference to i of int data type. In other words, j is an alias to i . If the
variable that is declared and the variable that is referenced are the same data type, they can be considered to
be references to each other. Therefore, we may also say thati is a reference to in the above example. Both

variables i and j share the same memory space inside the system. Once a linkage has been established for
two variables of the same type, they can be used interchangeably. For example,

int i, & =i;
i ++; /1l the sane as 'j++

In C++, only simple variables of basic data type can be treated as references. In Ch, not only can simple
variables of basic data type, be declared as references, but also variables of pointer type. For example,

int i, *pl = &, **p2 = &pl,;
int &ppl = pl, &=*pp2 = p2;

where ppl is a reference to p1 of pointer to int and pp2 is a reference to p2 of pointer to pointer to int.

A reference must be initialized at the declaration stage. Once the reference relation has been established,
it cannot be changed. For example, the following code has syntax errors because the variables j and p of
reference are not initialized.

int & ; /'l ERROR: reference not initialized
int &p; /! ERROR reference not initialized

More than two variables can refer to the same memory location. For example,

int i, & =i, & =i, & = k;
int &n=1i;
where variables i , j, k, | and mare referenced to each other. The modification of one variable will

affect all other variables.

To avoid the aliasing and to simplify implementation, only simple variables can be referenced to each
other at its current implementation of Ch. If the rvalue initialized to a reference is not a simple variable, the
reference will be treated as a simple variable and the initialization will be treated as the initialization for the
simple variable. For example, all references in the following declaration are effectively treated as simple
variables in the system.

int a[10];

float f, =fp = &f;

compl ex z;

int & = 6; /[l int i = 6;

int & =6+a[l]; [l int j = 6+a[1];
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int &pp = & +6; [l int xpp = & +6;

float & 1 = real (conplex(1,2)); // float f1 = real (complex(1,2));
float & 2 = real (2z); /1 float f2 = real (2);

float & 3 = a[1]; /[l float f3 = a[1];

float & 4 = =fp; [l float f4 = «fp;

float &p = &f; [l float »p = &f;

f =5 /1l the same as *fp =5 or *p =5

real (z), a[1l] and=ptr arelvalues in the above example, but they are not simple variables. Therefore,
they cannot be references. Note that the pointer p is pointed at the address of the variable f in the C
conforming manner.

Variables of different data types can also be considered as references so long as their data types are
compatible. For example, in the following code

int i = 30;
double & = i;
printf("d =%f \n", d); /] output: d = 30.000000

The variable d of double data type is a reference to int of i. Both variables i and d refer to the same
memory space of an int which occupies four bytes. The data type of the variable d is double, therefore, the
results of abs(d) and d+3 are doubles. When d is used in an expression, the value of int will be converted
into double implicitly prior to the execution of the operation. In the same token, when d is used as an
Ivalue in an assignment statement, the result of the rvalue will be cast into an int before it is assigned to
the memory which has only four bytes. Therefore, if the value is beyond the range for the integer value
of [ NT_M N, | NT_MAX], the information may be lost because of the implicit data conversion. On the
other hand, if a variable of int is a reference to a variable of double, all information, except the fractional
part of the double variable, will be preserved. For example,

double d = 3. 6;

int & = d;

printf("i =% \n", i); /[l output: i =3

i =7, /[l i =7, d = 7.000000
d = 5.2 /li =5, d=5.2

where both variables i and d share the same memory space of a double datum which is eight bytes. Variables
of incompatible data type cannot become references. For example,

int i, *p = & ;

int &ptr i /1 data types of ptr and i are inconpatible
int & = p; /]l data types of j and p are inconpatible

The reference linkage can also be applied to variables at different lexical levels. Variables at a lower
lexical level can be declared and initialized to refer to a variable defined at a higher lexical level as shown in
the following sample code

int i = 8;
voi d funct ()

{
int & =i, & =i; IlI'j =8 k = 8;
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printf("j =%, ", j); /1 output: j = 8,

j =90;
}
funct(); [/l get output: j =8
printf("i =% \n", i); /1 output: i = 90

where both variables j and k share the same memory space with the variable i . The output of the above
program is as follows:
j=81i=90

11.2 Passing Arguments of Function by References

In C, when a function is called, the actual arguments of the calling function are passed to arguments of the
called function by value. The values of the actual parameters are copied into formal parameters local to the
called function. When a formal parameter is used as an lvalue, only the local copy of the parameter will
be altered. Therefore, the function swap() below will not work correctly because X and y are passed by
value.

int a=5 b = 6;
void swap(int x, y)

{
int tenp;
tenp = x; x =y; y = tenp;
}
swap(a, b); [l fails to swap a and b

In C, if the user wants the called function to alter its actual parameters in the calling function, the addresses
of the parameters must be passed to the called function explicitly. One correct version of the function
swap() is to use pointers to pass the addresses of variables in the calling function to the called function as
shown in the following code.

int a=5 b =6
voi d swap(int *x, xy)

{
int tenp;
tenp = *x; *X = *y; *y = tenp;
}
swap( &, &b); /I a=6;, b =5

where the indirection operations are used to change the values of variables in the calling function.

In the call-by-reference method as in FORTRAN, however, the address of an argument is copied into the
formal parameter of a function. Inside the function, the address is used to access the actual argument used
in the calling function. This means that when the formal parameter is used as an lvalue, the parameter will
affect the variable used to call the function. When references in Ch are used as arguments of functions, the
functions will be called by reference. The function swap() can be implemented using references in Ch as
follows:
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int i =5, *pl = &, **p2;
int &ppl = pl, &*pp2 = p2; Il ppl = &

p2 = mal |l oc(5+*si zeof (int));
void functl1(int& *p)
{
p = malloc(9);
printf("In funct2() p =% \n", p);
}
printf("Before functl() ppl = % \n", ppl);
funct 1( ppl);
printf("After functl() ppl = % \n", ppl);

void funct2(int& *x*pp)
{
pp++;
printf("In funct2() pp = % \n", pp);

}
printf("Before funct2() pp2 = % \n", pp2);

funct2(pp2);
printf("After funct2() pp2 = % \n", pp2);

Program 11.1: References to pointers in Ch.

int a=5 b =6
voi d swap(int &, &y)

{
int tenp;
temp = x; X =y; y = tenp;
}
swap(a, b); /Il a =6, b=25;

where no pointer indirection is involved.

In C, if a function needs to change the value of a variable of pointer type through an argument of the
function, a pointer to pointer, that is, a double pointer, has to be passed to the function. In Ch, not only simple
variables, but also pointers can be passed by reference as shown in Program In Program the
pointer variable ppl points at the memory location for the variable i before the function f unct 1( pp1)
is called. The pointer pp1l points at the newly allocated memory space of 9 bytes through the function call
of funct 1( ppl), which is achieved by the formal argument p of the function. Similarly, the variable of
double pointer pp2 is passed to the formal argument pp of the function f unct 2() . It is incremented by 4
bytes, the space for an int, by the address arithmetic inside the function. The output of Program is as
follows:

Before functl1() ppl = 11b578
In funct2() p = 11ea38
After functl() ppl = 11ea38
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voi d deal | ocate(void & ptr)
{
free(ptr);
ptr = NULL;
}
void *p;
p = mall oc(10);
deal | ocate(p); // free menory and reset p to NULL

Program 11.2: Function deal | ocat e() free the memory and reset the pointer to NULL.
int i;
void funct(int &1, &2, r3)
{

rl = 3; r2++; r3++
printf("rl =9%\n", rl); // output: rl =4

}
funct (i, i, i);
printf("i = %\n", i); /[l output: i =4

Program 11.3: A same variable passed to different references

Before funct2() pp2 = 11930
In funct2() pp = 11e934
After funct2() pp2 = 11934

In Ch, the function f r ee( pt r) will deallocate the memory pointed at by the pointer pt r and reset
the pointer pt r to NULL. In C, pt r is not set to NULL when the memory it points to is deallocated. This
dangling memory makes the debugging of a C program very difficult because the problem will not surface
until this deallocated memory is claimed again by other parts of the program. Because the function freg()
is implemented as an external function in C, there is no way to set the pointer pt r to NULL when it is
freed by the function call of f ree( pt r). But, if references were added to the C, we could implement
the function deal | ocat e( pt r) which would free the memory, pointed to by the pointer pt r, and reset
pt r to NULL as shown in Program in Ch. In Program we assume that the function free() is a C
function which does not set its argument to NULL upon the completion of the function call.

In Ch, the same memory space of a variable can be passed to different references in the arguments of
a function. For example, in Program both arguments r 1 and r 2 in the function f unct () use the
same memory space of the variable i whereas r 3 has its own local memory when the function is called by
funct(i, i, i).

In FORTRAN, when an argument of a function is used as an lvalue inside a subroutine, the actual
argument in the calling function must be a variable. Unlike in FORTRAN, a reference variable in Ch can
be used as an lvalue inside a function even if the actual argument is not an lvalue. If the actual argument of
a function, corresponding to a reference in the formal definition, is not a simple variable, the argument will
be passed by value. In Program references r 1 and r 2 are used as lvalues in the function f unct () .
The function call of f unct (i +8, 6) passes expressions i +8 and 6 to references r 1 and r 2, respectively.
Note that the reference K, instead of the variable j , is passed to the reference r 2 in the function call of
funct (i, k). In the function call of funct (abs(-3), funct(1, 2)), the user-defined function
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int i =50, j=0, & =j;
int funct(int &1, &r2)

{

ri += 100;

r2 += rl+2,

printf("rl1 =%, r2 = %l\n", rl, r2);

return rl+r2;
}
funct (i +1, 3); /] output: rl1 = 151, r2 = 156
funct (i, k); [/ output: rl = 150, r2 = 152
funct (abs(-3), funct(1,2)); // output: rl1 = 101, r2 = 105

/[l output: r1 = 103, r2 = 311

printf(i, " ", j, "\'n"); /1 output: 150 152

Program 11.4: Using references as Ivalues when actual arguments are expressions.

int i=5;
void funct(int j)
{
int & =j;
printf("r =% ", r);
r++;
printf("j =% ", j);
}
funct (i);
printf("i = %\n", i);

Program 11.5: Local variable is a reference to the argument of the function.

uses the system built-in function abs() and itself as arguments of the function.

Local variables inside functions can be references to the arguments of functions. For example, in Pro-
gram the local variable r is a reference to the integer argument j of the function. The output of
Program [I1.3is as follows:
r=5j=6i=5

11.3 Passing Variables of Different Data Typesto the Same Reference

Like initializing a reference with a variable of different data type in a declaration statement, variables of
different data types can also be passed to references in the arguments of functions. The interface rules in
this case are similar to those described in section [[1.Il For example, in Program the variables r 1 and
r 2 inside the function f unct () share the same memory spaces of the variables f and i in the function
call of funct (f, i), respectively. The interface of arguments is treated as if the values of variables f
and i were converted to int and complex types first and then copied to variables r 1 and r 2, respectively.
When the flow of program execution exits the function, the results of r 1 and r 2 were then converted to the
values of variables f and i , respectively. The ability to interface different data types in function arguments
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float f = 90;

int i = -4;

void funct(int &1, conplex & r2)

{
printf("rl =29 ", rl++);
printf("sqrt(r2) = %3f \n", sqrt(r2--));

}
funct(f, i); // output: rl = 90 sqgrt(r2) = conpl ex(0. 000, 2. 000)
printf(f,"™ ™, i,"\n"); // output: 91.000 -5
Program 11.6: Passing actual arguments to references with different data types.

float f = 90;
int i = -4;
void funct(int =rl, conplex * r2)
{

printf("rl =299 ", (*rl)++);

printf("sqrt(r2) = %3f \n", sqrt((*r2)--));
}
funct (&, & ); // output: rl = 1119092736 sqrt(r2) = conpl ex(NaN, NaN)
printf(f,"™ ™, i,"\n"); [// output: 90.000 -4

Program 11.7: Passing pointers of different type to arguments of pointer type in functions.

is a significant enhancement as there is no way to pass variables whose data types are different from their
definitions and get the correct results back in C. Note that the square root of an int datum returns a float in
Ch, therefore, sqrt(—4) is NaN. Program is different from Program [[1.7] In Program [I1.7] when the
address of the variable f is passed to the argument r 1 in the function call of f unct ( &, & ) , nothing but
the address is passed. Inside the function, the memory map of a float is used as a memory map for an int,
which may not be what the user intended to do. Similarly, the memory location for the variable i of int is
passed to the pointer to complex of the variable r 2 in the function call.

If the actual argument of a reference of a function call is not a simple variable, the reference inside the
function will be treated as a simple variable. If the actual argument of a reference of a function call is not a
simple variable and its data type is different from its definition, the result will be converted to the data type
of the definition before it is assigned to the variable of the reference. For example,

void funct(float &r)

{

printf("r = %3f \n", r);
}
funct (90.0); /] output: r = 90.000
funct (90); /1 output: r = 90.000
funct (conpl ex(90, 0)); /1 output: r = 90.000
funct (conmpl ex(1,2)); /1 output: r = NaN

Note that the real number converted from a complex number whose imaginary part is not identically zero is
NaN.
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When a simple variable whose data type is different from the formal definition of a reference argument
of a function is passed to the argument of the function, the Ch program will reconcile the value when it
is used as an Ivalue or operand in expressions. However, if the argument of a function is a reference to
pointer data type, the system will treat the object passed into the function as the pointer type declared for the
reference. In other words, only the memory for the object is used and its original pointer type in the calling
function will be ignored inside the function. For example, in Program[I1.8] variables p1 and p2 are pointers
to int and float, respectively. They have been passed to the function f unct (i nt &+, fl oat &) by
the function calls of funct (pl, p2) and funct (p2, pl). When the reference of pointer type is
passed with different data type, the indirection operation will not be reconciled to deliver the correct result
in the function call of f unct (p2, p1). The output of Program [I1.8lis as follows:
before: *iptr = 4 *fptr = 5.000000
after: *iptr = 90 *fptr = 90.000000
*pl = 90 *p2 = 90.000000
before: *iptr = 1084227584 *fptr = 0.000000
after: *iptr = 90 *fptr = 90.000000
*pl = 1119092736 *p2 = 0.000000
However, a reference to a pointer can be used as a regular pointer inside the function when no indirection
operation is involved. For example, pointer p1l is allocated its memory by the function get mem( p1,
si zeof (i nt)) and is freed of its memory and reset to NULL by the function call deal | ocat e( p1) .
Note that the variable p1 is a pointer to int, but the data type of the corresponding argument of functions
get mem() and deal | ocat e() are pointer to void.
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voi d deal | ocate(void & ptr)
{
free(ptr);
ptr = NULL;
}
void getmem(void & ptr, int i)
{
ptr = malloc(i);
}
void funct(int &iptr, float &fptr)
{
printf("before: *iptr = % «fptr =
*jptr = 90;
*fptr = 90;

printf("after: xiptr = % *xfptr = % \n",

}
int xpl;
float *p2;

xiptr, *fptr);

*iptr, *fptr);

getmem(pl, sizeof(int)); // pl = malloc(sizeof(int))

p2 = nall oc(sizeof (float));
*pl = 4; *p2 = 5;
funct (pl, p2);

printf("*pl = % »p2 = % \n", *pl, *p2);

*pl = 4; *p2 = 5;
funct (p2, pl);

printf("*pl = %l *p2 = % \n", *pl, *p2);
deal |l ocate(pl); // free nenory and reset
deal | ocate(p2); // free nenory and reset

pl to NULL
p2 to NULL

Program 11.8: Passing pointers of different type to arguments of reference to pointer in functions.
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Chapter 12

Scientific Computing Using Generic
Mathematical Functions

Ch is a language designed for both scientific and system programming. In this chapter, the scientific com-
puting aspect of the Ch language will be addressed. The ANSI/IEEE 754 standard for binary floating-point
arithmetic [[11] is a significant milestone on the road to consistent floating-point arithmetic with respect to
real numbers. To make the power of the IEEE 754 standard easily available to the programmer, the floating-
point numbers of Inf, —Inf, and NaN, referred to as metanumbers, are introduced in Ch. These metanumbers
are transparent to the programmer. Signed zeros 0.0 and —0.0 in Ch behave like correctly signed infinites-
imal quantities 0 and 0_, whereas symbols Inf and —Inf correspond to mathematical infinities co and —oo,
respectively. Although the application of symbols such as Inf and NaN can be found in some software pack-
ages, their handling of these special numbers has deficiency. For example, one can find ComplexInfinity in
the software package Mathematica, and Inf and NaN in MATLAB. In Mathematica, there is no distinction
between complex infinity and real infinities, nor between —0.0 and 0.0; therefore, many operations defined
in this chapter cannot be achieved in Mathematica. In MATLAB, there is no complex infinity.

A computer language with no mathematical functions is not suitable for scientific computing and many
other applications. The C language is a small language; it does not provide mathematical functions inter-
nally. The mathematical functions are provided in a standard library of mathematical functions. Because
C does not provide mathematical functions internally, like arithmetic operations in K&R C, the returned
value from a standard mathematical function is a double floating-point number regardless of the data types
of the input arguments. In some of C implementations, if the input arguments are not doubles, the mathe-
matical functions may return erroneous results without warning. Numerically oriented programmers have
little tolerance with respect to the implicit conversion of the data type from float to double for arithmetic
operations of a computer language. However, they generally accept the strongly typed implementation of
mathematical functions. If a different return data type is desired for a mathematical function, a new function
with a different name will be needed. For example, the function call of sin(1) appears right in C. Indeed,
most C programs will execute this operation calmly, but maybe with an erroneous result because the input
data type of integer is not what sin() function expected. As another example, the function abs() in C returns
an absolute int number whereas fabs() will result in a double number. To get a float absolute value, a new
function has to be created. As a result, one has to remember many arcane names for different functions. Ch
uses generic functions to resolve this problem.

The external functions of Ch can be created in the same manner as in C. The commonly used mathemat-
ical functions are built internally into Ch. The mathematical functions in Ch can handle different data types
of the arguments gracefully. The output data type of a function depends on the data types of the input argu-
ments, which is called polymorphism. Like arithmetic operators, the commonly used generic mathematical

210



CHAPTER 12. SCIENTIFIC COMPUTING USING GENERIC MATHEMATICAL FUNCTIONS
12.1. GENERIC MATHEMATICAL FUNCTIONS IN THE ENTIRE DOMAIN

functions in Ch are polymorphic. For example, for the polymorphic function abs(), if the data type of the
input argument is int, it will return an int as the absolute value. If the input argument of abs() is a float or
double, the output will return the same data type of float or double, respectively. For a complex number
input, the result of abs() is a float with the value of the modulus of the input complex number. Similarly,
if the argument data type is lower than or equal to float, Sin() will return a float result correctly. Function
sin() can also return double and complex results for double and complex input arguments, respectively. Be-
cause I/O functions are also built into Ch itself, different data types are reconciled inside Ch. For example,
printf("% ", x) in C can print x if x is a float. However, if x is changed to int in a program, the
printing statement must also be changed accordingly as pri ntf (" %", X). Therefore, the change of
data type declaration of a variable will have to accompany the change of many other parts of the program.
The commands printf(x) and printf(sin(x)) in Ch are flexible and can handle different data types of x; x can
be char, int, float, double, or complex.

For portability, all mathematical functions included in the C header mat h. h have been implemented
polymorphically in Ch. The returned data type of a function depends on the data types of the input ar-
guments. This will simplify scientific numerical computing significantly. The names of these generic
mathematical functions of Ch described in this chapter are based upon the C header file mat h. h. These
mathematical functions are C compatible. If the arguments of these functions have the data types of the cor-
responding C mathematical functions, there is no difference between the C and Ch functions from a user’s
point of view.

12.1 Generic Mathematical Functionsin the Entire Domain

In this section, the generic mathematical functions of Ch will be discussed. The input and output of the
functions involving the metanumbers will be highlighted. The results of the mathematical functions in-
volving metanumbers are given in Tables [[2.1]to [[2.4l In Tables [12.1] to 12.4] unless indicated otherwise,
x,x1, T are real numbers with 0 < x, x1, 22 < 00; and k is an integral value. The value of pi is the finite
representation of the irrational number 7 in floating-point numbers. The returned data of a function is float
or double depending on the data type of the input arguments. In Table[I2.1] if the order of the data type X is
less than or equal to float, the returned data type is float. The returned data type is double if X is of double
type. If the argument X of a function in Table is NaN, the function will return NaN. In Tables to
[12.4] the returned data type will be the same as the higher order data type of two input arguments if any of
two arguments is float or double. Otherwise, the float is the default returned data type.

Functions defined in this section will return float or double, except for functions abs() and pow(). If
the argument of the function abs() is an integral value, the returned data type is int. If the argument of the
function fabs() is a simple data type including int and float, the returned data type is double. If the arguments
of the function pow() are integral values, the returned data type is double. For example, pow(2,16) will
return the value 65536 of double type.

The absolute function abs(x) will compute the absolute value of an integer or a floating-point number.
The absolute value of a negative infinity —oo is a positive infinity co.

The sgrt(x) function computes the nonnegative square root of X. If X is negative, the result is NaN,
except that sqrt(—0.0) = —0.0 according to the IEEE 754 standard. The square root of infinity sgrt(co) is
infinity.

The exp(x) function computes the exponential function of X. The following results hold: e~ =
0.0; ™ = 00; 100 = 1.0.

The log(x) function computes the natural logarithm of X. If X is negative, the result is NaN. The value of
—0.0 is considered equal to 0.0 in this case. The following results hold: log(£0.0) = —oo;log(co) = 0.
The | 0g10(x) function computes the base-ten logarithm of X. If X is negative, the result is a NaN. Like the
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Table 12.1: Results of real functions for 0.0, +-00, and NaN

function x value and results
—Inf —x1 -=0.0 0.0 x2 Inf NaN
abs(x) Inf T 0.0 0.0 T9 Inf NaN
fabs(x) Inf 1 0.0 0.0 T9 Inf NaN
sqrt(x) NaN NaN —0.0 0.0 sqrt(x) Inf NaN
exp(x) 0.0 e ™1 1.0 1.0 er? Inf NaN
log(x) NaN NaN —Inf —Inf log(x2) Inf NaN
log10(x) NaN NaN —Inf —Inf log(x2) Inf NaN
sin(x) NaN —sin(x1) —0.0 0.0 sin(rzg) NaN NaN
cos(x) NaN cos(x1) 1.0 1.0 cos(xo) NaN NaN
tan(x) NaN —tan(z;) —0.0 0.0 tan(xo) NaN NaN
Note: tan(+7/2 + 2 * k * m) = +Inf
asin(x) NaN —asin(x;) —0.0 0.0 asin(zy) NaN NaN
Note: asin(x) = NaN, for |z| > 1.0
acos(x) NaN acos(ry) pi/2  pi/2 acos(ry) NaN NaN
Note: acos(x) = NaN, for |z| > 1.0
atan(x) —pi/2 —atan(x1) —0.0 0.0 atan(xe) pi/2 NaN
sinh(x) —Inf —sinh(x1) —0.0 0.0 sinh(zs) Inf NaN
cosh(x) Inf cosh(zq) 1.0 1.0 cosh(zo) Inf NaN
tanh(x) —-1.0 —tanh(z1) —0.0 0.0 tanh(zs) 1.0 NaN
asinh(x) —Inf —asinh(z1) —0.0 0.0 asinh(zo) Inf NaN
acosh(x) NaN NaN NaN NaN acosh(xs) Inf NaN
Note: acosh(x) = NaN, for = < 1.0; acosh(1.0) = 0.0
atanh(x) NaN —atanh(z1) —0.0 0.0 atanh(xo) NaN NaN
Note: atanh(x) = NaN, for |z| > 1.0; atanh(£1.0) = £Inf
ceil(x) —Inf ceil(—z1) —0.0 0.0 ceil(x9) Inf NaN
floor(x) —Inf floor(—x1) —0.0 0.0 floor(x9) Inf NaN
ldexp(x, k) —Inf Idexp(—z1,k) —0.0 0.0 ldexp(x2, k) Inf NaN
modf(x, &y) | —0.0 modf(—x1,&y) —0.0 0.0 modf(zs, &y) 0.0 NaN
y —Inf y —0.0 0.0 Y Inf NaN
frexp(x, &k) | —Inf frexp(—z1,&k) —0.0 0.0 frexp(xs, &k) Inf NaN
k 0 k 0 0 k 0 0
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Table 12.2: Results of the function pow(y, x) for 0.0, 00, and NaN

pow(y, X)
y value x value
—Inf —x1 —-2tk—-1 -2k —-00 00 2k 2k+1 x2 Inf NaN
Inf 0.0 0.0 0.0 0.0 1.0 1.0 Inf Inf Inf  Inf NaN
y2 > 1 0.0 5™ oyl oy 100 100 3¢ 2R 422 Inf NaN
1.0 NaN 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 NaN NaN
0<y2<1 Inf o, "0 oyl oy 100 100 g3F AR 4% 0.0 NaN
0.0 Inf Inf Inf Inf 1.0 1.0 0.0 00 00 00 NaN
—0.0 Inf Inf —Inf Inf 1.0 1.0 0.0 —-0.0 0.0 0.0 NaN
—yl NaN NaN —y;270 7% 10 10 gy —*T NaN NaN NaN
—Inf NaN NaN —0.0 0.0 1.0 1.0 Inf —Inf NaN NaN NaN
NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN NaN
Table 12.3: Results of the function atan2(y, x) for 0.0, 00, and NaN
atan2(y, x)
y value x value
—Inf —x1 —0.0 0.0 x2 Inf NaN
Inf 3*pi/4 pi/2 pi/2 pi/2 pi/2 pi/4 NaN
y2 pi atan2(yz, —x1) pi/2 pi/2 atan2(ys, x2) 0.0 NaN
0.0 pi pi pi 0.0 0.0 0.0 NaN
—-0.0 —pi —pi  —3xpi/d —pi/2 —0.0 —-0.0 NaN
-yl —pi  atan2(—yi, —x1) —pi/2 —pi/2 atan2(—y;,x2) —0.0 NaN
—Inf —3*pi/4 —pi/2 —pi/2  —pi/2 —pi/2 —pi/4 NaN
NaN NaN NaN NaN NaN NaN NaN NaN
Table 12.4: Results of the function fmod(y, x) for 0.0, =00, and NaN
fmod(y, x)
y value x value
—Inf —x1 -0.0 0.0 x2 Inf NaN
Inf NaN NaN NaN NaN NaN NaN NaN
y2 Y2 fmod(y2, —zr1) NaN NaN fmod(y2, x2) o NaN
0.0 0.0 0.0 NaN NaN 0.0 0.0 NaN
—-0.0 —-0.0 —0.0 NaN NaN —0.0 —-0.0 NaN
-yl y1 fmod(—y;,—xz;) NaN NaN fmod(—y;,z2) —y1 NaN
—Inf NaN NaN NaN NaN NaN NaN NaN
NaN NaN NaN NaN NaN NaN NaN NaN
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function log(), the value of —0.0 is considered equal to 0.0. The following results hold: log10(+0.0) =
—00;1log10(0c0) = 0.

The trigonometric functions Sin(x), cos(x), and tan(x) compute sine, cosine, and tangent of X measured
in radians, respectively. The sine and tangent are odd functions so that sin(+0.0) = £0.0 and tan(£0.0) =
+0.0. The cosine is an even function so that cos(+0.0) = 1.0. When the value of the argument is positive
or negative infinity, all these functions return NaNs. Theoretically, it is true that tan(+7/2 + 2% kxm) =
+o00. But, in practice, because the irrational number 7 cannot be represented exactly in float or double
data, the tan(x) function will never return infinities of £o00. The function tan() is not continuous at /2,
tan(m/2 — ) = oo, and tan(7/2 4 €) = —oo, where ¢ is a very small number. Due to the finite precision
and round-off errors of floating-point numbers, one may get a wrong result near the value of /2.

The properties of odd functions of sine and tangent are reflected in their inverse functions asin(x) and
atan(x). The asin(x) function computes the principal value of the arc sine of X. When the value of X is in
the range of [—1.0, 1.0], the asin(x) function returns the value in the range of [—m /2, 7/2] radians. When
X is outside the range of [—1.0,1.0], the arc sine is undefined and asin(x) returns NaN. The range of the
input value for the even function acos(x) of arc cosine is the same as that of asin(x). The acos(x) function
computes the principal value of the arc cosine of X. The range of the principal value of the arc cosine is
[0.0, 7] radians. The atan(x) function computes the principal value of the arc tangent of X. The atan(x)
function returns the value in the range of [—7/2, 7 /2] radians. The following results hold: atan(+oo) =
+7/2.

Like trigonometric functions sin(x) and tan(x), the hyperbolic functions sinh(x) and tanh(x) are odd
functions. The sinh(x) and tanh(x) functions compute the hyperbolic sine and tangent of X, respectively.
The even function cosh(x) computes the hyperbolic cosine of x. The following results hold: sinh(£0.0) =
+0.0; cosh(£0.0) = 1.0;tanh(4+0.0) = £0.0;sinh(+o00) = £o0;cosh(+oo) = oo;tanh(+oco) =
+1.0;

The inverse hyperbolic functions are not defined by the C standard. In Ch, the inverse hyperbolic sine,
cosine, and tangent are defined as asinh(x), acosh(x), and atanh(x), respectively. For the acosh(x) function,
if the argument is less than 1.0, it is undefined and acosh(x) returns NaN. acosh(1.0) returns a positive
zero. The valid domain for function atanh(x) is [—1.0, 1.0]. The following results hold: asinh(£0.0) =
+0.0; asinh(+00) = +00; acosh(oo) = oo; atanh(40.0) = £0.0; atanh(+1.0) = +oco.

The ceil(x) function computes the smallest integral value not less than the value of X. The counterpart of
ceil(x) is the function floor (x) which computes the largest integral value not greater than the value of X. The
following results hold: ceil(+0.0) = +0.0; floor(£0.0) = £0.0; ceil(£o0) = +oo; floor(£oo) = +oo

The Idexp(x, k) function multiplies the value of the floating-point number x with the value of 2 raised
to the power of k. The returned value of x * 2¥ keeps the sign of .

The functions modf(x, xptr) and frexp(x, iptr) have two arguments. The first argument is the input data
and the second argument is a pointer which will store the resulted integral part of the function call. The
modf(x, xptr) function breaks the argument X into integral and fractional parts, each of which has the same
sign as the argument. The modf() function returns the fractional part and the integral part is stored to the
memory pointed to by the second argument. The basic data types of two arguments must be the same. For
example, if the first argument X is float, the second argument Xpt r must be a pointer to float. If the first
argument is a metanumber, the integral part will equal the metanumber whereas the fractional part becomes
zero with the sign of the first argument except for NaN. The frexp(x, iptr) function breaks a floating-point
number into a normalized fraction and an integral power of 2 in the form of x % 2*. The frexp(x, iptr)
function returns the normalized fraction and the integral part is stored to the memory pointed to by the
second argument, which is a pointer to int. If the first argument is a metanumber, the fractional part will
equal the metanumber whereas the integral part becomes zero.

The mathematical functions pow(y, x), atan2(y,x), and fmod(y,x) have two input arguments. The results
of these three functions are given in Tables to The pow(y, x) function computes Yy raised to the
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power of X, which is y* or e*1°8(¥)_ If x is negative, y* becomes 1 / y!*! with the defined division operation
given in Table If y is less than zero and x is not an integral value including zero, the function is
undefined. The value of —0.0 is considered equal to 0.0 in the evaluation of log(—0.0) when the value of x
is not an integral number. When x is an odd integer number and y is negative, the result is negative. For a
positive value of y, the result depends on the value of y when x is infinity. If y is less than 1, y*° is 0.0; 1.0%°
is indeterminate; if y is greater than 1, y° is infinity. If y is infinity and x is zero, (00)*% are 1.0.

The atan2(y, x) function computes the principal value of the arc tangent of y/ X using the signs of both
arguments to determine the returned value in the range of [—, 7| radians. Given the (z,y) coordinates of a
point in the X-Y plane, the atan2(y, x) function computes the angle of the radius from the origin to the point.
Any positive number that overflows is represented by Inf. The negative overflow is —Inf. The following
results hold: atan2(+Inf, —Inf) = £37/4; atan2(+Inf,Inf) = +7/4; atan2(£Inf,x) = +7/2;
atan2(+y,Inf) = +0.0; and atan2(+y, —Inf) = +7. When both values of y and x are zeros, the
function atan2(y, x) will return the results consistent with the manipulation of metanumbers discussed so
far. The value of —0.0 is considered as a negative number less than zero. Therefore, the following results are
defined for these special operations: atan2(0.0, —0.0) = m; atan2(0.0,0.0) =0.0; atan2(—0.0, —0.0) =
—3m/4; and atan2(—0.0,0) = —7 /2, which is consistent with the treatment of the metanumbers of Inf in
atan2(—Inf, —Inf) = —3pi/4. In Ch, atan2(0.0, 0.0) is a specially defined value. These results are different
from those by the SUN’s C compiler, which is in conformance with 4.3 Berkeley Software Delivery (SUN,
1990a). According to 4.3BSD, the results for these special cases are atan2(£0.0,—0.0) = 40.0 and
atan2(£0.0,0.0) = 4, which implies that the values of £0.0 on the x-axis are different from those on
the y-axis.

The fmod(y,x) function computes the floating-point remainder of y/ X. The fmod(y,x) function returns
the value of y — ¢ * x for some integer ¢. The magnitude of the returned value with the same sign of x is
less than the magnitude of x. If x is zero, the function is undefined and returns NaN. When vy is infinity, the
result is also undefined. If x is infinity and y is a finite number, the result is the same as y.

12.2 Programming Examples

12.2.1 Computation of Extreme Values of Floating-Point Numbers

Due to different machine architectures for representation of floating-point numbers, the extreme values
such as the maximum representable floating-point value are different. For two machines with the same
representation of floating-point values, the same operations such as adding two values on each machine may
get different results, depending on the schemes for rounding a number that cannot be represented exactly.
To aid serious numerically oriented programmers in writing their programs, the C standard added the header
f1 oat . h as a companion to the existing header | i m t s. h to deal with the machine-dependent integer
values only. In this section, we will show how parameters defined in the C standard library f | oat . h can
be computed in Ch without knowing the intricate architecture of the computer. A program can depend less
on these parameters if a language can support metanumbers Inf and NaN. The use of metanumbers such as
Inf and NaN instead of parameters is recommended for Ch programming.

Minimum Floating-Point Numbers FLT_MIN and FLT_MINIMUM

The parameter FLT_MIN is defined in the C standard library header f | oat . h as a minimum normalized
positive floating-point float number. If a number is less than FLT_MIN, it is called an underflow. Because
the IEEE 754 standard provides a gradual underflow, the minimum denormalized positive floating-point
float number is defined as FLT_MINIMUM in Ch. Because of gradual underflow, the Ch expression X -
y == 0 is TRUE iff x =y, which is not true for systems that lack gradual underflow. This parameter is
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very useful from a programming point of view. As an example, assume that values of FLT_MINIMUM and
FLT_MIN are 1.401298e-45 and 1.175494e-38, respectively. The following Ch code will illustrate subtleties
of these two parameters.

float f, *flt_m ni num
int mnimum i;

mni mum = 1; /1 menmory | ocation becomes 00000001

flt _mninmum= & ni num [l *flt_m ni mumbecones FLT_M N MUM

i = *flt_mninmum> 0. 0; /! i becones 1

i = FLT. MN > xflt_m ni num /1 i becones 1

i = fabs(*flt_m nimunm > 0.0; /1 i becones 1

f = (*flt_mnimm/(*flt_mnimum; // f becomes 1.0; note 0.0/0.0 = NaN
f =1f/1 e-46 [l f becones Inf: 1.e-46 < FLT_M N MUM

Applications of these two numbers in the handling of branch cuts of multiple-valued complex functions are
described in Chapter [131

Machine Epsilon FLT_EPSILON

The machine epsilon FLT_EPSI LON is the difference between 1 and the least value greater than 1 that
is representable in float. This parameter, defined in the C header f | oat . h, is a system constant in Ch.
This parameter is very useful for scientific computing. For example, due to the finite precision of the
floating-point representation and alignment of addition operation, when a significantly small value and a
large number are added together, the small number may not have contribution to the summation. Using
FLT_EPSILON, adding a small positive number x to a large positive number y can capture at least three
decimal digits of significance of y that can be tested by

if(x <y * FLT_EPSILON = 1000)

The following Ch code can calculate and print out the machine epsilon on the screen

fl oat epsilon;
epsilon = 1.0;
whi |l e(epsilon+l > 1)
epsilon /= 2;
epsilon »= 2;
printf("The machine epsilon FLT_EPSILON is %", epsilon);

For SUN SPARCStations, the output from the execution of the above code is as follows:

The machine epsilon FLT_EPSILON is 1.192093e-07

which matches the value of the parameter FLT_EPSI LONdefined in the C header f | oat . h. Although the
above computation of the parameter FLT_EPSI LONis simple in Ch which uses the default rounding mode
of round toward nearest, it may be vulnerable to other rounding modes. A more robust method (Plauger,
1992) to obtain this parameter is to manipulate the bit pattern of the memory of a float variable as shown in
Section

Maximum Floating-Point Number FLT_MAX

The parameter FLT_MAX defined in the C header f | oat . h is the maximum representable finite floating-
point number. Any value that is larger than FLT_MAX will be represented as Inf and any value less than
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—FLT_MAX is represented by —Inf. If the value of FLT_MAX is represented as fltmax * 10°, then the
following two equations will be satisfied

(fltmax + FLT_EPSILON) % 10° = Inf

(fltmax + FLT_EPSILON/2) x10° = FLT_MAX

where the machine epsilon FLT_EPSILON was defined in Section and the exponential value e is
to be calculated. The following Ch program will calculate FLT_-MAX as well as FLT_MAX_10_EXP and
FLT_MAX_EXP of the machine and print them on the screen. The value of FLT_MAX_10_EXP is the maxi-
mum integer such that 10 raised to its power is in the range of the representable finite floating-point numbers.
The value of FLT_MAX_EXP is the maximum integer such that 2 raised to its power minus 1 is a representable
finite floating-point number. For the illustrative purpose, only the while-loop control structure is used in this
example.

float b, f, flt_max;

int e, i, flt_max_exp, flt_max_10_exp;

b =10, e =0; f = b;

[+ cal cul ate exponential nunber e, 38 in the exanple */

whil e(f !'= Inf)
{

e++; fx=Db;
}

flt_max_10_exp = e;
[+ cal cul ate | eadi ng non-zero nunber, 3 in the exanple */

i =0; f =0.0;
while(f !'= Inf)
f = ++i * powm b, e);
/* cal cul ate nunbers after decinmal point, 40282347... in the exanple */
flt_max =i;
while(e '=0)
{
flt_max = --flt_max *= b;
e--; i =0; f =0.0;
while( f !'=1Inf & i < 10)
{
f = ++flt_max » powm b, e);
i ++;
}
}
f = frexp(flt_nmax, &1t _max_exp); /1 calculate FLT _MAX EXP

printf("FLT_MAX = % 8e \n", flt_max);

printf("FLT_MAX (in binary format) = %% \n", flt_nmax);
printf("FLT_MAX 10 EXP = % \n", flt_max_10_exp);
printf("FLT MAX EXP = % \n", flt_nax_exp);

The output of the above code on SUN SPARCStations is as follows:
FLT_-MAX = 3.40282347e+38
FLT_MAX (in binary format) = 011111110111111111111112111111111
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FLT_-MAX_10_EXP = 38

FLT_-MAX_EXP = 128

The above values for FLT_-MAX, FLT_MAX_ 10_EXP, and FLT_MAX_EXP are the same as the parameters
defined in the C header f | oat . h. By just changing the declaration of the first statement from float to
double, the corresponding extreme values DBL_MAX, DBL_MAX_10_EXP, and DBL_MAX_EXP for double
can be obtained. In this case, the polymorphic arithmetic operators and mathematical functions pow() and
frexp() will return double data.

In the above calculation of the extreme floating-point values, the user does not need to know the in-
tricate machine representation of floating-point numbers. If one knows the machine representation of a
floating-point number, the calculation of the extreme values can be much simpler. For example, according
to Table[6.1] the value of FLT_MAXis represented in a hexadecimal form as (7F7TFFFFEF);4. The following
Ch program can be used to obtain the maximum representable finite floating-point number FLT_MAX.

int i; float *=flt_nmax;
flt_max = & ; [l flt _max points to the nmenory | ocation of i
i = OX7F7FFFFF; /1 «=flt_max becomes FLT_MAX

The maximum float number FLT_MAX can also be readily obtained by the I/O function scanf() with the
binary input format " %82b" . For interested readers, can you think of any other method for computing the
maximum representable finite floating-point number FLT_MAX by a C or Fortran program without knowing
the machine architecture? The major difficulty is that, due to the internal alignment for calculation of the
floating-point numbers, the significantly small number will be ignored when it is added to or subtracted
from a large number. For example, the execution of the command f = FLT_MAX + 3. 0e30 will give
the variable f the value of FLT_MAX although the value of 3.0 * 103" is not a small number, but it is
significantly smaller than FLT_MAX and ignored in the above addition operation. The following two Ch
expressions will further demonstrate the difference between FLT_MAX and Inf.

1/Inf x FLT_MAX = 0.0

1/FLT_MAX %« FLT_MAX = 1.0

12.2.2 Programming with M etanumbers

The Ch language distinguishes —0.0 from 0.0 for real numbers. The metanumbers 0.0, —0.0, Inf, —Inf, and
NaN are very useful for scientific computing. For example, the function f(z) = e is not continuous at the
origin as is shown in Figure which was generated by Program on page described in Chpa-
ter 23] This discontinuity can be handled gracefully in Ch. The evaluation of the Ch expression 1exp(1/0.(1))

will return Inf and exp(1/(—0.0)) gives 0.0, which corresponds to mathematical expressions e+ and e~
or lim, o, e+ and limg, _o_ e%, respectively. In addition, the evaluation of expressions exp(1.0/Inf) and
exp(1.0/(—Inf)) will get the value of 1.0. As another example, the function f i ni t e( x) recommended by
the IEEE 754 standard is equivalent to the Ch expression - | nf < X && X < | nf, where z can be a
float/double variable or expression. If z is a float, - I nf < X && X < | nf is equivalent to - FLT_MAX
<= X && X <= FLT_.MAX;Ifzisadouble, - I nf < x && x < | nf isequivalent to- DBL_MAX <=
X && x <= DBL_MAX The mathematical statement “if — oo < value <= oco,then y becomes c0”
can be easily programmed in Ch as follows

if(-Inf < value & value <= 1Inf) y = Inf;
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Figure 12.1: Function f(x) = e=.

However, a computer can only evaluate an expression step by step. Although the metanumbers are limits
of the floating-point numbers, they cannot replace mathematical analysis. For example, the natural number
e equal to 2.718281828... is defined as the limit value of the expression

1 X
lim (1 + —) =e.
T—r00 T

However, the value of the expression pow(1.0 + 1.0/Inf, Inf) in Ch is NaN. The evaluation of this expression
is carried out as follows:

1.0\
(104 52) " = L0+ 00" = 10 = NaN
Inf

If the value FLT_MAX instead of Inf is used in the above expression, the result is obtained by

1.0 FLT_MAX
(1.0 + m) — (1.0 4 0.0)FLT-MAX _ 1 oFIT-MAX _ q

Because metanumber NaN is unordered, a program involving relational operations should be handled
cautiously. For example, the expression X > Y is not equivalent to ! (X <= y) if either x or y is a NaN.
As another example, the following Ch code fragment

if(x > 0.0) functionl();
el se function2();

is different from the code fragment
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if(x <= 0.0) function2();
el se functionl();

The second i f -statement should be written as i f (X <= 0.0 || isnan(x)) in order for these two
code fragments to have the same functionality.
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Chapter 13

Programming with Complex Numbers

The complex number, an extension of real number, has wide applications in science and engineering. Owing
to its importance in scientific programming, numerically oriented programming languages and software
packages usually provide complex number support in one way or another. For example, Fortran a language
mainly for scientific computing, has provided complex data type since its earliest days. The early version
of C does not have complex as a basic data type because numerically oriented scientific computing was not
its original design goal. Complex data types have been added in C99. Ch supports all features mandated
by C99 with extensions. Generic mathematical functions are overloaded for handling complex numbers
with optional arguments for different branch cuts. Ch provides real metanumbers of Inf, —Inf, and NaN
and signed zeros 0.0 and —0.0, which makes the power of the IEEE 754 standard for binary floating-point
arithmetic easily available to the programmer. Ch extends the idea of metanumbers to complex numbers
not only for arithmetic, but also for commonly used mathematical functions in the spirit of the IEEE 754
standard. Ch treats floating-point real numbers with signed zeros and complex numbers with unsigned zeros
as well as Not-a-Number and infinities in an integrated consistent manner.

13.1 Complex Numbers

13.1.1 Complex Constantsand Complex Variables

Complex numbers z € C = {(z,y) | =,y € R} can be defined as ordered pairs
z = (,y) (13.1)

with specific addition and multiplication rules [LO][17]. The real numbers = and y are called the real and
imaginary parts of z. If we identify the pair of (x,0.0) as the real numbers, the real number R is a subset of
C;thatis, R = {(z,y) | z € R,y = 0.0} and R C C. If a real number is considered either as z or (x, 0.0)
and let 7 denote the pureimaginary number (0, 1) with i *i = —1, complex numbers can be mathematically
represented as

z=x+ 1y (13.2)

Both Equations (I3.1) and (I3.2)) can be implemented for complex numbers in a computer language. General-
purpose computer programming languages such as Fortran, Ada, and Common Lisp tend to use Equa-
tion whereas some mathematical software packages incline to Equation (13.2)).

Following the lead of FORTRAN in scientific programming, a complex number can be created in Ch by
the complex constructor complex(x, y) with z, y € R. For example, a complex number with its real part of
3.0 and imaginary part of 4.0 can be constructed by complex(3.0, 4.0). The new type qualifier complex is a
keyword in Ch. Internally, a complex number consists of two floats at the current implementation. Therefore,

221



CHAPTER 13. PROGRAMMING WITH COMPLEX NUMBERS
13.2. COMPLEX PLANES AND COMPLEX METANUMBERS

if arguments of a complex constructor are not floats, they will be cast to floats internally. All floating-
point constants in Ch are double by default. The float constants can be obtained by suffixing a floating-
point constant with F or f. The complex constructor returns complex or double complex polymorphically,
depending on the data types of the input arguments. For example, complex(3, 4.0), complex(3.0f, 4.0), and
complex(3.0, 4.0F) return a double complex number of complex(3.0, 4.0).

One can declare not only a sSimple complex variable, but also pointer to complex, array of complex, and
array of pointer to complex, etc. Declarations of these complex variables are similar to the declarations of
any other data types in C. The array and pointer of complex in Ch are manipulated in the same manner as
the floating-point float and double. The following code segment will illustrate how complex is declared and
manipulated in Ch:

doubl e conpl ex z; /1 declare z as doubl e conpl ex variable
fl oat conplex z1; I/ declare z1 as float conplex variable
conmpl ex *zptrl; [l declare zptrl as pointer to conplex variable

compl ex z2[2], z3[2,3];// declare z2 and z3 as arrays of conpl ex
conmplex =zptr2[2][4]; [/ declare zptr2 as array of pointer to conpl ex
zptlr = &z1; /1 zptrl point to the address of zl

xzptrl = conplex(1,2); // z1 becones 1+i2

Complex numbers are supported in C99 and C++. In order to be compatible with both C99 and C++, Ch
defined one micro, two types, and some functions prototypes in both header files complex.h and complex.
The macro | is defined as conpl ex (0. 0, 1.0) to represent an imaginary number with the unit length.

13.2 Complex Planes and Complex M etanumbers

Mathematically, complex numbers can be represented in the extended complex plane shown in Figure
[10N{17]. In Figure [I3.1] there is a one-to-one correspondence between the points on the Riemann sphere
I" and the points on the extended complex plane C. The point p on the surface of the sphere is determined
by the intersection of the line through the point z and the north pole IV of the sphere. There is only one
complex infinity in the extended complex plane. The north pole N corresponds to the point at infinity.
Because of the finite representation of floating-point numbers, the extended finite complex plane shown in
Figure is introduced in this chapter. Any complex values inside the ranges of |z| < FLT_-MAX
and |y| < FLT_MAX are representable in finite floating-point numbers. Variable x is used to represent
the real part of a complex number and y the imaginary part; FLT_MAX, a predefined system constant,
is the maximum representable finite floating-point number in the float data type. Outside this rectangular
area, a complex number is treated as a Complex-Infinity represented as ComplexInf or complex(Inf,Inf) in
Ch. The one-to-one correspondence between points on the Riemann sphere I' and the extended complex
plane is no longer valid for the unit sphere A and the extended finite complex plane. All points on the
surface of the upper part Ay of the unit sphere correspond to the complex infinity. Points on the lower part
A5 of the sphere and points in the extended finite complex plane are in one-to-one correspondence. The
boundary between surfaces A and As corresponds to the threshold of overflow. For example, points p; and
P2 on the unit sphere A correspond to points z; = complex(FLT_MAX, 0.0) and z5 = complex(FLT_MAX,
FLT_-MAX), respectively, in the extended finite complex plane shown in Figure The origin of the
extended finite complex plane is complex(0.0, 0.0), which stands for complex zero. In Ch, an undefined or
mathematically indeterminate complex number is denoted as complex(NaN, NaN) or ComplexNaN, which
stands for Complex-Not-a-Number. The special complex numbers of ComplexInf and and ComplexNaN
are referred to as complex metanumbers.
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Figure 13.1: The Riemann sphere I' and extended complex plane.

ComplexInf

—FLT_MAX FLT_MAX

FLT_MAX

ComplexInf ComplexInf

Figure 13.2: The unit sphere A and extended finite complex plane.
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Because of the mathematical infinities of o0, it becomes necessary to distinguish a positive zero 0.0
from a negative zero —0.0 for real numbers. Unlike the real line, along which real numbers can approach
the origin through the positive or negative numbers, the origin of the complex plane can be reached in any
directions in terms of the limit value of lim,_, e’ where  is the modulus and 6 is the phase of a complex
number. Therefore, complex operations and complex functions in Ch do not distinguish 0.0 from —0.0 for
real and imaginary parts of complex numbers. Because of these differences, some operations and functions
need to be handled differently for real and complex numbers, especially for real metanumbers and complex
metanumbers. For example, following the IEEE 754 standard, the addition of two real positive infinities is a
value of infinity in Ch. The addition of two complex infinities is indeterminate according to complex anal-
ysis, although the value of ComplexInf is represented internally as two positive infinities of Inf. As another
example, following the C standard, the mathematical function atan2(y, x) in Ch returns a value in the range
of [—m, 7). The value of the expression atan2(—0.0, —1) is —m. Using this result as the phase angle for com-
plex number —1.0 — ¢0.0, the square root of —1.0 — ¢0.0, expressed in Ch as sqrt(complex(—1.0, —0.0)),
becomes complex(0.0, —1.0), which is obtained by cos(—m/2) + isin(—n/2) = 0.0 — 4. In our definition,
this is the second branch of the square root function for the complex number of complex(—1.0, —0.0) ob-
tained by the expression sgrt(complex(—1.0,—0.0),1) where the second argument of the function sgrt()
indicates the branch number with the default value of 0. As illustrated in this example, the mathematical
functions in Ch are polymorphic with a variable number of arguments so that the function sqrt() cannot
only be used to compute the square root of a real number, but also to calculate the different branches of the
square root of a complex number. Due to polymorphism and variable number of arguments for mathematical
functions, scientific computing with complex numbers in Ch is much simpler in comparison to Fortran and
other languages.

13.2.1 Data Conversion Rules

Ch is a loosely typed language. All arguments of calling functions will be checked for compatibility with
the data types of the called functions. The data types of operands for an operation will also be checked for
compatibility. If data types do not match, the system will signal an error and print out some informative
messages for the convenience of program debugging. However, unlike languages such as Pascal which
prohibits automatic type conversion, some data type conversion rules have been built into Ch so that they
can be invoked whenever necessary. This will save many explicit type conversion commands for a program.
The order of the data type in Ch is arranged as

data type order

double complex
complex

double

float

int

char

high

low

with char being the lowest data type and double complex the highest data type. The default conversion rules
will be briefly discussed in this section as follows:

1. Char, int, float, and double can be converted according to ISO C data conversion rules. The ASCII
value of a character will be used in conversion for a char data type. Demotion of data may cause loss
of the information.
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2.

Char, int, float, and double can be converted to complex with its imaginary part being zero. When
casting a real number into a complex number, the values of Inf and —Inf become ComplexInf; and
the value of NaN becomes ComplexNaN. Conversion from double to complex may lose the infor-
mation. A real number can be cast into a complex explicitly by the complex construction function
complex(x,y), which will be discussed in details in section

. When a complex is converted to char, int, float, and double, only its real part is used and the imaginary

part will be discarded if the imaginary part is zero. If the imaginary part is not equal to zero, the
converted real number becomes NaN. The real and imaginary components of a complex number can
be obtained explicitly by the functions real(z) and imag(z), which will be discussed in detail in
Section When a complex number is converted to a real number either implicitly by assignment
statement such as f = z or explicitly by real(z), imag(z), float(z), double(z), (float)z, and (double)z;
the sign of a zero will not be carried over. Converting a complex number to an integral value such
as char and int is equivalent to conversion of real(z) to an integral value if the imaginary part is not
identically zero. For example, i = Conpl exl nf will make i equal to INT_ MAX. However, if
real() or imag() is used as an Ivalue, the sign of zeros from rvalue will be preserved, which will allow
experimentation with signed zeros in computations of complex numbers. An Ivalue is any object that
occurs on the left hand side of an assignment statement. The lvalue refers to a memory such as a
variable or pointer, not a function or constant. On the other hand, the rvalue refers to the value of
the expression on the right hand side of an assignment statement. Details about the lvalue will be
discussed in Section

. In binary operations such as addition, subtraction, multiplication, and division with mixed data types,

the result of the operation will carry the higher data type of two operands. For example, the result of
addition of an int and a double will result in a double. When one of the two binary operands is complex
and the data type of other operand is a real number, the real number will be cast into a complex before
the operation is carried out. This conversion rule is also valid for an assignment statement when data
types of the lvalue and rvalue are different.

. In a pointer assignment statement, the pointer types of Ivalue and rvalue can be different. They

will be reconciled internally. To comply with the ISO C standard, the data type of the rvalue can
also be explicitly cast into that of the lvalue in an assignment in Ch. For example, the statement
fp = (floatx)intptr will cast the integer pointer intptr to float pointer before its address is assigned
to float pointer fp. However, the contents pointed to by intptr will not be changed by this data type
casting operation. For example, if xintptr is 90, the value of *fp will not be equal to 90 because of
the difference in their internal representations for int and float. The memory of a complex variable
can be accessed by pointers. If the real or imaginary part of a complex variable is obtained by a float
pointer, the sign of a zero will be carried over, which will be discussed in Section

The following code segment will illustrate how different data types are automatically converted in Ch.

char c;

int i;

float f;

doubl e d;

compl ex z, =*zptr;

c ='a; /Il cis 'a

i = c; /1 i is 97, ASCI| nunber of 'a
f =i; /[l f is 97.0

d =i; /Il dis 97.0
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z = conplex(c+1, f); [/ zis 98.0 +i 97.0

z = conplex(Inf, Inf);// z is Conplexlnf

z = Inf; /1 z is Conpl exl nf

z = -|nf; [l z is Conpl exl nf

f = z; /1 f is NaN, since real (Conplexlnf) is NaN

d = z; /1 dis NaN, since real (Conplexlinf) is NaN

i = Inf; [l 1 is 2147483647 = | NT_MAX,

i = z; [+ 1 is 2147483647, int of NaN is 2147483647
pl us warni ng nmessage */

z = conplex(d+l, 3); [// zis 98.0 +1i 3.0

c = z; /1l ¢ is the delete character, ASCI| nunber is 127

i = z; [l i is 2147483647, int of NaN

f = z; /1 f is NaN

d = z; /1 dis NaN

z = NaN; /1 z is Conpl exNaN

zptr = &z; /1 zptr point to address of z

Zptr ++; [l zptr point to nmenory z plus 8 bytes

13.3 1/O for Complex Numbers

Since complex is a basic data type in Ch, it is desired that the I/O for this data type is also handled in the
same manner as real numbers. Similar to Fortran, the real and imaginary parts of a complex number can be
treated as two individual floats by the functions real(z) and imag(z) as will be discussed in Sections [13.4]
and [I3.3] Then, all standard I/O functions such as printf() and scanf() for real numbers can be readily used.
In this section, how a complex number is treated as a single object by the standard I/O function will be
discussed. Due to the space limit, only the enhancement related to the function printf() will be explained in
the following discussions. However, the underlining principle can be applied to other I/O functions as well.
The format of function printf() in Ch is as follows
int printf(char format, argl, arg2, ...)

The function printf() prints output to the standard output device under the control of the string pointed to
by f or mat and returns the number of characters printed. If the format string contains two types of objects
— ordinary characters and conversion specifications beginning with a character of % and ending with a
conversion character — the ISO C rules for printf() will be used. If the format string in printf() contains
only ordinary characters, the subsequent numerical constants or variables will be printed according to preset
default formats. For function printf(), a single conversion specification for a float will be used for both real
and imaginary parts of a complex number. The default format for complex is %.2f, which will be applied
to both real and imaginary parts of a complex number. The metanumbers ComplexInf and ComplexNaN
are treated as regular complex numbers in I/O functions. For debugging purposes, the default output for
ComplexInf and ComplexNaN are complex(Inf, Inf) and complex(NaN, NaN), respectively. The default
output for complex zero is complex(0.00,0.00). The format for real and imaginary parts can be controlled
by a format specifier. The following Ch program will illustrate how complex numbers are handled by the
I/O functions printf() and scanf().

compl ex z1

doubl e compl ex z2, =*zptr;

zptr = &z2; [+ zptr points to z2's nmenory |ocation =*/
printf("Please type in real and inaginary of two conpl ex nunmbers \n");
scanf (&z1, zptr);
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Table 13.1: The complex operations

Definition Ch Syntax Ch Semantics
negation -z —x — 1y
addition zl + 72 (1 + z2) + i(y1 + y2)
subtraction z1 — 72 (1 — m2) + 1(y1 — y2)
multiplication | z1 % z2 (1% z2 — y1 % Y2) +i(y1 * T2 + T1 * y2)
division zl /72 1’1*$%+y%*y2 Y X T — T1 ¥ Yo
xy + Y2 Ty + Y3
equal z1 ==22 1 ==2a2and y; == 1Yo
not equal z1l =22 x1!=x9 Or Y1 = Yo

printf("The first complex is ", z1, "\n");

printf("The second conplex is ", z2, "\n");
printf("The second conplex is % \n", z2);

The result of the interactive execution of the above program is shown as follows
Pl ease type in real and i mginary of two conpl ex nunbers

1203.04

The first conplex is conpl ex(1.0000, 2. 0000)
The second conplex is conpl ex(3.0000, 4. 0000)
The second conplex is conpl ex(3.000000, 4. 000000)

where the second line in italic is the input and the rest are the output of the program.

13.4 Complex Operations

The arithmetic and relational operations for complex numbers are treated in the same manner as those for
real numbers in Ch. This section will discuss how these operations are defined and handled by Ch.

13.4.1 Complex Operationswith Regular Complex Numbers

The negation of a complex number, and arithmetic and comparison operations for two complex numbers
are defined in Table[I3.Il  where the complex numbers z, z1, and 2z are defined as = + iy, x1 + iy, and
T + 1y, respectively.

The negation of a complex number will change the sign of both real and imaginary parts of the complex
number. The addition of two complex numbers will add the real and imaginary components of two complex
numbers, separately. The subtraction of two complex numbers will subtract the real and imaginary parts of
the second complex number from the real and imaginary of the first complex number, respectively. Treating
the imaginary number ¢ as a complex number of complex(0, 1), the multiplication and division for two
complex numbers are defined in Table [[3.1l For binary operations with real and complex operands, the
regular real operand will be cast into a complex before the operation. Complex numbers are not ordered;
one cannot compare to see whether one complex number is larger or smaller than the other. But, two complex
numbers can be tested whether they are equal or not. Two complex numbers are equal to each other if and
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Table 13.2: Complex negation results

Negation —
operand | complex(0.0, 0.0) z ComplexInf ComplexNaN
result complex(0.0, 0.0) —z ComplexInf ComplexNaN

Table 13.3: Complex addition and subtraction results

Addition and Subtraction +
left operand right operand
complex(0.0, 0.0) 72 ComplexInf ComplexNaN
complex(0.0, 0.0) | complex(0.0, 0.0) +72 ComplexInf ComplexNaN
z1 z1 z1 &+ 72 ComplexInf ComplexNaN
ComplexInf ComplexInf ComplexInf ComplexNaN ComplexNaN
ComplexNaN ComplexNaN ComplexNaN ComplexNaN ComplexNaN

only if both the real and imaginary parts of two complex numbers are equal to each other, separately. If the
real or imaginary parts of two complex numbers are not equal to each other, then the two complex numbers
are not equal.

13.4.2 Complex Operationswith Complex M etanumbers

In the above definitions of complex operations, we assume that all operands are regular complex numbers.
The real and imaginary parts of a complex number are then treated as two regular floating-point floats.
If the values of operands involve complex metanumbers, the definitions defined in Table may not be
valid. For example, ComplexInf is represented internally as complex(Inf, Inf). According to the complex
addition definition defined in Table and addition rule for real numbers in Ch, the result of addition of
two ComplexInfs would be complex(Inf, Inf). But, addition of two complex infinities is mathematically
indeterminate. Therefore, the results for arithmetic and relational operations with both regular complex
numbers and complex metanumbers are defined in Tables [13.2]to [13.7

From a programmer’s point of view, values of complex(£0.0, £0.0) are the same as complex(0.0, 0.0)
when they are used as operands or arguments in Ch. In the following discussions, the positive zero 0.0
and the negative zero —0.0 for real and imaginary components of a complex number are considered the
same. Therefore, although the negation of complex(0.0, 0.0) returns complex(—0.0, —0.0), the result listed
in Table [13.2lis complex (0.0, 0.0). Negation of a complex infinity is still a complex infinity. And of course,
negation of a complex not-a-number is ComplexNaN.

For binary operations in Tables [13.3] to if any one of the operands is ComplexNaN, the result is
ComplexNaN. If one of two operands is ComplexInf and other is a finite complex number, the result of
addition and subtraction is ComplexInf. Unlike real numbers, addition and subtraction of two ComplexInfs
are ComplexNaNs. Multiplication of ComplexInf with complex(0.0, 0.0) is ComplexNaN; multiplication
of ComplexInf with a finite nonzero number is ComplexInf; multiplication of two ComplexInfs becomes
ComplexInf. Like real numbers, divisions of complex(0.0, 0.0) by complex(0.0, 0.0) and ComplexInf by
ComplexInf are ComplexNaNs. A finite number or infinity divided by complex(0.0, 0.0) becomes Complex-
Inf. The division of ComplexInf by a finite number gives ComplexInf. Theoretically, two complex infinities
cannot be compared with each other because they may or may not be equal to each other.  In Ch, however,
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Table 13.4: Complex multiplication results

Multiplication *
left operand right operand
complex(0.0, 0.0) 72 ComplexInf ComplexNaN
complex(0.0, 0.0) | complex(0.0, 0.0) complex(0.0, 0.0) ComplexNaN ComplexNaN
z1 | complex(0.0, 0.0) z1xz2 ComplexInf ComplexNaN
ComplexInf ComplexNaN ComplexInf ComplexInf ComplexNaN
ComplexNaN ComplexNaN ComplexNaN ComplexNaN ComplexNaN

Table 13.5: Complex division results

Division /
left operand right operand
complex(0.0, 0.0) 72 ComplexInf ComplexNaN
complex(0.0, 0.0) ComplexNaN complex(0.0, 0.0) complex(0.0, 0.0) ComplexNaN
z1 ComplexInf z1/z2  complex(0.0, 0.0) ComplexNaN
ComplexInf ComplexInf ComplexInf ComplexNaN ComplexNaN
ComplexNaN ComplexNaN ComplexNaN ComplexNaN ComplexNaN

Table 13.6: Complex equal comparison results

Equal comparison ==
left operand right operand
complex(0.0, 0.0) 72 ComplexInf ComplexNaN
complex(0.0, 0.0) 1 0 0 0
z1 0 7zl ==72 0 0
ComplexInf 0 0 1 0
ComplexNaN 0 0 0 0

Table 13.7: Complex not equal comparison results

Not equal comparison !=
left operand right operand
complex(0.0, 0.0) 72 ComplexInf ComplexNaN
complex(0.0, 0.0) 0 1 1 0
z1 1 zl =272 1 0
ComplexInf 1 1 0 0
ComplexNaN 0 0 0 0
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two ComplexInfs are considered the same from the programming point of view as shown in Table[13.6l Like
NaN in real number, the comparison of two ComplexNaNs will get a logic false. This design consideration
is also reflected in the not equal relational operation shown in Table [13.71

13.5 Complex Functions

Besides the polymorphism, the mathematical functions implemented in Ch can have a variable number
of arguments, which is very convenient for calculations of complex mathematical functions with multiple
branches. If a mathematical function, as a real function, has only one real argument, the additional second
argument will render the function to a complex function unless explained otherwise. The integral value
of the second argument will indicate the branch of the complex function. When this second argument is
present, the first argument will be cast into a complex number according to the previously discussed data
type conversion rules when the order of its data type is lower than complex. For a mathematical function
with two arguments as a real function, if either one of two input arguments is a complex, the mathematical
function becomes a complex function. If an additional third argument as a branch indicator is provided,
the function becomes a complex function if data types of the first two arguments are lower than or equal to
complex. If their data types are lower than complex, they will be cast into complex numbers.

13.5.1 Resultsof Complex Functionswith Regular Complex Numbers

The built-in functions related to the complex numbers are listed in Table [[3.§] along with their
definitions. The input arguments of these functions can be complex numbers, variables, or expressions. For
presentation purposes, the complex numbers z, z1, and 29 are defined as x + iy, x1 + iy1, and x2 + iyo,
respectively. The integer values of k, k1, and ko are the branch numbers of complex functions. If arguments
for these branch numbers of the calling function are not integers, they will be cast into integers internally. For
mathematical expressions in the second column in Table[13.8] if the arguments of mathematical functions are
regular real numbers, the mathematical functions are real mathematical functions. The results of complex
functions involving complex metanumbers will be discussed in the next section. In Table the principal
value O of the argument of a complex number is in the range of —7m < © < . The definition of the
principal value © for various complex numbers is given in Table[I3.91 Note that the trigonometric function
atan2(y,x) is in the range of —7 < atan2(y,z) < m. Normally, through complex arithmetic and complex
functions, one shall not get a complex number with its real or imaginary part being the value of —Inf, Inf,
or NaN whereas the other part is a regular real number. This kind of result can be obtained only explicitly
by functions real(z) and imag(z), and float pointer variables through lvalues, which will be discussed in
Section

The first four functions in Table [I3.8] return real numbers. The sizeof() function returns, in bytes, an
integer of the variable, type specifier, or expression that it precedes. the returned data type is of type unsigned
int. If the argument is a complex, it will return the value of 8, which is the number of bytes required for
storing two floats of real and imaginary parts of a complex. The abs(z) function computes the modulus of a
complex number. Its returned data type is float if the input is float complex. Its returned data type is double
if the input is double complex. When the input type is complex type, the function fabs(z) behaves the same
as the function abs(z). The functions real(z) and imag(z) return the real and imaginary parts of a complex
number, respectively. The results of real(z) and imag(z) are always floats. If the data type of the argument
for real() is lower or equal to double, the input data will be cast into a float. If the data type of the argument
for imag() is lower than or equal to double, the value of zero will be returned. The sign of a zero will be
ignored in real(z) and imag(z) functions. For example, real(complex(—0.0,0.0)) will return 0.0.

A complex number can be created from two real numbers by the complex construction function com-
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Table 13.8: The syntax and semantics of built-in complex functions

Ch Syntax Ch Semantics
sizeof () 8
abs(2) sqrt(z? + y?)
fabs(z) sqrt(z? + y?)
real(z) x
imag(z) y
complex(z,y) T+ 1y
conj(z) x — iy
carg(z) ©; © = atan2(y, x)
polar(z) sart(z? + y?) +i0; © = atan2(y, )
polar(r,theta) | rcos(theta) + ir sin(theta)
sqrt(z) sqrt(sqrt(z? + y?))(cos O 4 isin %—), © = atan2(y, z)
sqrt(z, k) sqrt(sqrt(z? + y?))(cos —"BM + isin %&), © = atan2(y, z)
exp(z) e®(cosy + isiny)
log(z) log(v/22 + y?) + i©; © = atan2(y, x)
log(z, k) log(v/x? + y?) + (O + 2k7); © = atan2(y, x)
log10(z) 11)05((120) ]
logl0(z, k) %
pow (21, 22) 2172 = e?2!"%1 = exp(zg * log(21))
pow(z1, 22, k) 2172 = e?I0%1 = exp(zy * log(21, k))
ceil(z) ceil(z) + i ceil(y)
floor(z) floor(z) + i floor(y)

fmod(z1, 22) z; % =k-+ Z—ZQ, k>0
modf(z1,&22) | modf(z1,&x2) + i modf(yr, &y2)
frexp(z1, &22) | frexp(x1, &x2) + i frexp(yr, &yo2)
ldexp(z1, 22) ldexp(z1, z2) + i ldexp(y1, y2)

)

sin(z sinz cosh y + i cos zsinhy
cos(z) cos x coshy — isinx sinh y

sin 2
tan(2) COS 2
asin(z) —ilog(iz + sqrt(1 — 22))
asin(z, k) —ilog(iz + sqrt(1 — 22, k))
asin(z, k1,k2) | —ilog(iz +sqrt(1 — 22, k1), ka2)
acos(z) —ilog(z +isqrt(1l — 2 ))
acos(z, k) —ilog(z + isqrt(1 — 22, k))
acos(z, k1,k2) | —ilog(z +isqrt(l — 22 k1), ko)

1 1+iz
atan(z) log(% = ZZ)

1z

atan(z, k) log(% i ,;1:)

1 + 121/ 2
atan2(z1, 22) 5 log(T—7>1 5 zzll/zz)

1 141421/
atan2(z1, 22, k) 5 (71 — 221152’2’ )
sinh(z) sinhz cosy + i cosh z siny
cosh(z) coshx cosy + isinhxsiny
tanh(z) sinh z cos y 4 ¢ cosh x sin y

coshx cosy + isinhxsiny
continued2®1 next page
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Table 13.8: continued

Ch Syntax Ch Semantics
asinh(z) log(z + sqrt (22 + 1))
asinh(z, k) log(z + sqrt(2? + 1,k))
asinh(z, k1,k2) | log(z + sqrt(z2 + 1, k1), ko)
acosh(z) log(z + sqrt(z + 1)sqrt(z — 1))
acosh(z, k) log(z + sqrt(z + 1, k)sqrt(z — 1, k))
acosh(z, k1, k2) | log(z + sqrt(z + 1, k1)sqrt(z — 1, k1), k2)
atanh(z) % log(%Li)
atanh(z, k) % log(% + g, k)

Table 13.9: The principal value © (—7 < © < ) of the argument for complex(x,y)

©
y value x value
—x1 =00 0.0 x2 Inf NaN

y2 atan2(ys, —x1) pi/2 pi/2 atan2(ys, x2)

0.0 pi 0.0 0.0 0.0
—-0.0 pi 0.0 0.0 0.0

-yl atan2(—y1, —x1) —pi/2 —pi/2 atan2(—yy, x2)

Inf Inf
NaN NaN
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plex(x,y). If the input arguments are not floats, they will be cast into floats according to the internal data
conversion rules. The sign of a zero for x or y will be carried over to the complex number.

The conj(z) function returns the complex conjugate Z of z. The complex number Z represented by the
point (x, —y) is the reflection in the real axis of the point (z, y) representing z.

The function polar() is implemented mainly for the convenience of transformation between Cartesian
and polar representations of a complex number. If there is only one input argument, then a complex number
with its real and imaginary parts being the modulus and argument, respectively, of the input complex number
will be returned. If there are two input arguments, the complex number z in the polar form will be returned.
The first and second input arguments are the modulus and argument of z, respectively. According to the
definition re® for the polar function, negative values for r are valid.

For the square root function sqrt(), whenever there are two arguments, the first argument is treated as a
complex number. In case it is not a complex number and cannot be cast into a complex number, a syntax
error message will be reported by the system. If the second argument is not an integer, it will be cast into an
integral value according to internal data conversion rules. For the complex square root, there are only two
distinct branches because of the periodic natures of the sine and cosine functions. In general, for taking the
nth root, there are n distinct branches. If the function sgrt() is invoked with a single complex argument, the
default branch value of 0 will be used.

The exp(z) function will calculate the exponential function of the complex number z.

Like the square root function, the natural logarithmic function log() has multiple branches. The branch
number is provided by the second argument of the function. For convenience, the function 10g10() will
calculate the base-ten logarithmic function of a complex value.

The exponential function with a complex base can be calculated by the function pow(), which is accom-
plished by the exponential function and logarithmic function as is shown in Table [[3.8] The branch of the
logarithmic function determines the branch of the function pow(). Unlike its corresponding real function,
the complex function pow() is always well defined. If any one of two arguments of pow(z1, z2) is complex,
the result is complex, which is obtained by the principal branch of the expression exp(z2xlog(z1)). The
result of the expression y* equals the real part of the expression pow(complex(y,0.0), complex(x,0.0)) with
its imaginary part being zero. For the function pow(z1, z2, k), z1 and z2 can be any data type lower than or
equal to complex, and k is an integer. Whenever there are three arguments for the function pow(), the first
and second arguments are treated as complex numbers. If z2 is an integer, all branches will have the same
result; thus, the solution is unique.

For functions ceil(z), floor (z), and Idexp(z1, z2), the real and imaginary parts are treated as if they were
two separate real functions. The functions modf(z1, &z2) and frexp(zl, &z2) are handled in the same
manner. For these two functions, when the data type of the first arguments is complex, the data type of the
second argument must be a pointer to complex. The fmod(z1,z2) function computes the complex remainder
of z1/z2.

The complex trigonometric functions Sin(z), cos(z), and tan(z) and complex hyperbolic functions sinh(z),
cosh(z), and tanh(z) have unique values. However, the complex inverse trigonometric functions asin(z),
acos(z), and atan(z) and complex inverse hyperbolic functions asinh(z), acosh(z), and atanh(z) have mul-
tiple branches for a given input complex value. The second argument of these inverse functions indicates
the branch number. For functions asin(), acos(), asinh(), and acosh(), the second and third arguments spec-
ify the branches of the related square root and logarithmic functions, respectively. The function atan2() is
implemented similar to the function atan().

13.5.2 Resultsof Complex Functions With Complex M etanumbers

Like complex arithmetic operations, the definition for regular complex functions may not be valid when
the input arguments are complex metanumbers. The results of the built-in complex functions with complex
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metanumbers as their input arguments are given in Table

In Table[13.10} complex(£0.0, +-0.0) in Ch is treated as complex(0.0, 0.0). When the input argument of
a function is ComplexNaN, the returned result is always ComplexNaN except for the function sizeof(). As
shown in Figure a complex infinity is different from the real infinities of +co. When either the real or
imaginary part of a complex value is outside the range of the representable floating-point number, it becomes
ComplexInf. Therefore, the absolute value of ComplexInf is a real number of Inf. The real and imaginary
parts of ComplexInf are NaN. However, the conjugate of ComplexInf is still a complex infinity. The result of
polar (complex(0.0,0.0)) is defined as complex(0.0,0.0) because the principal value © for complex(0.0, 0.0)
equals 0.0 as defined in Table[I3.9 The result of polar (ComplexInf) is defined as complex(Inf, Inf). There-
fore, if z equals complex(0.0,0.0) or ComplexInf, the equality of z = polar (real(polar(z)), imag(polar(z)))
will still be satisfied. Like a real function, the square root of ComplexInf is ComplexInf.

As a real function, exp(Inf) = Inf whereas exp(—Inf) = 0.0. However, both values of £Inf become
ComplexInf if they are cast into complex numbers. Therefore, the complex exponential function exp(z) is
ComplexNaN when the input argument is ComplexInf. The complex logarithmic function log(z) with the
input argument of complex(0.0,0.0) or ComplexInf will return ComplexInf. With complex metanumbers
as their input arguments, the real and imaginary parts of functions ceil(z), floor(z), and ldexp(z1, z2) are
handled equivalent to two individual real functions. Like real functions, the complex trigonometric functions
sin(z), cos(z), and tan(z) are undefined when the input arguments are ComplexInfs. The irrational number
7 is not representable in a computer program. If we had the value of 7, the expression of tan(km + 7/2)
would return ComplexInf. Unlike real functions, the complex inverse trigonometric functions asin(z) and
acos(z) return ComplexInfs when the input arguments are ComplexInfs. As an inverse function of tan(z),
the function atan(z,k) has different branches when the first input value is ComplexInf. According to the
definition, atan(+¢) equals ComplexInf. The results of the complex hyperbolic functions sinh(z), cosh(z),
and tanh(z), and complex inverse hyperbolic functions asinh(z), acosh(z), and atanh(z) are implemented
similar to those of complex trigonometric functions and complex inverse trigonometric functions.

The results of the complex construction function complex(x,y) are given in Table For con-
structing a complex number, if either its real or imaginary part is NaN, the result is a complex Not-a-
Number. Likewise, if either one is a value of +oo, the result is ComplexInf. For the function polar(r,
theta) shown in Table when the modulus is infinitely large, the resultant complex number is
ComplexInf even if the provided argument of a complex number is infinity, which is compatible with the
result of polar (ComplexInf) = complex(Inf, Inf). This also follows the rule that, through complex arith-
metic and complex functions, one shall not get a complex number, what is —Inf, Inf, or NaN for either the
real or imaginary part while the other part is a regular real number. Like the exponential function exp(z),
the function pow(z1,z2) is undefined when the second argument is ComplexInf as shown in Table [3.13]

When the imaginary part y2 of z2 is a finite value, the results of the function depend on the value
of its real part X2 when the value of z1 is complex(0.0, 0.0) or ComplexInf. Like the real function, the
following expressions pow(complex(0.0,0.0), complex(0.0,0.0)), pow(complex(0.0,0.0), complex(0.0,y2)),
pow(ComplexInf, complex(0.0,0.0)), and pow(ComplexInf, complex(0.0,y2)) are ComplexNaN. Because
pow(0.0, Inf) = 0.0 and pow(0.0, —Inf) = Inf, and both Inf and —Inf are considered as ComplexInf,
pow(complex(0.0,0.0),ComplexInf) is defined as ComplexNaN. The results of function fmod(z1,z2) for
complex metanumbers are given in Table

13.6 LvaluesRelated to Complex Numbers

As defined before, an lvalue is any object that occurs on the left hand side of an assignment statement.

The valid Ivalues related to complex numbers are listed in Table The assignment operations
+=, -=, *=, [=, as well as increment operation ++ and decrement operation - - can be applied to all
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Table 13.10: Results of complex functions for complex(0.0, 0.0), ComplexInf, and ComplexNaN

function z value and results
complex(0.0, 0.0) ComplexInf ComplexNaN
sizeof(z) 8 8 8
abs(z) 0.0 Inf NaN
real(z) 0.0 NaN NaN
imag(z) 0.0 NaN NaN
conj(z) complex(0.0, 0.0) ComplexInf ComplexNaN
polar(z) complex (0.0, 0.0) ComplexInf ComplexNaN
sqrt(z) complex(0.0, 0.0) ComplexInf ComplexNaN
exp(z) complex(1.0,0.0) ComplexNaN ComplexNaN
log(z) ComplexInf ComplexInf ComplexNaN
log10(z) ComplexInf ComplexInf ComplexNaN
ceil(z) complex (0.0, 0.0) ComplexInf ComplexNaN
floor(z) complex(0.0, 0.0) ComplexInf ComplexNaN
modf(z, &z2) | complex(0.0,0.0)  complex(0.0,0.0) ComplexNaN
z2 complex(0.0, 0.0) ComplexInf ComplexNaN
frexp(z, &z2) | complex(0.0,0.0) ComplexInf ComplexNaN
72 complex(0.0,0.0)  complex(0.0,0.0) ComplexNaN
Idexp(z, z2) complex (0.0, 0.0) ComplexInf ComplexNaN
sin(z) complex(0.0, 0.0) ComplexNaN ComplexNaN
cos(z) complex(1.0,0.0) ComplexNaN ComplexNaN
tan(z) complex(0.0, 0.0) ComplexNaN ComplexNaN
Note: tan(complex(w/2 + k  m,0.0)) = ComplexInf
asin(z) complex (0.0, 0.0) ComplexInf ComplexNaN
acos(z) complex(pi/2, 0.0) ComplexInf ComplexNaN
atan(z) complex(0.0,0.0) complex(pi/2, 0.0) ComplexNaN
Note: atan(complex(0.0, +1.0)) = ComplexInf;
atan(ComplexInf, k) = complex(pi/2 + kxpi, 0.0)
sinh(z) complex(0.0, 0.0) ComplexNaN ComplexNaN
cosh(z) complex(1.0,0.0) ComplexNaN ComplexNaN
tanh(z) complex(0.0, 0.0) ComplexNaN ComplexNaN
Note: tanh(complex(0.0,7/2 + k * 7)) = ComplexInf
asinh(z) complex(0.0, 0.0) ComplexInf ComplexNaN
acosh(z) complex(0.0, pi/2) ComplexInf ComplexNaN
atanh(z) complex(0.0,0.0) complex(0.0, pi/2) ComplexNaN
Note: atanh(complex(£1.0,0.0)) = ComplexInf;
atanh(ComplexInf, k) = complex(0.0, pi/2 + kxpi)
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Table 13.11: Results of the function complex(x, y) for 0.0, 0o, and NaN

complex(x, y)

x value y value
—Inf -yl 0.0 y2 Inf NaN
Inf ComplexInf ComplexInf ComplexInf ComplexInf ComplexInf  ComplexNaN
x2 ComplexInf complex(x2, —y1) complex(x2, 0.0) complex(x2, y2) ComplexInf ~ ComplexNaN
0.0 ComplexInf complex(0.0, —yl) complex(0.0, 0.0) complex(0.0, y2) ComplexInf  ComplexNaN
—x1 ComplexInf complex(—x1, —yl) complex(—x1, 0.0) complex(—x1, y2) ComplexInf ~ ComplexNaN
—Inf ComplexInf ComplexInf ComplexInf ComplexInf ComplexInf ~ ComplexNaN
NaN ComplexNaN ComplexNaN ComplexNaN ComplexNaN  ComplexNaN  ComplexNaN
Table 13.12: Results of the function polar(r, theta) for 0.0, 00, and NaN
polar(r, theta)
1 value theta value
—Inf —thetal 0.0 theta2 Inf NaN
Inf ComplexInf ComplexInf ComplexInf ComplexInf ComplexInf  ComplexNaN
r2 ComplexNaN polar(r2, —thetal) complex(r2, 0.0) polar(r2, theta2) ComplexNaN  ComplexNaN
0.0 ComplexNaN complex(0.0, 0.0) complex(0.0, 0.0)  complex(0.0, 0.0) ComplexNaN ComplexNaN
—rl ComplexNaN  polar(—rl, —thetal) complex(—rl, 0.0) polar(—rl, theta2) ComplexNaN ComplexNaN
—Inf ComplexInf ComplexInf ComplexInf ComplexInf ComplexInf  ComplexNaN
NaN ComplexNaN ComplexNaN ComplexNaN ComplexNaN  ComplexNaN  ComplexNaN

Table 13.13: Results of the function pow(z1, z2) for complex(0.0, 0.0), ComplexInf, and ComplexNaN

pow(zl, z2)

z1 value z2 value

complex(0.0, 0.0) 22; (|y2| < o0) ComplexInf ~ ComplexNaN
—oo <2 <0.0 x2=0.0 0< 22 <00

complex(0.0, 0.0) ComplexNaN ComplexInf ~ ComplexNaN  complex(0.0,0.0) ComplexNaN  ComplexNaN
z1 | complex(1.0, 0.0) 232 2y 2372 ComplexNaN  ComplexNaN
ComplexInf ComplexNaN  complex(0.0,0.0) ComplexNaN ComplexInf  ComplexNaN  ComplexNaN
ComplexNaN ComplexNaN ComplexNaN  ComplexNaN ComplexNaN ~ ComplexNaN  ComplexNaN

Table 13.14: Results of the function fmod(z1, z2) for complex(0.0, 0.0), ComplexInf, and ComplexNaN

z1 value

complex(0.0, 0.0)

z1
ComplexInf

ComplexNaN

fmod(z1, z2)
z2 value
complex (0.0, 0.0) ComplexInf ComplexNaN
ComplexNaN complex(0.0,0.0) complex(0.0,0.0) ComplexNaN
ComplexNaN fmod(z1,z2) z1  ComplexNaN
ComplexNaN ComplexNaN ComplexNaN ComplexNaN
ComplexNaN ComplexNaN ComplexNaN ComplexNaN
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Table 13.15: The valid lvalues related to complex numbers

Case Meaning of lvalue Example
1 simple variable z = conplex(1.0, 2);
2 an element of a complex array zarray[i] = conpl ex(1.0,2)+Conpl exl nf;
3 complex pointer variable zptr = mal | oc(si zeof (conpl ex) * 3;
zptr = &z,
4 address pointed to by a complex variable xzptr = complex(1l.0, 2) + z;
5 an element of a complex pointer array zarrayptr[i] = malloc(sizeof (conpl ex) *3;
zarrayptr[i] = &z;
6 address pointed to by an element of xzarrayptr[i] = complex(1.0, 2);
a complex pointer array
7 real part of a complex variable real (z) = 3.4;
real part of a complex variable real (xzptr) = 3.4;
real part of a complex variable real (*(zptr+1)) = 3.4;
real part of a complex variable real (xzarrayptr[i]) = 3.4;
8 imaginary part of a complex variable img(z) = conmplex(1l.0, 2);
imaginary part of a complex variable i mg(xzptr) = 3.4,
imaginary part of a complex variable img(*(zptr+1)) = 3.4;
imaginary part of a complex variable i mg(*zarrayptr[i]) = 3.4;
9 float pointer variable fptr = &z;
fptr = zptr;
pointer to real part of a complex variable *fptr = 1.0;
pointer to imaginary part of a complex variable | *(fptr+1) = 2.0;

these lvalues. Besides the simple variable in case 1, an element of a complex array can be an lvalue, which
is case 2 in Table In case 3, pointer to complex is used as an lvalue to get the memory or to point to
a memory of a complex object. In case 4, the memory pointed to by the pointer zptr is assigned the value
of the expression on the right hand side of an assignment statement. In addition to a single pointer variable,
one can have an array of complex pointers. Cases 5 and 6 show how an element of a complex pointer array
is used to access its memory. The function real() can not only be used as an rvalue or an operand, but it can
also be used as an lvalue to access the memory of its argument. In case 7, the argument of real() must be a
complex variable, or an address pointed to by a complex pointer or pointer expression. A constant complex
number or expression can be used as an input argument of the function real() only when it is an rvalue or an
operand. In case 8, the imaginary part of a complex is accessed by the function imag() in the same manner
as the function real(). Because a complex number occupies two floats internally, this memory storage can
be accessed not only by the functions real() and imag(), but also by a pointer to float as is shown in case
9 where the variable fptr is a pointer to float. For cases 7-9, a real number, including £0.0, +Inf, and
NaN, on the right hand side will be assigned to an lvalue formally without filtering. Therefore, abnormal
complex numbers such as complex(Inf, NaN), complex(Inf,0.0), etc. may be created. For example, two Ch
commands real(z) = NaN and imag(z) = Inf make z equal to complex(NaN,Inf); and real(z) = —0.0 and
imag(z) = NZero gives z the value of complex(—0.0, —0.0).

13.7 Creation of User’s Complex Functions

User’s complex functions in Ch can be created in the spirit of ISO C, which will be demonstrated by the
computation of the following complex function f(z1, 2z2).

(421 + 3 +145) * sin(z1 * 23) * €25
21(2’2 —2— i2)

f(Zl,ZQ) = (13.3)
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The complex function f(z1, z2) can be easily programmed in Ch as follows.

conpl ex f(conplex z1, complex z2) {
compl ex z;
z = (4*z1+3+conpl ex(0,5))*sin(zlxz2)*polar(1, 2.5))/
(z1x(z2-conmplex(2,2)));
return z;

}

Using the above-programmed external gamma function, the commands

printf("f(0, 0)

% \n", f(O0, 0));
printf("f(0, 1) % \n", f(O, 1));
printf("f(1, 1) % \n", f(1, 1));
printf("f(0, conplex(2, 2)) =% \n", f(0, conplex(2,2)));
printf("f(1, conplex(2, 2)) =% \n", f(1, conplex(2,2)));

will produce the following output.

f(0, 0) = CcomplexNaN

f(0, 1) = ComplexNaN

f(1, 1) = complex(1.385598,-2.925680)
f(0, complex(2, 2)) = Complexinf

f(1, complex(2, 2)) = Complexinf

Note that the function f(z1,22) gets ComplexInf at the singular point zo = 2 + 2 and f(0, z2) becomes
division of complex zero by complex zero.
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Chapter 14

Pointersand Arrays

Arrays are commonly used programming features. An array consists of elements that extend in one or
more dimensions to represent columns, planes, cubes, etc. The number of dimensions in an array is referred
to as the rank of the array, the number of elements in a dimension is called the extent of the array in
that dimension. The shape of an array is a vector where each element of the vector is the extent in the
corresponding dimension of the array. The Size of an array is the number of bytes used to store the total
number of elements of the array.

This chapter will first illustrate how pointers can be used to access elements of arrays. Next, we will
describe how to allocate memory for one- and two-dimensional arrays. From a mathematical point of view,
these two kinds of arrays are very useful to represent vectors and matrices. Then mechanisms for passing
arrays to functions in C90 are described. It shows that passing multi-dimensional arrays of variable length
to functions in the C90 standard conforming manner is cumbersome and error-prone. Variable length arrays
described in the next chapter are recommended for applications.

14.1 Accessing Array Elements Through Pointers

Arrays and pointers are intimately tired. Not only a pointer can be used to access an array, but also the
variable name of an array itself can be treated as a pointer. Assume that Al is a one-dimensional array of int
type with length of 10 and p is a pointer to int, elements of Al can be accessed by three methods illustrated
in the interactive execution in a Ch shell as follows.

> int i

> int AL1[10], =*p

> A1[ 3] =3 /1 method 1
> for(i=0; i<10; i++) printf("%l ", Al[i])
0003000000
> x(Al+4) =4 Il <==> Al[ 4] =4, method 2
> for(i=0; i<10; i++) printf("%l ", Al[i])
0003400000
>p = Al

> x(p+5)=5 /'l <==> Al1[ 5] =5, nmethod 3
> for(i=0; i<10; i++) printf("%l ", Al[i])
0003450000

>
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According to the pointer arithmetic described in Chapter @, p+5 points to the sixth element of Al. The
variable name Al in statement

*(AL+4) =4

is actually treated as a pointer to int.

For two- or multiple-dimensional arrays, the variable name of an array is treated as a pointer to array.
For example, if A2 is a two-dimensional array of int type with size (3 x 4) and p is a pointer to int, methods
of accessing elements of A2 are shown below.
int i, j
int A2[3][4], =*p;

A2[1][1]=3 /1 method 1

for(i=0; i<3; i++) for(j=0; j<4; j++) printf( "% ", A2[i][j])
000030000O00O

p=A2

*(pt+lx4+2) =4 Il <==>A2[ 1] [ 2] =4, method 2

for(i=0; i<3; i++) for(j=0; j<4; j++) printf("% ", A2[i][]j])
00003400000

*(*(A2+1)+3) =5 [/ <==>A2[1][3]=5, nethod 3

for(i=0; i<3; i++) for(j=0; j<4; j++) printf("% ", A2[i][]])
00003450000

vVOoVVoOoVvyVvyVvVvoyVvyVvyVvy

The value of p+1*4+2 points to the address of the seventh element of array A2 at A2[ 1] [ 2] . Variable
A2 is a pointer to array of 4 elements. The point expression ( A2+1) gives the address at the fifth element
of array A2. Therefore, * ( * ( A2+1) +3) is equivalent to the array element A2[ 1] [ 3] .

14.2 Dynamic Allocation of Arrays

In many applications, especially in engineering and science, the size of an array or a matrix is known only
at the program execution. It will be more efficient to use dynamic allocation of arrays instead of declaring
arrays of large fixed size. In this section, we will describe how to implement dynamic allocation of one-
and two-dimensional arrays. The standard functions malloc(), calloc(), and realloc() described in Chapter[9]
can be used to dynamically allocate memory for arrays. Function free() can be called to deallocate the
dynamically allocated memory when they are no longer needed.

14.2.1 Dynamic Allocation of One-Dimensional Arrays

A one-dimensional array is typically used to represent a vector. For example, a row vector is a (1 X n)
matrix, and a column vector is a (n x 1) matrix, where n is a positive integral value. Both of them can be
written in the form of one-dimensional array.

As an example, assume vector A1 is of double type and its length vect Len is determined at runtime.
The following code fragment shows how to allocate memory dynamically for Al with function malloc().

doubl e *Al;
/* ... source code to obtain vectLen at runtinme x/
Al = (double *)nmall oc(vect Len*si zeof (doubl e));
i f(AL == NULL) {
fprintf(stderr, "ERROR. %(): no enough nmenory\n", _ func_);
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exit(l);
}
/* ... source code to handl e vector Al x/
free(Al);
/* ... source code no | onger use Al */

Variable Al is declared as a pointer to double. After obtaining the value for vect Len at run time, the
memory with vect Len * si zeof (doubl e) bytes is allocated dynamically. Al can be treated as a
one-dimensional array, and its elements can be accessed through its name Al.

>int i

> doubl e Al

> Al = (double *)mall oc(10+si zeof (doubl e))

40070280

> Al[5] = 10 /1 method 1

> for(i=0; i<10; i++) printf("od.1f ", Al[i])
0.0 0.00.00.00.0 10.0 0.0 0.00.00.0

> x(Al+6) = 20; [/ <==> Al[6]=20, nmethod 2
0.0 0.00.00.00.010.0 20.0 0.0 0.0 0.0
>p = A1

40070280

Two different methods to access an element of the array are presented in the above example. For array Al
with vect Len number of elements, the subscript i in the form of A1[i] or * ( Al+i) can go from O
tovect Len- 1. An attempt to access element AL[ vect Len] is illegal, because it points to the memory
outside the boundary for array Al.

A one-dimensional array can also be used to represent a two-dimensional matrix. For example, pointer
p can allocate a memory for a two-dimensional array of size (n x m). The element (i, j) of matrix
(n x m) can be accessed by pointer indirection operation * ( p+i * m+j ) . In the example below, n is 3 and
mis 4.

> int i

> double *Al, =*p

> Al = (double *)nmall oc(3+4xsi zeof (doubl e))

40070280

>p = A1

40070280

> x(p+1x4+2) = 30; /1 assigned 30 to elenment (1, 2)

>

14.2.2 Dynamic Allocation of Two-Dimensional Arrays

From a mathematical point of view, a matrix or an array of (m X n) is a set of numbers arranged in a
rectangular block of mhorizontal rows and n vertical columns. From a programming point of view, it is
a block of memory with each row of the matrix lying in a contiguous block of memory. Two methods of
dynamical allocation of two-dimensional arrays will be presented in this section. In the first method, the
memory for the matrix allocated is in a single contiguous block, whereas in the second method, each row of
the matrix lies in a contiguous block of memory, but the whole matrix is not in a sequential memory block.

Assume A2 is a two-dimensional array of size (m X n). The values of mand n are determined at run
time. The following code fragment shows how to allocate a single contiguous memory dynamically for
array A2[ m [ n] .

241



CHAPTER 14. POINTERS AND ARRAYS
14.2. DYNAMIC ALLOCATION OF ARRAYS

A2 | A2[01[0] | A2[0][1]| A2[0][2] | A2[0][3] —
= A2[0] | -
A2[1] —=| A2[1][0] | A2[1]1[1]| A2[1][2] | A2[1][3]
A1 | L
= | A2[2][0]| A2[2][1]| A2[2][2]| A2[2][3]

Figure 14.1: Dynamic allocation of two-dimensional arrays (method 1).

int i;
doubl e **A2;
/[ ... source code to obtain mand n at runtine */

A2 = (double **)mal |l oc(m* sizeof (doubl e*));

i f(A2 == NULL) {
fprintf(stderr, "ERROR %s(): no enough menory\n", _ func__);
exit(1);

}

A2[ 0] = (double *)malloc(m=+* n * sizeof (double));

i f(A2[ 0] == NULL) {

fprintf(stderr, "ERROR. %(): no enough nmenory\n", _ func_);
exit(l);

}

for(i =1; i <nm i++) {
A2[i] = A2[0] + i * n;

}

[* ... source code to handle vector A2 =/

free(A2[0]);

free(A2);

[+ ... source code no | onger use A2 */

Frist, A2 is declared as a pointer to pointer to double. After obtaining the values of mand n, the memory for m
pointers to double is allocated for A2. So, A2 can be considered as a one-dimensional array of pointers with
melements shown in Figure [[4.1l Then a single contiguous memory withm * n * si zeof (doubl e)
bytes for m * n elements is allocated. Each pointer Al i ] points to a segment in this block. Therefore, A2
becomes a two-dimensional array. In the example below, elements of array of size (3 x 4) are accessed by
two different methods.

>int i, ]

> doubl e »*A2

> A2 = (double **)malloc(3 * sizeof(double*x)); // with size (3 X 4)

4006cdcO

> for(i=0; i<3; i++) printf("% ", A2[i])

00000000 00000000 00000000

> A2[0] = (double *)malloc(3 * 4 * sizeof (double));
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A2 | A2[0][0] | A2[0][1]| A2[0][2] | A2[0][3]
= A2[0] | -
A2[1] |-=| A2[1][0] | A2[1][1]| A2[1][2]| A2[1][3]
A2[2] |-
= | A2[2][0]| A2[2][1]| A2[2][2]| A2[2][3]

Figure 14.2: Dynamic allocation of two-dimensional arrays (method 2).

> A2[ 1] A2[0] + 4 Il A2[i] = A2[0] + i = n
> A2[ 2] A2[ 0] + 2+4 Il A2[i] = A2[0] + i =* n
> for(i=0; i<3; i++) printf("% ", A2[i]) /1 1-dinmension of pointer
4007bee8 4007bf 08 4007bf 28

> for(i=0; i<3; i++) for(j=0; j<4; j++) printf("od. 1f ", A2[i][j])
0.0 0.00.00.00.00.00.00.00.00.00.00.0

> A2[1][1] =3 /1 method 1

> x(*(A2+1) +2) =4 Il <==> A2[1][2] =4, nmethod 2

> for(i=0; i<3; i++) for(j=0; j<4; j++) printf("od.1f ", A2[i][j])
0.0 0.00.00.00.03.04.00.00.00.00.00.0

> pp = A2

4006cdcO

Once a memory block withm * n * si zeof (doubl e) bytes is allocated for A2, the subscripts i and
j inthe form of A2[ i ] [j] or*(*(A2+i ) +j ) can go from O to m 1 and O to n- 1, respectively. Any
attempt of access to A2[ ] [ n] is illegal.

The following code fragment shows the second method for dynamic allocation of two-dimensional array
A2. Memory for each row of the matrix is allocated separately. Therefore, the memory block for different
rows may not be continguous. The memory layout for array A2 is shown in Figure

int i;
doubl e **A2;
[+ ... source code to obtain mand n at runtine */

A2 = (double **)mal |l oc(m* sizeof (doubl e*));
i f(A2 == NULL) {
fprintf(stderr, "ERROR %s(): no enough nmenory\n", _ func_);
exit(l);
}
for(i =0; i <nm i++) {
A2[i] = (double *)malloc(n * sizeof (double));
i f(A2[i] == NULL) {
fprintf(stderr, "ERROR %(): no enough nenmory\n", _ func__);
exit(1);
}
}
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int main() {
doubl e d1[10], d2[10];
doubl e d3[5], d4[5];
voi d oneDadd(doubl e dd1[], double *dd2, int n);
oneDadd(dl, d2, 10);
oneDadd(d3, d4, 5);

}
voi d oneDadd(doubl e dd1[], double *dd2, int n) {
int i;
for(i=0; i<=n-1; i++)
ddi[i] += dd2[i]; /* the same as *(ddl+i) += *(dd2+i) =*/
}

Program 14.1: Passing one-dimensional arrays of variable length to a function.

[+ ... source code to handl e vector A2 =/
for(i =0; i <m i++4)
free(A2[i]);
free(A2);
[+ ... source code no | onger use A2 */

The major difference between the two methods for dynamical allocation of two-dimensional arrays de-
scribed in this section is that function malloc() is called for each row of the matrix in the latter.

14.3 Passing One and Multi-Dimensional Arrays of Fixed L ength

14.3.1 One-Dimensional Arrays

When an array is passed to a function, what is actually passed is only the address of the first element of
the array. In the called function, this argument is a local variable of pointer type. Program [I4.1] adds
one-dimensional arrays d1 and d2, each 10 elements of double data type, and stores the result in array
d1 element-wise by the function oneDadd() . In the function definition of voi d oneDadd( doubl e
ddi[], *dd2, int n) in Program [I4.1] dd1 is defined as a variable of double array type whereas
dd2 is a variable of pointer to double. One-dimensional arrays of variable length can be passed to this
function as shown in the program. The extent of both arrays d1 and d2 is 10 whereas the extent of arrays
d3 and d4 is 5. In general, the size of an array is not available to the called function, the sizes of arrays in
the function oneDadd() are passed in by the parameter n in the program. However, a string is a special
case. Strings are zero-terminated so that their sizes can be computed easily by the function strlen(). The
expressions of dd1[ - 2] and dd2[ 20] are equivalent to * (dd1- 2) and * (dd2+20), respectively. If
they were used inside the function oneDadd() in Program they would refer to objects outside the
passed array bounds. Because no extents are specified in the declaration of formal arrays, the statement of
ddl[ - 2] += dd2[20+n] would be syntactically legal if they were in the function oneDadd( ) , even
if they may be problematic. It is not possible to generate any warning or error message for this kind of
statement. It is the programmer’s responsibility to make sure that each element of the formal array in the
called function is within the array bounds of actual arrays in the calling function.

However, if the extents of arrays to be passed in the calling functions are known, the formal array ar-
guments in the function can be declared with specified extents. For example, in Program both dd1
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int main() {
doubl e d1[10], d2[10];
doubl e d3[5], d4[5];
voi d oneDadd(doubl e ddi[10], double dd2[10], int n);
oneDadd(d1, d2, 10); [+ OK */

oneDadd(d3, d4, 5); /+ WARNI NG inconpati bl e di mensions x/
}
voi d oneDadd(doubl e ddi[10], double dd2[10], int n) {
int i;
for(i =0; i <=n-1; i++)
ddi[i] += dd2[i];
}

Program 14.2: Passing one-dimensional arrays of fixed length to a function.

and dd2 are defined as variables of array of 10 elements. When it is invoked by the function call of
oneDadd(d3, d4, 5),two warning messages may be produced by the system because the extents of
passed arrays d3 and d4 do not match with those of the formal definitions for dd1 and dd2. Furthermore,
because the extent has been specified in the formal argument, error messages would be generated in Ch at
the runtime due to the array boundary error if the statement of dd1[ - 2] += dd2[ 20] were used in the
function oneDadd( ) . To avoid a likely crash of the system, if an array index is smaller than zero, the lower
bound of zero will be used as the array index in Ch. Similarly, if an index is greater than the upper bound of
the formal array, the upper bound of the formal array will be used as the index. The assignment statement
ddl[ - 2] += dd2[ 20] would be, therefore, handled as the statement dd1[ 0] += dd2[ 9] . Although
dd1[ 10] anddd2[ 10] in the function definition oneDadd( doubl e dd1[ 10], dd2[10], int n)
are declared with specific extents, what is passed to the called function are still only pointers.

14.3.2 Multi-Dimensional Arraysof Fixed Length

One-dimensional arrays can be passed to functions conveniently in C as described in the previous section.
In this section, we will describe how to pass multi-dimensional arrays of fixed shape to functions.

Let us examine the example of passing two-dimensional arrays to a function in Program when the
function t woDadd( ) is used to add two two-dimensional arrays. If a two-dimensional array of fixed length
is to be passed to a function, the parameters of the array definition in the arguments of the function should
include the number of columns, the second dimension of the array. We illustrate three different formats for
formal array arguments of a function by using the following declaration in Program

voi d twoDadd(doubl e (*dd1)[5], double dd2[][5], double dd3[4][5],
int n, int m

Although the declaration formats fordd1, dd2 and dd3 are different, all of them are defined as the pointer
to array of 5 elements of double data type. Unlike one-dimensional arrays, the internal data structures for
variables dd1 and dd2 are identical, they both ignore the number of rows of the actual arrays. However,
if the number of rows of the argument in the calling function corresponding to the variable dd3 is not
4, the system may generate a warning message. In general, in passing arrays to functions, the rank of
actual arrays shall match with the rank of the formal array argument in the function definition and function
prototypes. Otherwise, the system may produce a warning message. If the extent for a dimension of an
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int main() {

doubl e d1[4][5], d2[4][5], d3[4][5];

doubl e d4[3][5], d5[3][5], d6[3][5];

doubl e d7[4][6];

voi d twoDadd(doubl e (*xddl1)[5], double dd2[][5], double dd3[4][5],

int n, int m;

twoDadd(d1, d2, d3, 4, 5); /* OK */

twoDadd(d4, d5, d6, 3, 5); /* WARNING inconpatible first dinension
d6[3][5] != dd3[4][5] =*/

twoDadd(d7, d2, d3, 4, 5); /* WARNING i nconpatible second di mensi on
d7[4][6] != (*ddl)[5] =*/

}
voi d twoDadd(doubl e (*dd1)[5], double dd2[][5], double dd3[4][5],
int n, int m {
[+ dd1l[n][mM = dd2[n][m + dd3[n][n] =*/

int i, j;

for(i=0; i<=n-1; i++)
for(j=0; j<=m1; j++)
ddifi][j] = dd2[i][j]+dd3[i][]j];

Program 14.3: Passing two-dimensional arrays of fixed length to a function.
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int main() {
double d1[3][5][7], d2[3][5][7], d3[3]1[5][7];
voi d threeDadd(double (*dd1)[5][7], double dd2[][5][7],
doubl e dd3[3][5][7], int n, int m int r);
t hreeDadd(dl, d2, d3, 3, 5, 7); [+ dl = d2 + d3 =/
}

voi d threeDadd(double (*dd1)[5][7], double dd2[][5][7],
doubl e dd3[3][5][7], int n, int m int r) {
[+ ddi[n][m[r] = dd2[n][m[r] + dd3[n][m[r] */
int i, j, k;

for(i=0; i<=n-1; i++)
for(j=0; j<=m1; j++)
for(k=0; k<=r-1; k++)
ddi[iJ[j1[k] = dd2[i][j][k]+dd3[i][j][K];

Program 14.4: Passing three-dimensional arrays of fixed length to a function.

array is given in the function definition or function prototypes, the extent of the actual array shall match
with the corresponding extent of the array in the formal definition. Otherwise, the system may also produce
a warning message. The shapes of the array in the function definition and its function prototypes shall be the
same. Otherwise, it is a syntax error. The exception is declaring a one-dimensional array of variable length.
For example, the following two function prototypes

voi d funct (double =d);
void funct (double d[]);

are considered to be compatible. The function call of t woDadd(d4, d5, d6, 3, 5) inProgram[I4.3]
may get a warning message for array d6[ 3] [ 5] which has a different extent for the first row dimension
from the formal argument dd3. A warning message may also be generated for array d7[ 4] [ 6] because
the number of columns is different from the formal definition. Arrays d1, d2, d4 and d5 with different
numbers of rows can be passed to the function t woDadd( ) correctly without any warning message.

Multi-dimensional arrays higher than two-dimension can be handled in the same manner. In general,
only the size of the first dimension of an array can vary; all others shall be specified in the function def-
inition and function prototypes. Program demonstrates how to pass three-dimensional arrays to a
function in three different syntactical forms for array arguments. In Program [I4.4] the function call of
t hreeDadd(dl, d2, d3, 4, 5, 6) stores the sum of each elements of arrays d2 and d3 to the
corresponding element of array dd1.

Because an array parameter in a function is handled as a pointer to array, a pointer to array can also
be used as an actual argument of a function. This can be illustrated by Program In Program
the variable dp is a pointer to array of 7 elements and d[ 1] is an array of 5x7 elements. The assignment
statement dp = d[ 1] points dp at the starting address of the 5x7 array so that expressions dp[ i ][] and
d[2][i][j] will refer to the same object. In Program[14.5] statement dp = d[ 1] can be substituted by
one of the following assignment statements
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voi d funct(double dd[][7]){ }
int main() {
double d[3][5][7], (*dp)[ 7], (*dp2)[7];
dp = d[1]; [+ dp = &J[1][0][0]; dp = d+1; dp = =(d+1); =/
funct (dp); [+ funct(&d[1][0][0]); funct(d[1]); =/
[+ funct (d+1); funct(*(d+1)); =/
dp[2][3] = dp[3][5]+6; [/* treat dp as an array =*/
dp2 = nmal | oc(si zeof (doubl ) *5+7);
funct (dp2);

Program 14.5: Using pointer and pointer to array as actual arguments in passing arrays to a function.

dp = &[1][0][0O];
dp = d+1;
dp = *(d+1);

where &[ 1] [ O] [ O] is the address of the first element d[ 1] [ O] [ O] of array d, d+1 is a pointer to array
of 5x7 elements, and * ( d+1) is an array of 5x7 elements from d[ 1] [ 0] [ O] tod[ 1] [ 4] [ 6] . Similarly,
if the statement f unct ( dp) is replaced by any one of the following programming statements

funct (&J[1][0][0]);
funct (d[1]);

funct (d+1);

funct (*x(d+1));

the result will be the same as long as the element dd[ i ] [ j ] referenced inside function f unct () is within
the valid range of array d in the main routine.

An array consists of a continuous segment of memory in C. The memory pointed at by a pointer to array
can be allocated dynamically by memory allocation functions malloc(), calloc(), and realloc(). Using the
indirection of pointers, a pointer to array of n dimensions can be treated as an array of (n+1) dimensions.
This can be illustrated by variable dp2 in Program[14.3] The variable dp2 is a pointer to array of 7 elements
of double data type. The memory for dp2 is allocated dynamically and it is passed to the function f unct ()
in the same manner as dp.

Similarly, arrays of different data type can be passed to functions. For example, the following code
fragment shows how arrays of pointers of different data type are passed to the function f unct () .

char xc[]={"strings", "with different", "length", ""};

int =xi[2][4];

float *x*xf[3][5][7];

int funct(char *cc[], int **xii[2][4], float *xxff[3][5][7]);
funct(c, i, f);

where C is an array of pointer to char, i is an array of double pointer to 2x4 int elements, and f is an array of

triple pointer to 3x5x7 float elements. Note that arrays of pointer to char are useful for system programming
because it can store strings of variable length.
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Chapter 15

Variable Length Arrays

Arrays in C are intimately tied with pointers. Treating array variables as pointers in C is very elegant
for system programming; it is one of C’s major strengths. Because C was not designed for numerical
computing, handling multi-dimensional arrays in C is cumbersome in many situations. For example, in
contrary to the fame of C for its conciseness and clarity, passing arrays of variable length to functions
in C90 is neither intuitive nor easy to understand; it is very complicated. Arrays of variable length were
available in FORTRAN since its earlist days [1]]. Scientific programmers with prior FORTRAN experiences
are often disappointed at C’s inability to handle arrays of variable length. Adding variable length arrays
(VLA) to C is a critical step in evolving C as a leading programming language for applications in science
and engineering. Arrays of variable length whose size is known only at program execution time are added
in C99 and Ch. Details about variable length arrays are described in this chapter.

Four different types of variable length arrays called deferred-shape arrays, assumed-shape arrays, pointer
to assumed-shape arrays, and array of reference in Ch can be illustrated by the following code fragment.

int funct(int a[&[&, int (*xb)[:], int c[:][:], int n, int m {
int (xd)[:] = a;
int e[n][n;

}

where a is an array of reference; b and ¢ are assumed-shape array; d is a pointer to assumed-shape array;
and e is a deferred-shape array. Ch extends C with arrays of explicit lower and upper bounds for numerical
computing. Arrays of explicit lower and upper bounds can be illustrated by the following code fragment.

int funct(int a[1:5], int b[1:][2:], int n, int m {
int c[3][1:3];
int d[n:m;

}

where a is a fixed-length array with the subscript range from 1 to 5, b is a pointer to two-dimensional
assumed-shape array with unit-offset. The subscript range of the first dimension of two-dimensional array ¢
with fixed subscript range is from O to 2 while the subscript range of the second dimension of array C is from
1 to 3. The variable d is an array with deferred subscript range and it is also a deferred-shape array. The
first element of an array in C starts with index zero such as a[ 0] . In contrast to C, the first element of an
array in FORTRAN 77 starts with index one such as a[ 1] . An array with explicit lower and upper bounds
allows an array element to start with any index number. Arrays with explicit lower and upper bounds have
many applications. For example, the coefficients a; of a polynomial ag + a2 + asz? + ... + a,z" can be
appropriately handled using a zero-offset array a[ 0: n] whereas a vector of N data points z; for i = 1 to
N calls for a unit-offset array X[ 1: N] .
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15.1 Storage Duration and Declaration of Arrays

15.1.1 Storage Duration of Objects

Storage duration determines the lifetime of an object. An array declared with external or internal linkage,
or with the storage-class specifier st at i ¢ has static storage duration. For such an array, its storage is
reserved and its stored value for each element is initialized once only. Each element of the array exists and
retains its last-stored value throughout the execution of the entire program. The shape of the array with static
storage duration has to be resolved before the execution of the function mai n() . Therefore, each extent of
an array definition with static storage duration shall be an integral constant expression with a value greater
than zero as shown in the following sample program.

int n =5;
int a[4][5], aa[3] = {1, 2, 3};
extern int b[6][7], c[8], d[][9], e[]; /* d and e are inconplete */
/= conplete shape for d and e in the followi ng definition =/
int b[6][7], c[8], d[4][9], e[10], ee[2][3] ={1,2,3,4,5,6};
int main(){
static int s[4], ss[2+3] ={1, 2,3, 4, 5},;
extern int a[4][5];
externint b[6][7], c[8], dA[]1[9], e[];
}

An array declared with no linkage and without the storage class specifier St at i ¢ within a function or
nested function has automatic storage duration. Storage is guaranteed to be reserved for a new instance of
such an array on each normal entry into the block with which it is associated. If an initialization is specified
for the array with automatic storage duration, it is performed on each normal entry. Storage for the array
is no longer guaranteed to be reserved when execution of the enlosing block ends in any way including by
means of got 0, continue, break, andreturn statements. For example, arrays in the following
code fragment have automatic storage duration.

int n =5
void funct1(){
int m= 6;
int a[4][5], aa[3] = {1,n,n}; /| * n==5, nmE=6 */
void funct2(){
int s[4], ss[2+3] ={1,2,3,n,n}; /* n==5 mF=6 =*/
}
}

In this sample code, the shape of an array is completely specified by constant integral expressions for each
extent. Since memory space for an array of automatic storage duration is allocated at execution time upon
the entry to the block within which it is declared, it is desirable that the length of the array can be different
when the block or function is invoked each time. An array whose size is determined at program execution
time is called a variable length array (VLA).

15.1.2 Declaration of Arrays
Variables can be declared in the form of

T DL (15.1)
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where T contains the declaration specifiers that specify a type T such as i nt and D1 is a declarator that
contains an identifier ident. The delimiters [ and ] may delimit an expression or : for declaration of arrays.
If D1 has the form

Dlexpressiongpt] (15.2)

and the type specified for identifier in the declaration “T D1” is “derived-declarator-type-list T,” then the
type specified for ident is “derived-declarator-type-list array of T.” If the size expression is not present, the
array type is an incomplete type. If delimiters [ and ] delimit an expression that specifies the size of an array,
it shall be an integral type. If it is a constant integral expression, it shall have a value greater than zero. If the
size expression of an array is not a constant expression, it is evaluated at program execution time and shall
evaluate to a value greater than zero. The array type is a deferred-shape array type. If the size expression is
an integral constant expression and the element type has a fixed size, the array type is a fixed-length array

type.
If D1 has the form

D[ (15.3)

and the type specified for identifier in the declaration “T D1” is “derived-declarator-type-list T,” then the
type specified for ident is “derived-declarator-type-list assumed-shape array of T.” The array is called
assumed-shape array type. The shape of the array is assumed at program execution time.

An array with specified lower bounds shall be declared in one of the following two forms:

T D[ | ower: upper] (15.4)
T D[l ower:] (15.5)
(15.6)

where T contains the declaration specifiers that specify a type such as i nt, Dis a declarator that contains
an identifier ident, | ower is the lower bound of the array, and upper is the upper bound. The expressions
| ower and upper shall be of integral type.

A pointer to array of fixed-length shall be declared as

T (#D) [ expr] (15.7)

where T contains the declaration specifiers that specify a type and Dis a declarator that contains an identifier
ident. The expression expr shall be constant integral type. A pointer to array of assumed-shape shall be
declared in one of the following two forms:

T (*D)[:] (15.8)
T («D)[lower:] (15.9)

The expression | ower for the lower bound of the array shall be constant integral type.
Array of reference shall be declared in the form of

T ¢ (15.10)

Array of reference can be used to pass arrays of different data types to functions. It shall be declared at the
function parameter scope or in a typedef declaration only.

The variable length array type includes assumed-shape array, pointer to array of assumed-shape, deferred-
shape array, and array of reference. The following example will clarify the concepts of these various array
definitions.
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void funct(int a[:][:], (*b)[:], c[&], d[], e[1l:], n, mM{

[+ a:. assumed-shape array =/

/* b: pointer to array of assumed-shape =*/

[+ c. array of reference */

/+ d: inconplete array conpleted by function call =*/

[+ e: assumed-shape array with explicit | ower bound */

[* n, m int */
int f[4][5]; [l f: fixed-length array
int g[n[n; /'l g: deferred-shape array
int (=xh)[4]; /1 h: pointer to array of 4 el enents.
int (*i)[:]; /1 i: pointer to array of assumed-shape
externint j[]; // j: inconplete array conpl eted by external |inkage

int k[] ={1,2};// k: inconplete array conpleted by initialization
}

For two array types to be compatible, both shall have compatible element types. In addition, if both
size specifiers are present and they are integral constant expressions, then both size specifiers shall have the
same constant value. If either size specifier is variable, the two sizes shall evaluate to the same value at
program execution time. If the two array types are used in a context which requires them to be compatible,
the behavior is undefined if the two size specifiers evaluate to unequal values at execution time.

15.2 Deferred-Shape Arrays

15.2.1 Constraintsand Semantics

The size of a deferred-shape array type is obtained at program execution time and the value of the size shall
be greater than zero. The size of a deferred-shape array type shall not change until the execution of the
block containing the declaration has ended. Therefore, at least one of the size expressions is a non-constant
integral expression for deferred-shape arrays. The variables used in the size expression must be declared
beforehand. For example, arrays a, b, c, d, and e in the following code fragment are valid declaration of
deferred-shape arrays whereas arrays f, g, and h are not.

int NI1;
extern int N
void functi(int n, m{

int g[j], g9[0]; [+ ERROR: zero size */
int h[K], hh[-9]; /* ERROR negative size */
}
int funct2(int i)
{ return ixi;}
int NN M [+ define N and M */

int i = 8%n;

int j =0, k=-9;

int a[i][4]; [x OK */

int b[3][n]; [+ OK: mx fixed-extent with deferred-extent =/
int c[n*nl[n]; [+ OK */

int d[funct2(n)][3*funct2(i)]; /* OK */

int e[ N[ NL*n]; [+ OK */

int f[M; /* ERROR: M has not been defined yet =*/

i

i
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As an application example, a plot with different number of elements for deferred-shape arrays can be
generated as follows:
int n;
scanf ("%d", &n);
doubl e x[n], y[n];

plotxy(x, y, n, "title", "x", "y");

where the variable n contains the number of elements for the deferred-shale arrays X and y. The value for
the variable n is obtained from the user input.

Deferred-shape arrays shall be declared in block scope such as variables inside functions and nested
functions. Arrays declared with the St at i ¢ storage class specifier in block scope shall not be declared as
deferred-shape arrays. The behavior for declarations of deferred-shape arrays with file or program scope is
undefined. For example,

#i ncl ude <stdi o. h>
void funct1(int n, m{
int funct2(int n, i){

int a[n][i]; [+ OK */
int b[n]; [+ OK */
return n+m
}
int b[funct2(n,M][printf("%d\n",n)]; [+ OK */
}
extern int n;
int a[n][n]; /= UNDEFI NED: not bl ock scope */
static int b[n][n]; [/ UNDEFI NED: not bl ock scope =*/
extern int c[n][n]; /* UNDEFI NED: not bl ock scope */
int d[2+3][90]; [+ OK */
void funct3(int i){
extern int a[n][n]; [+ UNDEFI NED: a has |inkage =/
static int b[n][n]; /[ ERROR b is static identifier =/
int c[i+3][abs(i)]; [+ OK */
}

The initializers of objects that have static storage duration are evaluated and the results are stored to ob-
jects at compilation time. But, the initializers of objects with automatic storage duration and size expression
of deferred-shape arrays are evaluated and values are stored in the object at program execution time. For
example,

#i ncl ude <stdi o. h>

int n= 4 [+ conpile time n==4 */

int main(){
int m=5; [+ runtime m== 5 =/
int a[ n++] [ n++]; [+ order of evaluation is undefined */
int b[n++], c[n++]; [+ order of evaluation is undefined */

int d[n++]; int e[n++];/* order of evaluation is defined */
printf("%l % %", n--, b[n--], c[n--]); /* order of evaluation
i s undefined =/
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Since the size of a deferred-shape array is unknown until the execution time. The size of the deferred-
shape array often time is different at each invocation. Therefore, the deferred-shape array shall not be
initialized. For example,

voi d functl(int n){

int a[3] = {1, 2, 3}; [ OK /
int b[ 1 = {1, 2, 3}; [+ OK =/
int c[2][3] = {{1,2,3},{4,5,6}}; /x OK */
int d[l 1[3] = {{1,2,3},{4,5,6}}; [/ OK */
int e[n] = {1, 2}; /+ ERROR initialization */
int f[nl[n] = {1, 2,4,5},; [+ ERROR initialization */

}

Pointers to deferred-shape array shall not be declared. For example,

voi d funct(int n){
int (*pl)[3]; /* OK: pointer to fixed-length array =/
int (*xp2)[n]; [+ ERROR: pointer to deferred-shape array =*/
int (*xp3)[n][3]; /* ERROR: pointer to deferred-shape array =/
int (*p3)[3][n]; [+ ERROR: pointer to deferred-shape array =*/
}

Deferred-shape arrays can be declared at the function prototype scope if its array index is also declared
at the same function prototype scope beforehand as an integral type. In function prototype, the array index
can be subsitituted by symbol * . For example,

void functl(int n, a[n]); [l K

void functl(int n, a[*]); I K

void funct1(int n, a[n]){ } [l K

voi d funct2(double n, int a[n]); // ERROR n is not integral

void funct3(int a[n], n); /1 ERROR: n in a[n] not declared

Deferred-shape shall not mix with the incomplete array type. For example,

int n;

int a[][n] = {{1,2},{3,4}}; /= ERROR initialization */

void funct(int n, b[][n]); /* ERROR function prototype scope */
extern c[][n]; [+ ERROR static storage duration */

For two array types to be compatible, both shall have compatible element types and the same shape. For
example,

void functl(int (*xp)[4]])

{int i = sizeof(p);} [+ 1 == 4 */
void funct2(int p[3][4])
{int i = sizeof(p);} [+ 1 == 4 x|
void funct3(int p[ 1[4])
{int i = sizeof(p);} [+ 1 == 4 «/
voi d funct4(int n)
{

int i =3, ] =4
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int (xp)[4];

int a[i][j];

int b[j][j];

int c[i]l[il;

p = a; functl(a); funct2(a); funct3(a); /* conpatible */

p =b; functl(b); funct2(b); funct3(b); /+ conpatible */
c; functl(c); funct2(c); funct3(c); /+ inconpatible */

o
1

15.2.2 Deferred-Shape Arrays Related to Switch Statement

The controlling expression for a SWi t ch statement shall not cause a block to be entered by a jump from
outside the block to a statement that follows a case or def aul t label in the block if it contains the
declaration of a deferred-shape array. Otherwise, the memory for the deferred-shape array within the block
will not be allocated. For example,

int i;
int main()({
int n = 10;
switch (n){
int a[n]; /* ERROR bypass declaration of a[n] =*/
case 10:
a[0] = 1;
br eak;
case 20:
a[l] = 2
br eak;
case 30:
{
int b[n]; /+x OK «/
b[ 1] = 90;
}
br eak;
}
}

15.2.3 Deferred-Shape Arrays Related to Goto Statement

Similarly, the identifier in a got 0 statement shall name a label located somewhere in the enclosing block
or its calling function. A got 0 statement shall not cause a block to be entered by a jump from outside the
block to a labeled statement in the block if it contains the declaration of a deferred-shape array. For example,

voi d funct(int n){
int i;
| abel 1:
i f(n>10)
goto | abel 2; [+ ERROR: bypass decl aration of a[n] =/
{

int a[n];
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a[i] = 8;
| abel 2:

a[i] = 9;

goto | abel 1; [* OK =/
| abel 3:

a[i] = 10;

got o | abel 2: [+ OK */

}

void functl(int m{
void funct2(int r){

if(r)
got o | abel 4; [* OK =/
el se
goto | abel 5; [+ ERROR bypass declaration of b[m =/
}
| abel 4:
{
int b[m;
| abel 5:
a[0] = 9;
goto | abel 5; [+ OK */
}

}

When a got 0 statement transfers the program execution flow from a nested function to its parent func-
tion, it shall terminate execution of the active function invocation. All dynamically allocated memory in-
cluding those for deferred-shape arrays shall be deallocated and the previous calling environment shall be
restored. The function that called the function containing the got 0 statement once again becomes the active
function. If the label named in the got 0O statement is not in the now-active function, the deactivation of the
current function and activation of its parent function continue. Eventually, the function containing the label
of the got o statement will be active, and control flow will be transferred to the statement with the proper
label. For example,

voi d functl1(int n){
| ocal void funct2(int n);
| ocal void funct3(int n);
int a[n];
| abel :
funct 2(n);
voi d funct2(int n){
int b[n];
funct3(n);
}
void funct3(int n){
int c[n];
goto label; /* b[n] and c[n] will be deall ocated*/
}
}
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In this example, memory allocated for deferred-shape arrays b[ n] and c[ n] will be deallocated when the
control flow is transferred from function f unct 3() to function f unct 1() through function f unct 2() .
If label and goto label statements in the above example were replaced by functions set j np( buf) and
| ongj mp( buf ), respectively, the memory of deferred-shape arrays may not be deallocated. With nested
functions, functions set j np( buf) and | ongj np( buf ) may become good candidates for obsolete fea-
tures.

15.2.4 Deferred-Shape ArraysasMembers of Structures and Unions

Not only ordinary identifiers, but also members of structures and unions, can be declared as deferred-shape
arrays. But, structures and unions with members of deferred-shape arrays shall be declared with automatic
storage duration. The behavior for declaring structures and unions with members of deferred-shape array at
file or program scope is undefined. Structures declared with the St at i ¢ storage specifier in block scope
shall not be declared with members of deferred-shape arrays.

Like si zeof , of f set of is also a built-in operator. If a structure has no member of deferred-shape
array, the operation of f set of (type, member-designator) evaluates to an integral constant value that has
type Si ze_t, the value of which is the offset in bytes, to the structure member (designated by member-
designator), from the beginning of the structure (designated by type). If the structure contains a member
of deferred-shape array, the result is not a constant expression and is computed at program execution time.
Because of the variable length of deferred-shape arrays, given

stati ctypet;
the expression &( t . member-designator) will not evaluate to an address constant if the structure contains a
deferred-shape array.

Structures and unions shall not be defined at the function prototype scope. Structures and unions with
members of deferred-shape array can be declared at the function prototype scope of nested functions. For
example,

int n;
struct tag{
int m
int a[n]; [+ UNDEFI NED: not bl ock scope for tagl =/
int b[m; / = UNDEFI NED: not bl ock scope for tagl =/
b
void funct1(int m{
int |;
static struct tag{
int m
int a[n]; /* ERROR static block scope for tagl */
int b[n; /+ ERROR static block scope for tagl */
b
struct tagl{ /* structure shared by
funct1(), funct2(), and funct3() =*/
int r=2+m [+ initialization of menber r =/
int a[n][mM[I]; [+ OK */
int g=2+, qg2; [+ initialization of nmenber q */
int b[r][q]l; [+ OK */
1

voi d funct2(){

257



15.2. DEFERRED-SHAPE ARRAYS

struct tagl si;
int i;

[
[
[

}

/* structure with deferred-shape array as functi

CHAPTER 15. VARIABLE LENGTH ARRAYS

[* OK =/

of fsetof (struct tagl, r); /+ K
of fsetof (struct tagl, a); /* K
of fsetof (struct tagl, b); /+ K

void funct3(struct tagl s){

int i, j;
struct tagl si

for(i=0; i<s.r; i++)
for(j=0; j<s.q; j++)

sL.b[i][j] =
}
struct tag2{
int a[2][3];
int b[4][5];

}

| = of fsetof(struct
| = offsetof (struct
| = of fsetof(struct
| = offsetof (struct
| = offsetof (struct

15.25 Sizeof

tagl,
tagl,
tagl,
tag2,
tag2,

s.b[i][jl];

runti me
runtime
runtime

[+ OK */
r); [+ OK: runtine
a); [+ OK: runtine
b); [+ OK: runtine
a); [+ OK: conpile
b) ; [+ OK: conpile

of fsetof () =/
of fsetof () =*/
of fsetof () =/

on arg */

of fsetof () */
of fsetof () =/
of fsetof () */
time offsetof () */
time offsetof () =*/

When the built-in Si zeof operator is applied to an operand that has array type, the result is the total number
of bytes allocated for storing the elements of the array. For deferred-shape arrays, the result is not a constant
expression and is computed at program execution time. For example,

int funct(int n, m{

int i;

int a[3][4];

int b[n][n;
int c[sizeof(a)];
int d[sizeof(b)];
i = sizeof(a);
j = sizeof(b);
return j;

}

[+ c is fixed-length array =/
[+ d is deferred-shape array =*/
[+ conpile time sizeof(a) is 48 =/

[+ runtime sizeof (b)

i's nxnmx4 x/

When the si zeof operand is applied to an operand that has structure or union type, the result is the
total number of bytes in such an object, including internal and trailing padding. If any member of a structure
or union is a deferred-shape array, the result is not a constant expression and it is computed at program

execution time. For example,

int n;
int functl(int m{
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}

int |;

struct tagl{
int a[2][3];
b
struct tag2{

int r;

int a[4][5];

int b[n][mM[I][r];
1
int i;

struct tagl si
struct tag2 s2;

void funct2(struct tagl sl

int i;

i = sizeof(sl);

= sizeof (sl.a);
= si zeof(s2.a);
= sizeof (s2);

= si zeof (s2.b);

= S
= S
=S
= S
=S
= S

zeof (s1);
zeof (s1. a);
zeof (s2.a);

zeof (s2);
zeof (s2.b);

—_ - —
1]
(%))

15.2.6 Typedef

i zeof (struct tagl);

zeof (struct tag2);

| *
| *
| *
| *
| *

| *
| *
| *
| *
| *
[ *
| *
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struct tag2 s2){

conpi l e
compi l e
conpi l e
runtime
runtime
conpi l e
compi l e
compi l e
conpi l e
runtime
runtime
runtime

time sizeof() =/
time sizeof () =*/
time sizeof() =/
si zeof () =/
si zeof () =*/

time sizeof() */
time sizeof () */
time sizeof () =*/
time sizeof() */
si zeof () =*/
si zeof () =*/
si zeof () =*/

Typedef declarations that specify an aggregate type with a deferred-shape array shall have block scope.
The behavior for typedef declaration with deferred-shape arrays in file or program scope is undefined. The
deferred-shape of the array shall be evaluated whenever it is used as a type specifier in an actual declarator,
not when the type definition is declared. For example,

int n =5;

typedef int Al n];
typedef struct tag{int aa[n]} TAGL;/=*
int main(){

}

int n;
typedef int B[n];
B bb;
B *cc;

void funct(int m{

typedef int AlmM;
typedef struct tag {

| *

| *
| *
[ *

| *
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int b[ni;
struct tag *prev;
struct tag *next;
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[* store min b[m =/

} TAGL;

A d; [+ store min d */

m++; /* increment m */

{
A a; /* a[] has one nore elenment than d[] =/
TAGL s; /* s.b[] has one nore elenment than d[] =/
int c[nl; /* c[] has one nore elenent than d[] */

}

}

funct (6); [+ ==> d[6], a[7], s.b[7], c[7] =/

15.2.7 Other Data Typesand Pointer Arithmetic

Deferred-shape arrays of different data type can be declared in the same manner as fixed-length arrays. For

example,

void funct(int n){
char c[n], *cp[n];
int xip[n][n];
float f[n], **fp[n][n];
doubl e d[n], *dp[n][n];
conplex z[n], *zp[n][n];
}

The pointer arithmetic related to fixed-length arrays is still valid for deferred-shape arrays. For example,

void funct(int n, m{

int i=0, j=0;
int a[n][n;
a[i][j] = 90;
*(a[i]+j) = 90; [
*(x(ati)+j) = 90; [ *

*(&[0][O] +i *xmtj) = 90; /=
*((int *x)a[i]l+) = 90; [/=*
*((int *)(ati)+j) = 90; /+
*((int *)ati*mtj) = 90; /=
i =a[n-1] - a[n-2]; [ *

15.3 Assumed-Shape Arrays

15.3.1 Constraints and Semantics

90 =/
90 */
90 =/
90 =/
90 */
90 =/

ali][j]
ali][j]
ali][j]
ali][j]
ali][j]
ali][j]

i == mx*/

Assumed-shape arrays shall be declared at the function prototype scope or in a typedef declaration. The
assumed-shape array is a formal argument that takes the shape of the actual argument passed to it. That is,
the arrays for actual and formal arguments have the same rank and the same extent in each dimension. The
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voi d bxc(double aa[:][:], double bb[:][:], double cc[:][:], int n, int m int r);
int main() {
int i, n=2, m=4, r =6
double a[2][6], b[2][4], c[4][6]; // double a[n][r], b[n][mM, c[m([r]
[+ ... %]
bxc(a,b,c,n,mr);
}
voi d bxc(double aa[:][:], double bb[:][:], double cc[:][:], int n, int m int r)

[+ array nmultiplication a = b[n][m*c[m[r] =*/
int i, j, k;

for(i=0; i<=n-1; i++)
for(j=0; j<=r-1; j++) {
aa[i][j] = 0;
for(k=0; k<=m1; k++)
aali][j] += bb[i][k]*cc[K][]];

Program 15.1: Passing two-dimensional arrays to a function using assumed-shape arrays.

shape of assumed-shape arrays cannot be determined until execution time. The rank of an assumed-shape
array is equal to the number of colons in the assumed-shape specification. For example,

void funct(int [:1, [:1[:1) Il oK

void funct(int dunmyl[:], dummy2[:][:]) // K

void funct(int a[:], b[:]1[:]) Il oK

int Al:]; /1 ERROR not function prototype scope
static int B[:][:]; /1 ERROR not function prototype scope
extern C:]1[:1; /1 ERROR: not function prototype scope
void funct(int a[:], b[:][:]1){ Il K
int c[:1[:1; /1 ERROR not function prototype scope
externint A:]; /1 ERROR: not function prototype scope
void funct2(int a[:], b[:][:]){// XK
int c[:][:]; /1 ERROR not function prototype scope
}
funct2(a, b); I K

}

Application of assumed-shape arrays can be illustrated by Program In this program, the function

bxc() will multiply two two-dimensional arrays b and ¢. The product is passed back to the calling function
by argument a The dimensions of arrays in the calling function are passed to the function bxc() by three
parameters N, mand .

Assumed-shape arrays may also appear in a typedef declaration. For example,

typedef int A:];
A a; /[ ERROR not function prototype scope */
void funct(A a); [+ OK */

Only variables of fixed-length, deferred-shape, or assumed-shape array type can be used as an actual
argument of a formal argument of assumed-shape array type in function parameters. A pointer or pointer
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to array, which does not have the complete shape information, shall not be used as an actual argument of a
formal argument of assumed-shape array type. For example,

functl(int a[:][:]){
int n=a[1][1], m= a[1][2];
int b[3][4];
int c[n][n;
int xpl, (*p2)[4], (*p3)[:];
void funct3(int a[:][:]);
void funct2(int a[:][:])
{}
funct2(a); funct3(a); // OK a is assuned-shape array
funct2(b); funct3(b); // OKb is fixed-length array
funct2(c); funct3(c); // OKc is deferred-shape array
funct2(pl); funct3(pl);// ERROR pl is pointer
funct2(p2); funct3(p2);// ERROR p2 is pointer to fixed-length array
funct2(p3); funct3(p3);// ERROR p3 is pointer to assunmed-shape array
}
void funct3(int a[:][:])
{}

Although complete arrays can be extracted from a pointer to array, they shall not be used as actual
arguments of an assumed-shape array. For example,

void functl(int a[3]);

void funct2(int a[5][7]);
void functll(int a[:]);

void funct22(int a[:][:]);
void funct3(int p2[][5][7]){

int a[5][3];

int (+pl)[3];

pl = a;

funct 1(p1[0]); /1 OK: passed a[0][0], ..., a[0][2]
funct1(p1[1]); /1 OK: passed a[1][0], ..., a[1][?2]

funct 1(*(pl+l)); // OK passed a[1][0], ..., a[1][2]

functl(a[4]); /1 OK: passed a[4][0], ..., a[4][2]

funct 1(pl+l); /] OK pl+l is a pointer to array of 3 ints
funct2(p2[1]); /1l OK: passed p2[1][0][0], ..., p2[1][4]][®6]
funct 11(pl[0]); // ERROR passing array a[0][0], ..., a[0][2]
funct11(p1[1]); // ERROR passing array a[1][0], ..., a[1][2]
funct 11(*(pl+l1l));// ERROR passing array a[1][0], ..., a[1l][2]
funct11(a[ 4]); /! ERROR passing array a[4][0], ..., a[4][2]
funct 11(pl+1); /1 ERROR pl+l is a pointer to array of 3 floats
funct22(p2[1]); // ERROR passing array p2[1][0][O],...,p2[1][4]]6]

}

where p1[ 0], p1[1], *(pl+l),anda[ 4] are arrays with size of 12 bytes, p2[ 1] is an array of 140
bytes, and p+1 is a pointer to array with size of 4 bytes.
Assumed-shape array shall not mix with fixed-length or incomplete array type. For example,
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void funct(int a[:
void funct(int a[3
void funct(int a[n
void funct(int af:
void funct(int a] ]

);// ERROR mix assumed-shape with fixed-1ength
);// ERROR. m x assumed-shape with fixed-1ength
);// ERROR mix assuned-shape with deferred-shape
n]);// ERROR m x assuned-shape wi th deferred-shape
:]1);// ERROR mix assuned-shape with inconplete

If the operand of a polymorphic operation or function is an element of an assumed-shape array, the data
type of the result and operation depend on the data type of the formal argument. However, if the formal
and actual data types of an argument are different but compatible, the operand will be cast to an operand
with data type of the formal argument before operation takes place. If an element is used as an lvalue, the
rvalue is cast to the data type of the actual argument if they are different. In other words, elements of the
actual array are coerced to the data type of the assumed-shape array at program execution time when they
are fetched whereas they are coerced to data type of the actual argument when they are stored. For example,

float Al 3] = {1, 2};

conpl ex Z[3] = {conplex(1,0), conplex(2,0)};
void funct(float a[:], conmplex z[:]){

a[2] = a[0] + a[1]; [+ addition of floats */
z[2] = z[0] + z[1]; /* addition of conplexs */
}
funct(Z, A); [+ A 2]==3.0, Z[2]=3.0+i 0.0 */

If the formal argument is an assumed shape, the actual argument can also be an assumed-shape array.
For example,

void funct2(conplex aa[:], b[:]1[:], (*c)[6], d[]1[6], e[4][6]){
aa[1] = b[1][2];

}

void functl(conplex a[:], b[:][:]1){
if(real (a[l1l]) == 0)

funct2(a, b, b, b, b); /* a and b are assuned-shape arrays =*/
}
int main(){

conplex A[2], B[4][6];

funct 1( A B); /= A and B are fixed-length arrays =/
}

When the function f unct 2() is invoked by the function call of f unct 2(a, b, b, b, b), the memory
allocated for array A in the main routine is used by the assumed-shape array a in the function f unct 1(),
and subsequently it is passed to the assumed-shape array aa in the function f unct 2() . An assumed-shape
array can also be used as the actual argument of a pointer to fixed-length array in a function. In the above
example, the memory allocated for array B in the main routine is used as b in the function f unct 1() and
as b, ¢, d, e inthe function funct 2(). Different identifiers a and aa are used for the same array
object allocated at the declaration of array A. But, the same identifier b has been used in both functions
funct 1() andfunct 2() for the array object B. This shows that the names of identifiers are irrelevant to
argument association of functions.

15.3.2 Sizeof

When the operand of Sizeof() operation is an assumed-shape array type, the result is the total number of
bytes used to store elements of the array computed at program execution time. Furthermore, since arrays
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of different data types can be passed to assumed-shape arrays, the size of an element of an assumed-shape
array will also be computed at program execution time. For example,

int funct(conplex z[:]){

int i, nunCfEl enent;

nunmcf El enent = si zeof (z)/sizeof (z[0]);

return nunf El ement; /+* sizeof(z)=80, sizeof(z[0])=4 */
}
int main(){

int num

float a20];

num = funct(a); [* num == 20 =*/

}

15.3.3 Other Data Typesand Pointer Arithmetic

Assumed-shape arrays of other data types are handled in the same manner as assumed-shape arrays of ints.
For example, the following statement declares that variables @, b, and ¢ are assumed-shape complex arrays
of rank one, two, and three, respectively.

int funct(conplex a[:], b[:]1[:], c[:1[:1[:1);

Assumed-shape arrays of different data types can be handled in the same manner. For example, in the
following code fragment

char *cc[10]; float *xff[2][4]; double *+*xdd[3][5][7];
int funct(char *c[:]; float **f[:][:], double *xxd[:][:][:]);
funct(cc, ff, dd);

the function prototype
int funct(char *c[:], float *«f[:][:], double *xxd[:][:][:1);

defines variables ¢, f, and d as the rank-one assumed-shape array of pointer to char, rank-two assumed-
shape array of double pointer to float, and rank-three assumed-shape array of triple pointer to double, re-
spectively. Arrays cc, ff, and dd are passed to the formal assumed-shape arrays ¢, f, and d in the
function f unct (), respectively. The assumed-shape arrays in a function are handled in the same manner
as fixed-length arrays. For example,

voi d funct(conplex z1[:], z2[:][:]){
conplex z, *zp, **zp2;

zptr = z1; /* the address of the array */

zptr = &21[ 2]; [+ the address of the third el enent */
[+ z2[2][1] -=1; z1[1] = z2[2][1] + z1[2]; zl1[2] += 1; =/
z1[1] = --z2[2][1] +z1] 2] ++;

z = xz1; [+ z = z1[ 0] =*/

z = x(z1+5); [+ z = z1[5] =/

Z = *%x22; [+ z = z2[0][0] =/

zp = z2[2]; [+ zp = &2[2][0] =*/
zp2 = (conplex **)z2;
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[+ z2[11[1] = z2[1][3] + z2[2][3] - z2[2][4]; */
zp2[1][1] = z2[1][3]+ *(*(22+2)+3) - »(4+x(22+2));
[+ z2[2][3] = z2[1][3] + z2[2][3] */

#(x(22+42)+3) = z2[1][ 3]+ =(3++(22+2));

15.4 Pointersto Array of Assumed-Shape

15.4.1 Declaration

A pointer type may be derived from a function type, and object type, or an incomplete type, called the
reference type. A pointer type describes an object whose value provides a reference to an entity of the
reference type. A pointer type derived from the reference type T is sometimes called “pointer to T.” The
construction of a pointer type from a referenced type is called “pointer type construction.”

If, in the declaration “T D1” described in section D1 has the form

* type-qualifier-list,,; D
and the type specified for ident in the declaration “T D” is “derived-declarator-type-list T,” then the type
specified for ident is “derived-declarator-type-list pointer to T.” For each type qualifier in the list, ident is a
so-qualified pointer.

Pointers to array of fixed-length is declared as

T (» D)[assignment-expression]
where T contains the declaration specifiers that specify a type and the assignment expression is an integral
constant expression. For example,

int (*pl)[3]; /* pl is pointer to array of 3 ints */

int «(*p2)[3]; [+ p2 is pointer to array of 3 pointer to int =*/
int (*p3)[3][4]; /* p3 is pointer to 3x4 array of ints */

int *(*p4)[3][4]; /* p4d is pointer to 3x4 array of pointer to int =/

Pointers to array of assumed-shape are declared as
T@D):]
where T contains the declaration specifiers that specify a type. For example,

int (»xpl)[:]; [+ OK */

int (»p2)[:1[:1; [/* OK =/

int «(*xp3)[:]1[:]; /* OK =/

int n =8;

int (»p4)[3][:]; /* ERROR mix fixed-length with assuned-shape */

int (*xp5)[:]1[3]; /* ERROR nix fixed-length with assuned-shape */

int (*p6)[n][:]; /* ERROR m x deferred-shape with assuned-shape */
int (»xp7)[:]1[n]; /* ERROR nix deferred-shape with assuned-shape */
int (*p8)[ ]1[:]1; [/* ERROR m x deferred-shape with inconplete type */

where p1l is pointer to array of assumed-shape of rank 1 with int type, p2 is pointer to array of assumed-
shape of rank 2 with int type, and p3 is pointer to array of assumed-shape of rank 2 with pointer to int
type.

The shape of the array pointed to by a pointer to assumed-shape array is determined at program execution
time. A pointer to assumed-shape array is sometimes called a fat pointer since it can store more information
than a pointer to object of scalar type or a pointer to array of fixed-length at program execution time.
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15.4.2 Constraints and Semantics

Except for pointer to assumed-shape array type, a pointer to Voi d may be converted to or from a pointer to
any incomplete or object type. A pointer to any incomplete or object type, except pointer to assumed-shape
array type, may be converted to a pointer to VOi d and back again; the result shall compare equal to the
original pointer.

For any qualifier g, a pointer to non-g-qualified type may be converted to a pointer to the g-qualified
version of the type; the values stored in the original and converted pointers shall compare equal.

An integral constant expression with the value 0, or such an expression cast to type VOi d =, is called
a null pointer. If a null pointer constant is assigned to or compared for equality to a pointer, the constant is
converted to a pointer of that type. Such a pointer, called a null pointer, is guaranteed to compare unequal
to a pointer to any object or function.

Two null pointers, converted through possibly different sequences of casts to pointer types, shall compare
equal.

When a null pointer is converted to a pointer to array of assumed-shape, a null pointer is installed at the
base pointer of the assumed-shape array and the bounds of the assumed-shape array are undefined.

An array, including fixed-length array, deferred-shape array, and assumed-shape array, may be converted
to a pointer to assumed-shape array. A pointer to array of fixed-length or pointer to array of assumed-shape
may also be converted to a pointer to assumed-shape array. The base pointer to array and all bounds are
stored in the pointer to assumed-shape array. All other pointer types that do not have the array shape
information shall not be converted to a pointer to array of assumed-shape. For example,

void funct(int a[:][:], p1l[2][4], (*p2)[4], p3[]1[4], n, M{

int =p;

int b[3][4];

int c[n][n;

int (+p4)[4];

int («p5)[:];

int (»p6)[:];

p6 = NULL;

p6 = a; /* OK: a is an assuned-shape array =/

p6 = b; [+ OK b is a fixed-length array */

p6 = c; [+ OK: ¢ is a deferred-shape array =/

p6 = p1l; [+ OK: plis a pointer to array of fixed-length «/
p6 = p2; [+ OKI p2 is a pointer to array of fixed-length */
p6 = p3; [+ OK: p3 is a pointer to array of fixed-length «/
p6 = p4; [+ OK: p4 is a pointer to array of fixed-length «/
p6 = p5; [+ OK: p5is a pointer to array of assuned-shape */
p4 = p; [+ WARNI NG array bounds do not match =*/

p6 = p; /+* ERROR p is not array type =*/

}

For two pointer types to be compatible, both shall be identically qualified and both shall be pointers to
compatible types. For two pointers to fixed-length array to be compatible, both shapes of array pointed to by
the pointer shall be the same. For two pointers to assumed-shape array to be compatible, both ranks of the
array pointed to by the pointer shall be the same and the shapes shall evaluate to the same value at program
execution time. For example,

void funct(int a[:], b[:][:]1[:], (*p1l)[4][5], p2[3], n, M{
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int c[3][4][5];
int din][n[nl;
int (+p3)[4][5];

int (xp4)[:];

p4 = a; /* ERROR: inconpatible, wong rank =/
p4 = b; [+ ERROR: inconpatible, wong rank =/
p4 = pil; /* ERROR: inconpatible, wong rank =*/
p4 = p2; [+ ERROR: inconpatible, wong rank =/
p4 = c; /* ERROR: inconpatible, wong rank =/
p4 = d; [+ ERROR: inconpatible, wong rank =/
p3 = p4; /= WARNI NG inconpatible, wong rank =/

}

When a pointer to array of assumed-shape is converted to any other pointer to object or to a scalar value,
only the base pointer to assumed-shape array is used.

char c, xcp

int i, *ip;

float f, =*fp;

int (xap)[4];

int (*p)[:];

¢ = (char) p; [+ OK x/
cp = (char *) p; [+ OK =/
i = (int) p; [+ OK */
ip = (int*) p; [+ OK =/
ip = p; [+ OK =/
f = (float) p; [+ OK */
fp = (float*) p; [+ OK x/
ap = p; [+ OK */

15.4.3 Function Prototype Scope

A pointer to assumed-shape array can be used as an argument parameter of a function to pass arrays of
different size to the function. For example,

void funct(int (*)[:]);

void funct(int (*dunmy)[:]);
void funct(int (*p)[:]);

int a[3][4], b[4][3];

int (xp1)[:];
funct(a, 3,4); /= passing fixed-length array a[3][4] */
funct (b, 3,4); [+ passing fixed-length array b[4][3] =*/
pl = a;
funct (pl, 3,4); [+ passing fixed-length array a[3][4] */
funct (NULL, O, 0) ; /= passing NULL */
void funct(int (*p)[:], n, mM{

int i, j;

int a[n][nl;

i f(p == NULL)
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return;
for(i=0; i<n; i++4)
for(i=0; i<m i++)
} afi]lil = plillil;

Arrays of deferred-shape and assumed-shape can also be passed to a pointer to array of assumed-shape.

For example,

void functl(int a[:][:], n, mM{
int b[n][n;
void funct2(int (*p)[:])
int i, j;
int c[n][n;
if(p == NULL)
return;
for(i=0; i<n; i++)
for(i=0; i<m i++)
} c[illil =plillil;
funct2(a); /* a is an assunmed-shape array =/
funct2(b); /* b is a deferred-shape array =*/

}

1544 Typedef

The assumed-shape array and pointer to assumed-shape array are handled in the same manner as the fixed-

length array and pointer to fixed-length array in typedef declarations. For example,

typedef int Al 5];
typedef int B[:];

A a; [l OK int a[5]

A xap; /[l OK: int (xap)[5]

B b; /1 ERROR: not function prototype scope for
B *bp; [l OK int (*bp)[:]

[+ void funct(int a[5], (*ap)[5], int b[:], (*bp)[:]); =*/
void funct(A a, *ap, B b, xbp); // K

where a is an assumed-shape array and ap is a pointer to assumed-shape array.

15.45 ArraysAllocated by Dynamic Memory Allocation Functions
Arrays can be dynamically allocated as shown in the following example.

funct(int n, int m{
double a[n][m;

int b[:]’

double (*pl)[:] =a; // OKp[i][j] = a[i][j]
double (*p2)[:] = (double [n][n])malloc(sizeof(double)*nxm;// OK
double (*p3)[:] = (double [ ]1[n])malloc(sizeof (double)*n*ny;// OK
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double (*p4)[:] = (double [][mM)nalloc(sizeof (double)*nxm; // OK
[+ ERROR: pointer to deferred-shape array is not allowed */
doubl e (*p5)[:] = (doubl e(*)[n])mall oc(sizeof (double)*n+m;// ERROR

}

where a is a deferred-shape array, and p1, p2, and p3 are pointers to assumed-shape array of double data
type. All memories pointed to by pl, p2, p3, and p4 are dynamically allocated. But, memories for
p2, p3, and p4 are obtained explicitly by the memory allocation function mal | oc() .

15.4.6 Similaritiesbetween Pointersto Fixed-L ength Array and Pointer sto Assumed-Shape
Array

A pointer to array of assumed-shape behaves very much like a pointer to array of fixed-length. For example,
as a pointer, it should be pointed to an object before its elements can be referenced. Some other points that
may be not so straightforward at the first sight will be clarified in this section.

Static and Automatic Storage Duration

Unlike deferred-shape arrays, there is no restriction on the scope where a pointer to array of assumed-shape
can be declared. It can be declared with either static storage duration or automatic storage duration. For
example,

int (xpl)[:];
extern int (*p2)[:];
static int (*p3)[:];
int main(){
int (xp4)[:];
static (*p5)[:];
externint (*xpl)[:];
}

Initialization

A pointer to array of assumed-shape can be initialized at both compilation and program execution time. For
example,

int a[3][4];

int (»xp1)[:] = NULL; [+ runtime initialization =/
extern int (*p2)[:];

static int (*p3)[:] = NULL; /* runtime initialization =/

int main(){
int b[3][4];
int (*p4)[:] = NULL; [+ conpile time initialization */
int (*p5)[:] = b; [+ conpile tine initialization */
int (*p6)[:] = pl; [+ conpile time initialization */
static (*p7)[:] = a; [+ runtime initialization =/
static (»p8)[:] = pl; [+ runtime initialization */
static (*p8)[:] = b; [+ ERROR: b is variable of auto class */
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M embers of Structures and Unions

Not only ordinary identifiers, but also members of classes, structures and unions, can be declared as pointer
to array of assumed-shape. For example,

struct tagl{

int (*pl)[3]; [+ pointer to fixed-length array =*/
int (*p2)[:]; /* pointer to assuned-shape array =*/
1
int main(){

struct tag2{
int (#pl)[3]; /* pointer to fixed-length array =*/
int (*p2)[:]; [/* pointer to assuned-shape array =*/
}os;
}

where the structure t ag1 has static storage duration and structure t ag2 has automatic storage duration. In
the interactive commands executed in a Ch shell below, member s.a first shares the same memory as array
al, then shares the memory of array a2.

struct tag{ int (*xa)[:];} s

int al[2][3] ={1,2, 3, 4, 5, 6}, a2[3][4]
s.a =al; // s.a and al share the nenory
al[1][1]

s.a = a2; [// s.a and a2 share the nmenory
.a[1][1] = 10
az[1] [ 1]
10
> al[ 1] 1]
5

>
>
>
>
5
> s.a[1][1]
5
>
S
>

Sizeof

The size of a pointer to array of assumed-shape is the same as the size of a pointer to array of fixed-length.
The size of a pointer to array of assumed-shape is the same as the size of the pointer to the data type of the
array, which is evaluated at compile time. For example,

int (*a)[5];
int (xpl)[:];
int main(){
int (*b)[5];
int (*p2)[:];
void funct(int (*p3)[:]1, (*p4)[:1[:1)
{
int i;
[ sizeof(a); [+ i == 4 */
i sizeof (b); [* i == * [
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i = sizeof (pl); /i == 4 x/
i = sizeof(p2); /[~ i == */
i = sizeof (p3); /* i == 4 x/
i = sizeof(p4); /[~ i == */

Other Data Types and Pointer Arithmetic

Pointers to array of assumed-shape of different data type can be declared in the same manner as pointers to
array of assumed-shape of int. For example,

void funct(int n){

char (=cpl)[:], =(*xcp2)[:], **(xcp3)[:];
i nt («ipl)[:], =(xip2)[:], **(xip3)[:];
float  («fpl)[:], *=(*fp2)[:], *=(*fp3)[:];
double (+dpl)[:], *(*dp2)[:], *=(*dp3)[:];
complex (+xzpl)[:], *(*zp2)[:], *=(*zp3)[:];

}

The pointer arithmetic related to pointers to array of fixed-length is still valid for pointers to array of
assumed-shape. For example,

int main(){

int i=2, j=3;

int n=4, nE5;

int a[4][5];

int (xp)[:]

p =&

plill[j] = 90; I+ a[i][j] = 90 */
*(p[i]+J)=9 I+ a[i][j] = 90 */
*(x(pti)+) = I+ ali][j] = 90 %/

*(&p[O][O]+I*m+J) = 90; /+ a[i][j] = 90 */
*((int *)p[i]+j) =90; /= a[i][j] = 90 «/
*((int x)(p+i)+j) =90; /* a[i][j] = 90 */
*((int *)p+i*mtj) = 90; /* a[i][j] = 90 =/
i =p[n-1] - p[n-2]; [+ 1 == m =/

15.5 Arrayswith Explicit Lower and Upper Bounds

As one can see from the previous sections, it is painful to handle arrays of variable subscript range in C, espe-
cially for high dimensional arrays. For arrays of different data type or different dimension, different memory
allocation and deallocation functions equivalent to mal | ocMat ri x() and f r eeMat ri x() have to be
used. Evidently, in order to evolve C as a major player in the numerical computing world, simple mech-
anisms must be designed to handle variable length arrays with variable subscript ranges. In this section,
such simple mechanisms for handling variable length arrays with explicit lower and upper bounds as they
are currently implemented in the Ch programming language will be described. It should be emphasized that
new features presented here will not break the C standard and existing C code.
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155.1 Arraysof Fixed Subscript Range

An array with specified lower bounds shall be declared in one of the following forms:

T D[ | ower: upper] (15.11)
T D expr] (15.12)

T D[ | owner:] (15.13)
(15.14)

where T contains the declaration specifiers that specify a type such as i nt, Dis a declarator that contains
an identifier ident, | ower is the lower bound of the array, upper is the upper bound, and expr is the
number of the elements of the array. The expressions | ower , upper and expr shall be of integral type.
For example,

int a[1:3], b[0:2][1:5], *c[1:3][1:4][0:5];

where the lower and upper bounds of array a are 1 and 3, respectively. Elements a[ O] and a[ 4] are out
of the array boundary.

If the lower bound is not present in declaration (I3.12)), zero is used as the default value for the lower
bound of the array. The upper bound is the value inside delimiters [ and ] minus 1, which is expr -1. For
example,

int b[0:2][5]; [+ equivalent to int b[0:2][0:4] =/
int af3]; [+ equivalent to int a[0:2] =/
int »c[1:3][4][0:5]; [+ equivalent to int =c[1:3][0:3][0:5]; =*/

where the lower and upper bounds of array a are 0 and 2, respectively. Elements a[ - 1] and a[ 3] are out
of the array boundary.
Both lower and upper bounds may be negative integral values. For example,

int a[-5:5], b[-5:0], c[-10:-5];

For arrays of fixed subscript range, both lower and upper expressions are constant integral values. The upper
bound shall evaluate to a value greater than the lower bound. For example,

#define N O

float ff = 5;

int a[5.0]; [+ ERROR: expression double typex*/

int b[ff]; /* ERROR expression float type x/

int c[0]; [+ ERROR: | ower and upper bounds are equal =/
int d[N; /* ERROR: | ower and upper bounds are equal =*/
int e[5:5]; [+ ERROR: | ower and upper bounds are equal =/
int f[5:0]; /* ERROR: upper is not greater than | ower =/
int g[5:-5]; [+ ERROR: upper is not greater than |ower =*/

When the upper bound is not present such as in declarations (I5.13]) the array type is an incomplete type.
If there is no expression inside delimiters [ and ], the lower bound is the default value 0. For example,

[+ inconplete array conpl eted by external |inkage
same as extern int a[0:], b[O:][5]; =*/
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externint a[], b[][5];
externint c[1:], b[1:][21:5]; /* conpleted by external |inkage */

void functl(int e[]); /= conpl eted by function call =*/
void funct2(int f[][5]); /|« conpleted by function call =/
void funct3(int g[1:]); /= conpl eted by function call =*/
void funct4(int h[1:][1:5]); /* conpleted by function call =/
void funct5(int i[1:][5]); /= conpl eted by function call */
int j[] =1{1,2,3}; [+ conpleted by initialization */
int k[]1[2] = {{1,2}, {3,4}}; [+ conpleted by initialization */
int 1[1:] ={1,2,3}; [+ conpleted by initialization */
int n{1:1[2] = {{1,2}, {3,4}};/* conpleted by initialization */
int a[3], b[4][5]; /= external |inkage */

int c[1:3], b[1l:4][1:5]; [+ external |inkage */

Details about passing arrays with specified lower bounds in functions f unct 3(), funct4() andf unct 5()
will be described in the next section.
Arrays shall not be declared with an upper bound alone without a lower bound. For example,

int a[:5]; [+ ERROR wi thout |ower bound =/
int funct(int b[:5]); /* ERROR wi thout |ower bound */

There is a strong relation between pointers and arrays in C. The variable name of an array in an expres-
sion is also a pointer to the memory for the first element of the array. This strong tie between pointer and
array is retained. If the lower bound of an array is zero, all semantics about the array name as a pointer
remain the same. For example, a subscript is equivalent to an offset from a pointer.

int a[5], b[0:4], *p;

p = &J[0]; [+ p=b
x(a+0) = »(b+0); /+ a[0] = b[0] =/
«(a+d) = »(b+4); [+ a[4] = b[4] */
+(p*1) = p[1]*2; /* b[1] = b[1]*2 */

But, when the lower bound of an array is not zero, there is a difference between the array subscripting and
pointer arithmetic. A subscript is equivalent to an offset from a pointer minus the lower bound of the array.
For example,

#define i 1

int b[i:5], *p, |j=3;

p = &J[i]; I p =Db */

*(b+j) = Db[j]; I+ b[j+i] = »(b+j-i) */
*(ptj) = blj]; I'= plj] = *(b+j-i) =/

The same principle can be applied to multi-dimensional arrays, For example,

#define n 1

#define m2

int a[n:8][m9], i=3, j=4,

al[i][j] = 90;

*(&a[i][j]) = 90; I+ a[i][j] = 90 =/
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*(ali]+-m = 90; I+ a[i][j] = 90 =/
*(*(a+i-n)+j-m = 90; [+ a[i][j] = 90 */
«((int *)a[i]+-m = 90; [+ a[i][j] = 90 =/
«((int *)(a+i-n)+-m = 90; [+ a[i][j] = 90 =/
«((int *»)a+(i-n)*=(9-mrl)+j-m = 90; /= a[i][j] = 90 =/
*(&a[n] [m +(i-n)*(9-mt1)+j-m) = 90; [/ a[i][j] = 90 */
i = a[i+1] - a[il; [+ i = 9-ml is 8 */

Pointers to array with explicit lower and upper bounds can be handled in the same manner. For example,

int a[3][1:5], b[0:5][1:5];
int (xp)[1:5];
p = a; I+ pli][j]

= ali][j] =/
p = b; I+ pli]llj]

bLil[j] =/

where p is a pointer to array of 10 elements with lower bound 1. In the next section, we will describe how
to use a pointer to assumed-shape array so that elements p[i ][j] anda[i ][] refer to the same object
when the pointer p points to array a. And elements p[i][j] andb[i][]] also refer to the same object
when the same pointer p points to array b.

Arrays with explicit lower and upper bounds can be used in casting operations. For example,

int a[3][1:5], b[1:5][2:6];
int (*p)[1:5];

p = (int (*)[1:3])a; I+ plillj] == a[i]llj] */

p = (int (*)[1:5])b; I p[il[j] == b[i][j+1] */
p = (int (*)[1:5])malloc(3*5*sizeof (int)); free(p);

p =(int []J[1:5])nmalloc(3*5+sizeof(int)); free(p);
p=(int [0:][1:5])malloc(3*5+sizeof(int));

Arrays with explicit lower and upper bounds can be used in typedef declaration. For example,

typedef int Al 1l:5];
A a; [+ int a[l:5] =*/

For two array types to be compatible, both shall have compatible element types and the same shape. Only if
both lower and upper bounds of the subscript for each dimension of two arrays are the same, the shapes of
these two arrays are said to be the same. For example,

extern int a[3], c[0:2], b[1l:5];

int a[0:2], c[3]; Il oK

nt b[5]; /1 ERROR

nt funct(int aa[l:3]);

nt funct(int aa[0:2]); // ERROR change array bounds

nt e[3][21:5], f[210][1:5], 9o[3][5], h[1:3][1:5], i[3][0:5];
nt (+p)[1:5];

e; // OK conpatible

f; /1 OK conpatible

g; /* inconpatible second dinension p[i][j+1] == 9[i]l]j],

T T T
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no warni ng or error nessage */

p = h; /+ inconpatible first dinmension p[i][j] == h[i+1][]].,
no warni ng or error nessage */
p =i; // WARNING inconpatible second dinmension p[i][j+1] '=i[i]l[j]

Note that elements p[i ][] +1] and g[i ][] ] refer to the same object because the extent of value 5 for
the second dimension of the arrays is the same. But, elements p[i ] [j +1] andi [i ][] ] do not refer to
the same object.

15.5.2 Arraysof Variable Subscript Range

Arrays of variable length whose size is known only at program execution time have been presented in the
previous sections. The variable length array type includes deferred-shape array, assumed-shape array, and
pointer to assumed-shape array. This variable length array type will be extended with explicit lower and
upper bounds in this section. All syntax and semantics of deferred-shape arrays and pointers to assumed-
shape arrays described in the previous sections are still valid. The semantics of assumed-shape arrays remain
the same whereas its syntax has been modified, which will be described in the next section.

Arrays of Deferred Subscript Range

If the lower or upper bound of the array subscript is a nonconstant integral expression, it is evaluated at
program execution time and the array type is array of deferred subscript range. For example,

int funct(int n, int n {
int i =n;
int a[n:m, b[i:m, c[-n:2xnm[i:n+m;
int d[1:n], e[n:10], f[1:5][0:n];

}

where a, b, ¢, d, e, andf are arrays of deferred subscript range. The upper bound of an array of
deferred subscript range shall evaluate to a value greater than the value of lower bound at runtime. For
example,

int funct(int n, int m {

int a[n:m;
}
funct(1,5); [l OK int a[l:5]
funct(5,1); /1 ERROR int a[5:1]
funct (5, 5); /1 ERROR: int a[5:5]

Because arrays of deferred subscript range are also arrays of deferred-shape, all constraints and semantics
about deferred-shape arrays described in the previous sections can be applied to arrays of deferred subscript
range. For example, pointers to arrays of deferred subscript range shall not be declared.

[+ ERROR: pointer to deferred-shape array =*/
int funct(int n, int m int a[nim, int (*b)[n:nl) {

int (*pl)[n:n]; /1 ERROR: pointer to deferred-shape array
int (*p2)[1:mM; /1 ERROR:. pointer to deferred-shape array
int (*p3)[n][1l:n]; /1 ERROR: pointer to deferred-shape array

}
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Arrays of deferred subscript range shall not mix with incomplete array type. For example,

nt n=4, nm=5;

nt a[][n:m={{1, 2}, {3,4}}; /1 ERROR initialization

nt b[1:][n:m={{1,2}, {3, 4}}; /1 ERROR initialization

nt funct(int n, int m c[][n:n); // ERROR func paraneter scope
nt funct(int n, int m d[1:][n:m);// ERROR func paraneter scope
nt funct(int n, int m e[n:][n:m);// ERROR func paranmeter scope
externint f[][n:n; /!l ERROR static storage duration
externint g[l:][n:nmM; /1l ERROR static storage duration

Pointersto Assumed-Shape Array
A pointer to array of fixed-length shall be declared as
T (*D) [ expr] (15.15)

where T contains the declaration specifiers that specify a type and Dis a declarator that contains an identifier
ident. The expression expr shall be constant integral type. A pointer to array of assumed-shape shall be
declared in one of the following two forms:

T (*D[:] (15.16)
T (*D)[lower:] (15.17)

The expression | ower for the lower bound of the array shall be constant integral type. For example,

int n=10;

int (*xpl)[:]; [+ OK */

int (»p2)[:1[:1; [+ OK */

int x(*p3)[:1[:1]; [+ OK */

int (»p4)[3][:1; /+ ERROR mx with fixed-1ength =/
int (*p5)[n][:]; /* ERROR mix with deferred-shape */
int (*p5)[n:]; [+ ERROR mix with deferred-shape */
int (*xp6)[ 1[:1; /+ ERROR mix with inconplete */

When the shape of an array is assumed by a pointer to assumed-shape array, both lower and upper bounds
of the subscript of the assumed array will be assumed. For example,

int n=3, n¥4;
int a[3][4], b[1l:n][2:m, c[3][1:4];

int (*p)[:];

p = a; I+ p[il[j] == al[il[j] =/
p = b; I+ p[i]l[j] == blil[j] =/
p = c; I+ p[il[j] == c[il[j] =/

The declaration (15.17)) with a specified lower bound shall be used only at the function parameter scope, and
nowhere else. For example,
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int a[1:3][1:4];

int (*pl)[1:4]; [+ OK. pointer to fixed-length array =/
int (*p2)[21:]; /* ERROR pointer to inconplete array
not at function paraneter scope =*/
pl = a; [+ OK */
p2 = a; /[ * ERROR */

In this example, variable p1 is a pointer to array of 3 elements of int type with unit-offset. Declaration
of variable p2 is invalid. Since p2 were invalid, no consistent grammar can be composed for assignment
statement p2 = a for the lower bounds of the array. The problem is that, for a variable of pointer such
as p2, the lower bound for the subscript through an indirection operation of the pointer cannot be provided
explicitly in declaration of the variable according to its declaration specification. Therefore, for consistency,
no lower bound of the subscript shall be specified in a pointer to assumed-shape array except when a pointer
to assumed-shape array is declared at the function parameter scope, which will be described in the next
section. All other constraints and semantics about a pointer to assumed-shape array described in the previous
sections are still valid. For example, pointers to assumed-shape array can be used to access arrays allocated
dynamically.

int funct(int n, int m {
double a[1:n][1:mM;
[+ OK */
double (*pl)[:
doubl e (*p2)[:
double (*p3)[:
doubl e (*p4)[:
doubl e (*p5)|[:
/ * ERROR */
doubl e (*p6)[:

}

In this example, the casting operation (doubl e [ ][ 1: m) isthe same as (double [0][1:mM) or
(double [0:][1:n]). A pointer to deferred-shape array is erroneously used in the last programming
statement of f unct ().

= a_;

(double [1:n][1:mM)a;

= (double [1:n][1: M) mal | oc(n*msi zeof (doubl e));
(double [1:][21:m ) mall oc(n*nksi zeof (double));
(double [ ]J[1:nm)nalloc(nxmsizeof (double));

e
|

—
1

(double (*)[1: m ) mall oc(n*msizeof (doubl e));

15.6 Passing Arrayswith Explicit Lower and Upper Boundsto Functions

In this section, we will describe the linguistic features of passing arrays with explicit lower and upper bounds
to functions. All syntax and semantics presented in this section will not break the C standard and existing C
code.

15.6.1 Passing Arrays of Fixed Subscript Range

When passing arrays of fixed subscript range to a function, the actual passed array argument in the called
function shall be compatible with the array argument declared at the function parameter scope. Both shall
have compatible element types and the same shape. For example,

int a[1:3][1:5], b[0:3][21:5], c[3][21:5], d[1:3][21:6], e[1l:3];
float f[1:3][1:5];

277



CHAPTER 15. VARIABLE LENGTH ARRAYS
15.6. PASSING ARRAYS WITH EXPLICIT LOWER AND UPPER BOUNDS TO FUNCTIONS

int funct(int aa[1:3][1:5]);

funct (a); [+ OK =/

funct (b); /* WARNI NG i nconpatible first dinmension x/

funct(c); [+ inconpatible first dinension c[i][j] == aali+1][]]
no warning or error nessage */

funct (d); [+ WARNI NG inconpatible second di mension */

funct(e); /= WARNI NG i nconpati bl e shape */

funct (f); [+ WARNI NG inconpatible data type */

When the lower bound of the subscript of an array is not present, the default value is 0. Although the first
dimension of the array is incompatible in the function call f unc( ¢) , no warning message will be produced
because a meaningful relation between arrays in the calling function and called function can be established
if the extents of the associated arrays are the same. If the extents are different, a warning message will be
generated for incompatibility. For example,

int a[3][1:5], b[0:2][1:5], c[1:3][1:5];

int functl(int aa[3][1:5]);

int funct2(int (*bb)[1:5]);

functl(a); /* OK */

funct1(b); /* OK */

functl(c); /= inconpatible first dinmension c[i+1][j] == aal[i][]j]
no warni ng or error nessage */

funct2(a); [+ OK */

funct2(b); /* OK */

funct2(c); [/ inconpatible first dimension c[i+1][j] == bb[i][]]
no warni ng or error nessage */

An array name in the declaration of a function parameter is treated as a pointer to the first element of the
array. However, an array name can be used to specify the lower bound of an array in the function parameter.
The incomplete array type can be used at the function parameter scope. The incomplete array will be
completed at the time of function call. For example,

int a[1:5], b[21:10], c[0:5], d[3];
int funct(int aa[l1:]);
funct (a); [+ OK =/
funct (b); [+ OK */
funct(c); [+ Ok =/
funct (d); [+ OK */

It will be discussed in the next section that an incomplete one-dimensional array in the function parameter
scope is treated as a pointer to assumed-shape array. Therefore, it is compatible to pass arrays of differ-
ent subscript range to an incomplete one-dimensional array. The incomplete array type can be used for
multi-dimensional arrays as well. The extents of the first dimension of the associated incomplete multi-
dimensional arrays will not be checked for compatibility. For example,

int a[1:3][1:5], b[1:2][21:5], c[0:3][1:5], d[1:3][5], e[1:3][0:5];
int funct(int aa[l:][1:5]);

funct (a); [+ OK */

funct (b); [+ OK */
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funct(c); /= inconpatible first dinmension c[i][]j] == aa[i+1][]]
no warni ng or error nessage */
funct (d); /= inconpatible second dinmension d[i][j] == aa[i][]+1]

no warni ng or error nessage */
funct(e); /= WARNI NG i nconpati bl e second di mension =/

When arrays of variable length are passed to arrays of fixed subscript range, the compatibility about shape
could be checked at runtime. For example,

int n =3, m= 4

int a[l:n][1:n], b[n][1:mM, c[O:n][1:n], dA[1:n][O0:n], e[l:n][1: m1];

int funct(int aa[1:3][1:4]);

funct (a); [+ OK =/

funct (b); /= inconpatible first dinmension b[i][]] == aa[i+1][]]
no warni ng or error nessage */

funct(c); /= WARNI NG i nconpatible first dinmension x/

funct (d); /= WARNI NG i nconpati bl e second di mension =/

funct (e); [+ WARNI NG inconpatible second di mension */

At the current implementation, the runtime checking is disabled. Therefore, the warning messages shown in
the above program will not be produced. Because the shape of a pointer to assumed-shape array is assumed
at execution time, the compatibility could also be checked at runtime. For the same reason, the warning
messages are suppressed in the following sample code.

int n =3, m=4;
int a[1:3][1:4], b[3][21:4], c[0:3][1:4], d[1:n][2:mM, e[1:n][0:n];

int (xp)[:];

int funct(int aa[1l:3][1:4]);

p = a

funct (p); [+ OK */

p =D

funct (p); /= inconpatible first dinmension p[i][j] == aa[i+1][]]
no warning or error nessage */

p = b;

funct (p); /+ WARNI NG inconpatible first dinension =/

p =d;

funct (p); [+ OK */

p =€

funct (p); /= WARNI NG i nconpati bl e second di mension =/

15.6.2 Passing Arrays of Variable Subscript Range Using Pointers to Assumed-Shape Ar-
ray

In the previous section, array shapes passed to a function are fixed except for the upper bound of the first
dimension of the array passed to an incomplete array type. In this section, linkages for passing variable
length arrays with explicit lower and upper bounds will be described.

To pass variable length arrays with variable subscript range to a function, a pointer to assumed-shape
array can be used. At the function parameter scope, the following declaration, for a pointer to assumed-shape
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array can be used:

T (*D)[| owner:] (15.18)
T(*DJ[:] (15.19)

T D[ | ower:] (15.20)
TDO:] (15.21)

where T contains the declaration specifiers that specify a type, D is a declarator that contains an identifier
ident, and | ower of constant integral type is the lower bound of the array. Declaration (I3.20) allows
specification of the lower bound of the first dimension of the array parameter in the function argument. If
the lower bound is not present such as in declarations and (I3.21)), the default value O is used. That
is, T (*D)[:] isequivalent to T (*D)[0:] and T O :] is equivalent to T D[ 0:]. All linguistic
features about pointers to assumed-shape array described in the previous sections can be applied to pointers
to assumed-shape array with explicit array bounds as if the lower bound were zero. Therefore, we only
highlight new features related to explicit array bounds in the following presentation. An array name in the
declaration of a function parameter is treated as a pointer to the first element of the array. In declaration
(I5.20), the lower bound of an array parameter of a function argument is specified. For example,

int functl(int a[1:]); [l OK. pointer to assune-shape (pass)

int funct2(int a[1:][1:]); I OK

int funct3(int a[1:][:]); /1 OK: pass a[1:][0:]

int funct4(int a[:][1:]); /1 OK: pass a[0:][1:]

int funct5(int a[:][:]1); /1 OK: pass a[0:][0:]

int functée(int a[][:]); [l OK: pass a[0:][0:]

int funct7(int a[][1:]); /Il OK: pass a[0:][1:]

int funct8(int (*a)[1:]); /1 OK: pass a[0:][1:]

int funct9(int (*a)[:]); /1 OK: pass a[0:][0:]

int functl1l(int a[0:]); [l K

int functl12(int af[]); /'l OK: inconplete array type as pass
/[l the sane as int functll(int a[0:]);

nt funct13(int a[:][5]); /1l OK: inconplete array type a[0:][5]

nt functl4(int a[1:][5]); /'l OK: inconplete array type

i
i
int functl1l5(int a[1:][2:5]); // OK inconplete array type
int functl6(int a[l1:][2:5]); [/ OK inconplete array type
[+ ERROR: fixed-length array no upper bound =*/

int functl7(int a[1:5][1:]);
int funct18(int a[5][1:]);
int functl19(int a[1:][21:][5]);
i
i
i

nt funct20(int a[:5]); /1 ERROR: upper bound only
nt funct2l(int n, int m int a[n:nl);// ERROR deferred-shape array
nt a[:], b[:]1[:]; /1 ERROR not in function prototype scope

A one-dimensional incomplete array in a function parameter is treated as a pointer to assumed-shape array
internally as shown in f unct 12() in the above example. But, one-dimensional incomplete arrays in
external linkage and initialization are treated as fixed-length arrays.

Passing arrays of different lower bounds to a pointer to assumed-shape array is not considered to be
incompatible. The upper bound of a pointer to assumed-shape array inside a called function will be adjusted
at function call. The upper bound is the sum of the extent of the passed array and the lower bound of
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the declared pointer to assumed-shape array at the function parameter. For example, in the following code
fragment,

#define low 1

int n =3 m=25;

int a[n:nl, b[n:2xm;
int funct(int aa[low]);
funct(a); /+ OK */
funct(b); /+ OK */

the lower bound of array aa inside function f unct () is 1 and the upper bound is 4, equal to | ow+m n+1
for the function call of f unct ( @) . For the function call of f unct ( b) , the lower bound of array aa inside
function is still 1, but the upper bound becomes 9, equal to | ow+2* m n+1.

The dynamic adjustment of the upper bound allows arrays of different subscript range to be passed to
a function, which is not feasible using arrays of fixed subscript range described in the previous section.
Using a pointer to assumed-shape array, only the upper bounds need to be explicitly passed to a function
as additional parameters. This dynamic feature is useful for numerical computing. For example, when a
FORTRAN function with arrays of unit-offset parameters are ported, the function can be called by passing
both traditional C arrays with zero-offset and FORTRAN-style arrays with unit-offset. For example,

int n=3, =4,
int a[n][m, b[1l:2+n][1:2*n];
int funct(int aa[1:][1:], int n, int m {
int i, j;
for(i=1; i<=n; i++)
for(j=1; j<=m |++)
aal[i][j] += 2

}
funct(a, n, m; [+ passing a[0:2][0:3] =/
funct (b, 2*n, 2+xm; /= passing b[1:6][1:8] =*/

Similarly, a function with parameters of zero-offset array can be called with arguments of unit-offset array.
For example,

int n=3, nr4;
int a[n][nm, b[1l:2*n][1:2*n],
int («p)[:] =a
int funct(int aal:
i

i

i

[:1[:], int n, int m;

nt funct (int [:1[:1], int, int ); [+ OK */
nt funct(int bb[:][:], int |, int r); [+ OK =/
nt funct(int aa[:][:], int n, int m {

int i, j;

for(i=0; i<=n-1; i++)

for(j=0; j<=m1; j++)
aa[i][j] += 2

}
funct(a, n, m; [+ passing a[0:2][0:3] =/
funct(p, n, mM; /= passing a[0:2][0:3] =*/
funct (b, 2+*n, 2+m; [+ passing b[1l:6][1:8] =/
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#i ncl ude <stdi o. h>
int main() {
int oldrlow = 0, oldrup = 3, oldclow = 0, oldcup = 5;
int newlow= 1, newup = 4, newclow =1, newcup = 6, i, j;
doubl e aoldrlow ol drup][oldclow ol dcup], (*pa)[:];
void funct(double aa[1:][1:], int rup, int cup);

pa = (doubl e [ newr | ow. new up] [ newcl ow. newcup] ) a;
for(i=oldrlow i<=oldrup; i++)

for(j=ol dcl ow, j<=oldcup; j++)

a[i][j] =2

funct ( pa, new up, newcup) ;
for(i=newlow, i<=newup; i++)

for(j=newcl ow, j<=newcup; | ++)

} printf("pali][j] = % \n", pa[i][j]);

voi d funct (double aa[1:][1:], int rup, int cup) {
int i, j;
for(i=1; i<=rup; i++)

for(j=1; j<=cup; j++)
aa[i][j] += 2;

Program 15.2: Changing the array subscript ranges.

The above program also shows that variable length arrays such as deferred-shape arrays a and b and pointer
to assumed-shape array p can be passed to pointer to assumed-shape array aa in the function argument.
Different syntactic forms for function prototypes are used in the above example.

One common programming style in FORTRAN is to pass a segment of an array to a function by calling
the function with an element of the array as an actual argument through call by reference. This type of
FORTRAN code can be ported as shown in the following example.

int n=10;

doubl e X[ 1:n];

voi d funct (double A[1:], int n);
funct (&X[ 5], n);

Elements pa[ i +1] [j +1] anda[i ][] ] refer to the same object in Program [[5.2] The function call
of

funct ( pa, newr up, newcup) ;
in Program [15.2] can be replaced by either

funct (a, new up, newcup) ;
or

funct ((int [new | ow new up] [ newcl ow. newcup] ) a, new up, newcup) ;
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Chapter 16

Computational Arraysand Matrix
Computations

Arrays in C are intimately tied with pointers. For the comparison purpose, these arrays are called C arrays.
For numerical computing and data analysis, computational arrays which are first-class objects with more
information are introduced in Ch. Many operators including arithmetic operators are overloaded to handle
computational arrays.

If Ay and A5 wto two arrays, in general, array expression A1/A is undefined mathematically in linear
algebra. However, A1/Aj is defined as an element-wise division in Fortran 90 whereas in MATLAB it is
defined as the product of A; and the inverse matrix of Ay, thatis, Aj/A, is the same as A; A5 L This
kind of operator overloading for division is quite confusing for learners of linear algebra. This may lead
leaners to use the expression x = b/A as a solution to the system of linear equations Ax = b. To avoid
such a mistake, one of the guiding principles in designing Ch is to follow the mathematical conventions.
For example, the element-wise division of two matrices A; and Ay with the same rank is programmed in
Ch as Al. / A2 and the product of A and the inverse of matrix A is written as Alxi nver se( A2) . The
expression s = v! Av is translated into t r anspose( V) * Axv in Ch.

The notations used in this chapter are listed in Table [[6.1l A digital number may follow a symbol for
multiple variables. For example, symbols V, V1 and V2 are used for vectors; symbols A, Al and A2 stand
for vectors, matrices, or high-dimension arrays.

16.1 Declaration and Initialization of Computational Arrays

The extent and range of subscripts for each dimension are fully specified for a fully-specified-shape array.
The computational arrays are declared with type qualifier array, which is defined as a macro in the header
file array.h. The program using computational arrays should include this header file. In the command mode,
the type qualifier array is defined as an alias by default. The computational arrays below are fully specified.

array int al[10]; /1l al[0], ..., al[9]
array int a2[0:9]; [l az2[0], ..., a2[9]
array int a3[1:10]; /1 a3[1], ..., a3[10]
array double a4[10]][10]; [l a4[0:9][0: 9]

array conplex a5[1:10][1:10]; // a5[1:10][1:10]

where symbol ‘: ’ is used to specify the range of the subscripts of arrays. By default, it is from O to n- 1,
where n is the number in the operator [] to specify the size of the array.
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Table 16.1: Shape and data type notations.

Symbol ‘ Meaning
Shape

A vector, matrix, or high-dimension arrays
of char, int, float, double, complex, or double complex
vector, matrix, or high-dimension arrays of char, int, float, double
vector, matrix, or high-dimension arrays with integral data types of char, int
two-dimension matrix of char, int, float, double, complex, or double complex
ond-dimension vector of char, int, float, double, complex, or double complex
scalar of char, int, float, double, complex, or double complex

» 42~

Data type

bool

char

short

int

float

double

complex

higher order data type of

operands in operations or arguments in functions

the same data type of the original operand or argument
the same data type of the original operand or argument,
double if the data type of the original operand or argument is char or int

T N Q= O O

5 =

Data type modifier

u unsigned
1 long
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If two computational arrays have the same number of elements in each dimension, the assignment oper-
ator *=" can be used to assign arrays element-wise as shown in the execution of the commands below.

> array doubl e a[0: 3]

> array int b[4] ={ 0, 1, 2, 3}
>a=~»b

0.00 1.00 2.00 3.00

>

Computational arrays can be initialized when they are declared in the same manner as C arrays. By
default, computational arrays are initialized to zeros. For example,

array int al[3] = {1, 2, 3};

array int a2[3]={ 2.3e3d, 2.2F, 3.D}; // a2
array int a3[] = {0.0, -0.0, -0.0}; /1 a3
array double a4[][ 3] {{1 2, 3}, {1, 2, 3}};
array double a5[3][3] ={1, 2, 3, 1, 2, 3};

{1, 2,3}, data cast
{0.0, -0.0, -0.0}

16.2 Array Reference

16.2.1 WholeArrays

The name of a computational array can be used to access a whole array. For example, the following code
fragment

array int a[20], b[20];
b = a+b;

adds each element of a to the corresponding element of b. Arrays a and b are treated as vectors, just like
in linear algebra. This feature makes programs much simpler compared to programs using normal C arrays.
As an example, Programs and [16.2] perform the same task of adding array a element-wise and multiply
it by 3, and print out the results. Program [I6.1] uses computational arrays whereas Program doesn’t.
Clearly, Program contains less lines of code and is more readable and easier to maintain. Note that
the array qualifier is defined as a macro in header file array.h. In order to use the computational array, the
program should include this header file. The output for these programs are the same and given below.

16.2.2 Array Elements

Similar to C arrays, the operator [ n] can be used to access elements of computational arrays, where n is a
valid subscript. For example, the following code fragment

array int a[20], b[20];
b[1] = a[2] +b[ 2] ;
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/* File: declare.ch =/
#i ncl ude <stdio. h>

#i ncl ude <array. h>
#define N 2

#define M 3

int main() {

array int a[NN[M = {1, 2,3,
4,5, 6};

array int b[N[M;

b = a+a;

printf("b = \n%", b)

b = 3*a;

printf("b = \n%", b);

return O;

Program 16.1: Declaring and using computational arrays.

/* File: declare.c */
#i ncl ude <stdi o. h>
#define N 2

#define M 3

int main() {

int a[NI[M = {
i nt b[NJ[I\/];

int i, j;

printf("b =\n",);
for(i=0; i<N, i++) {
for(j=0; j<M j++) {
blillj] = alill[jl+a[il[jl;
printf("% ", b[il[j]);

}
printf("\n",);
}
printf("b =1\n",);
for(i=0; i<N, i++) {
for(j=0; j<M j++) {
bli]lj] = 3*a[i][jl;
printf("% ", b[il[j]);
}
printf("\n",);
}

return O;
Program 16.2: Implementing program declare.ch in C.
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B[O][0] | B[OI(1] [ B[O][2]

B[1]{0] [ B[1][1] [ B[1][2]

Figure 16.1: Computational array B.

0x10000

B[0][0]
0x10004

B[O][1]
0x10008

B[0][2]
0x1000C

B[1][0]
0x10010

B[1][1]
0x10014

B[1][2]
0x10018

Figure 16.2: Memory layout of two-dimension computational array B.

adds the third element of a to the third of b, and saves the result to the second element of b.
Like C arrays, computational arrays are also row-wise. For example, for computational array B declared
below,

array int B[2][3];

assume the address of computational array B of dimension 2x3 shown in Figure is 0x10000, the
internal memory layout of array B is shown in Figure[16.2)

16.3 Formatted I nput and Output for Computational Arrays

Like C arrays, the input of computational arrays can be handled by the function scanf() element by element.
For example,

> array int af2]

> scanf ("%", &a[0])
10

> a

10 O

The computational array can also be conveniently handled by the function scanf() for the entire array.
If the data type of the array is not char or unsigned char type, input numbers can be separated by one or

99 99 9,5 9.9

multiple of white space, chararacters ,’; 7 or a newline character. For example,
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> array int b[6]
> scanf ("%d", &b)

10 11, 12
13; 14: 15
> b

10 11 12 13 14 15

The family of output functions fprintf(), sprintf(), printf(), etc. can be used to print out all elements of a
computational array once. The format specifier will be applied to each element of the array. For example,

> array int a[3] = {1, 2,3}

> array int b[2][3] = {1,2,3,4,5, 6}
> printf("a = %", a);

a=123

> printf("b = \n%", b);

b =

123

456

For computational arrays with large extents, 74 characters including elements of arrays and delimiting
spaces at each line will be printed out. For example, each element of array a below has the same value of
90. The output is wrapped in the subsequent line beyond 74 characters.

> array int a[2][50] = 90

> a

90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90
>

A multi-dimensional array will be printed out in multiple two-dimensional arrays with the rows and
columns of the last two extents of the array as shown below.

> array int a[2][2][3] ={1, 2, 3, 4, 5, 6, 7, 8 9, 10, 11, 12}
> a

123

456

789

10 11 12

By default, a one-dimensional array is a column vector in Ch. For a one-dimensional array of a column or
row vector, the output will be printed out as a row vector even if it is a column vector. For example,

> array int a[3] = {1, 2,3}

> a /1 colum vector
123

> transpose(a) [l row vector
123

The vector a is a column vector, the transpose of @,t r anspose( a) is arow vector. When they are printed
out, both are displayed as row vectors.
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Data Type Order

double complex
complex

double

float

unsigned long long int
long long int
unsigned long int
long int
unsigned int

int

unsigned short
short

unsigned char
char

high

low

Figure 16.3: Data type hierarchy.

16.4 Implicit Data Type Conversion for Computational Arrays

In computational array operations, the data types of operands will be checked for compatibility. If data
types do not match, Ch will signal an error and print out some informative messages for the convenience
of program debugging. However, some data type conversion rules have been built into Ch so that they can
be invoked whenever necessary. This will save many explicit type conversion commands for a program.
The order of the data type for computational array is arranged as shown in Figure with char being the
lowest data type and double complex the highest data type. The default conversion rules are summerized as
follows.

1. Arrays of char, int, float, and double can be converted according to data conversion rules of the
corresponding scalar types.

2. Arrays of char, int, float, and double can be converted to arrays of complex with the imaginary part of
each element being zero. When casting an array of real number to an array of complex number, the
values of elements of Inf and —Inf become ComplexInf, and the values of elements of NaN become
ComplexNaN. Conversion from array of double to array of complex may lose information.

3. In binary operations such as addition, subtraction, multiplication, and division with arrays of mixed
data types, the result of the operation will carry the higher data type of two operands. For example,
the result of addition of an array of int and an array of double will result in an array of double.

The following code segment will illustrate how arrays with different data types are automatically con-
verted.

> array int i[2] = {1, 2}

> array float f[2]

> array double d [2]

> f = /1 float = int
1.00 2.00
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>d=f +i // double = float + int
2. 0000 4.0000
>

For operation d = f + i, elements of arrays f and i of float and int types, respectively, are added
with the result of a computational array of float type. The resultant computational array of float type is then
cast to a computational array of double type and assigned to variable d of computational array of double
type. Data type conversion for various array operations are discussed in detail in Section

16.5 Array Operations

16.5.1 Arithmetic Operations

The arithmetic operations for computational arrays are listed in Table The symbol A /k in the third
column of Table indicates that the results are arrays with the same shape and data type of the operand.
For the symbol A /p, the result is the same shape and higher order of data type of two operands. These
symbols are described in Table The arithmetic operations include unary plus operator ‘+’, unary
minus operator ‘-, addition operator ‘+’, subtraction operator ‘- ’, multiplication operator ‘*’, division
operator ‘/ °, array multiplication operator ‘. *’ and array division operator ‘. / ’. The operator ‘*’ is for
multiplication of two arrays of one-dimensional vectors or two-dimensional matrices. The multiplication of
two arrays follows the rule of linear algebra. For element-wise array multiplication operator . *’ and array
division operator ‘. / ’, the operation is performed on each corresponding element of two array operands,
which shall be of the same shape (dimension and extent).

The data type of the result of the operation of unary plus operator or unary minus operator is the same
as that of the operand. The resulting data types of other operations in Table will have the higher order
data type of the operands in operations. If one of the operands of addition or subtraction operator is a
scalar and the other is a computational array, the scalar will be promoted to a computational array for the
corresponding array operation. If the numerator of the array division operator ‘. / ’ is a scalar, it will be
promoted to a computational array.

Applications of these operations are illustrated in the commands below. For example,

array int al[2][2]
array int az2[2]][2]
float s = 2.0

al » a2

5

16

al .+ a2

0

6

alls

.50 0.00

.00 1.50

al +2

2

5

{1, 0, 2, 3}
{0, 5, 2, 2}

A WVPFPOVAOVOOV YV VYV

For multiplication of two arrays, the dimensions of the arrays have to follow the rule of linear algebra as
shown below.
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Table 16.2: Array arithmetic operation.

Definition Operation Result
unary plus +A A/k
unary minus —A A/k
addition Al 4+ A2 Alp
addition A + [s] Alp
addition [s] + A Alp
subtraction Al - A2 Alp
subtraction A —[s] Alp
subtraction [s] — A Alp
multiplication A1xA2 | A/poralp
multiplication Axs Alp
multiplication s*x A Alp
division A/s Alp
array multiplication | Al. x A2 Alp
array division Al./A2 Alp
array division [s]./A2 Alp

> array int al[2]][3] {1, 2, 3
> array int a2[3]][2] {1, 2, 3,
> array int b[3] = {1, 2, 3}

> alra2

22 28

49 64

> alxb

14 32

> alral

ERROR: array di mensions do not match for matri x operations

, 4, 5, 6}
4, 5, 6}

As a special case, the result from multiplication of two arrays is a scalar instead of an array, if the shapes
of Aland A2 are (1 x n) and (n x 1), where n is 1, 2, 3, ... For example,

> int i

> array int a[l] = {10}

> array int b[1l] = {20}

> array int c[2] = {1, 2}

>i =a=*b [/ (1x1) = (1x1), the result is a scalar

200

>hb=a+b // it's an array

30

> transpose(c) *» ¢ // (1x2) = (2x1), the result is a scalar
5

> c * transpose(c) // (2x1) = (1x2), the result is an array
12

2 4
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25 -

20

15 |

10 F |

Figure 16.4: Function y(z) = 2/x + sin(z?).

The result of a * b is an integer, so ist ranspose(c) * c. The one-dimensional array by default is
a column vector with the shape of (n x 1) at declaration and calculation. For example, ¢ has the shape of
(2 x 1) instead of (1 x 2).

Array multiplication operator ‘. * > and array division operator ‘. / > are useful to handle formulas with-
out loops such as for-loop and while-loop. For example, the plot of function y(z) = 2/z + sin(x?) in the
range of 0.1 < x < 6.2 with 100 points can be created as follows.

array doubl e x[100], y[100]
lindata(0.1, 6.2, x)

y = 2.0./x +sin(x.*Xx)

pl ot xy(Xx, V)

V V. V V

The output of a plot is displayed in Figure [[6.4l Function call of lindata(0.1, 6.2, x) assigns linearly spaced
values starting with 0.1 and ending with 6.2 for elements of array X. Details about function lindata() and
generic mathematical function sin() for handling arguments of array type will be described later. Note
that for computational array X, expression 2. / X is interpreted as 2. 0/ X, not array operation 2 ./ X.
Therefore, 2. / X is invalid because of unmatched array dimensions.

16.5.2 Assignment Operations

The assignment operations for computational arrays are listed in Table[I6.3l They include simple assignment
‘=" and compound assignments which include assign sum operator ‘+=’, assign difference operator ‘- =’,
assign product operator “* =’, and assign quotient operator ‘/ =’. The data types of the results of operations
of these operators are the same as those of the left operands.

Applications of these operations are illustrated in the commands below.

> array int alf4]
> array int a2[4]
> al += a2
1545

{1, 0, 2, 3}
{0, 5, 2, 2}
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Table 16.3: Array assignment operation.

Definition Operation | Result
assignment Al1=A2 A/k
assign A=s] A/k
assign sum Al1+=A2 | Ak

assign difference | A1-=A2 | A/k
assign product Al1+=A2 | Ak
assign product Alx=s A/k
assign quotient Al/ =s A/k

Table 16.4: Array increment and decrement operation.

Definition | Operation | Result
plus A++ A/k
plus ++A A/k
minus A-- A/k
minus --A A/k

16.5.3 Increment and Decrement Operations

The increment and decrement operations for computational arrays are listed in Table They include
increment operator ‘++’ and decrement operator ‘- -’, which add 1 to and subtract 1 from each element
of the array, respectively. The resulting data type of these operations are the same as those of the original
operands.

Applications of these operations are illustrated in the commands below.

{1, 0, 2, 3}
{0, 5, 2, 2}

> array int alf4]
> array int a2[4]
> al++

1023
>
2
>

In most cases, a computational array has a rank of 1 or higher. In some situations, a computational array
can have value of NULL. Before it is allocated memory, a pointer to computational array has a value of
NULL. A value of NULL can also be passed to an argument of array of reference type in a function. A

computational array with value of NULL can be used as an operand of equal operator ‘== or not equal
operator ‘! =’. They cannot be used as an operand for other operations. If one of two operands for equal
operator ‘==’ or not equal operator ‘! =’ is pointer to computational array or array of reference, the other

operand can be NULL. The result of the operation in this case is a boolean type of either true or false. This
can be used to test if NULL has been passed to array of reference or if a pointer to computational array
points to a valid object. Details about pointer to computational array and computational array of reference
will described later.
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In Programs [I6.111 NULL is passed to the argument a of array of reference in function f unc() . In
Program[16.12] variable a of pointer to computational array has a default value of NULL before it is pointed
to an array. The output of these two programs are the same as shown below.

==NULL is true
al =NULL is fal se

16.5.4 Relational Operations

The relational operations for computational arrays are listed in Table They include the less than
operator ‘<’, less than equal operator ‘<=’, equal operator ‘==, greater than equal operator >=’, greater
than operator ‘>’, and not equal operator ‘! =’. Using these operators results in an array of int type, with
values of either 0 or 1, depending on how each element of the array compares. For these binary operators,
if one of operands is a computational array and the other is a scalar, the scalar will be promoted to a
computational array with the shape of the array operand. Applications of these operations are illustrated in
the commands below.

> array int al[4] = {1, 0, 2, 3}
> array int a2[4] = {0, 5, 2, 2}
> al < a2

0100

> al >= a2

1011

In most cases, a computational array has a rank of 1 or higher. In some situations, a computational array
can have value of NULL. Before it is allocated memory, a pointer to computational array has a value of
NULL. A value of NULL can also be passed to an argument of array of reference type in a function. A

computational array with value of NULL can be used as an operand of equal operator ‘== or not equal
operator ‘! =’. They cannot be used as an operand for other operations. If one of two operands for equal
operator ‘==" or not equal operator ‘! =’ is pointer to computational array or array of reference, the other

operand can be NULL. The result of the operation in this case is a boolean type of either true or false, which
can be used as a controlling expression of if-statement to test if NULL has been passed to array of reference
or if a pointer to computational array points to a valid object. Details about pointer to computational array
and array of reference will be described later.

16.5.5 Logic Operations

The logic operations for computational arrays are listed in Table They include the AND operator‘&&’,
XOR operator " " ’, OR operator ‘| | >, and NOT operator ‘! . The results of evaluating with these operators
are arrays of int type, with values of either 0 or 1. For these binary operators, if one of operands is a
computational array and the other is a scalar, the scalar will be promoted to a computational array with the
shape of the array operand.

Applications of these operations are illustrated in the commands below.

> array int al[4] = {1, 0, 2, 3}
> array int a2[4] = {0, 5, 2, 2}
> al && a2

0011

>al || a2

1111
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Table 16.5: Array relational operation.

Definition Operation Result
less than B1 < B2 1i
less than Bl < [s] I/i
less than [s] < B2 I/i
less equal Bl <= B2 14
less equal Bl <= [s] Iii
less equal [s] <= B2 I/i
equal Al == A2 I
equal Al == [§] Ii
equal [s] == A2 I/i
equal NULL == Al b
equal Al == NULL b
greater equal | B1 >= B2 14
greater equal | B1 >= [s] I/i
greater equal | [s] >= B2 Iii
greater than | B1 > B2 I/
greater than | B1 > [s] Iii
greater than | [s] > B2 Iii
not equal All=A2 14
not equal Al!l =s] Ii
not equal [s]! = A2 I/i
not equal Al1!'=NULL b
not equal NULL!= A1l b

Table 16.6: Array logic operation.

Definition | Operation | Result
AND Al && A2 1/
AND Al && [s] 1/
AND [s]&& A2 1A
XOR Al1"" A2 1/
XOR Al1"" [s] 1A
XOR [s]"" A2 1/
OR Al|| A2 1A
OR Al || [s] 1/
OR [s]| | A2 1A
NOT 1A 1/
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16.5.6 Conditional Operation

>

The conditional operator ‘?:’ can be applied to computational arrays in Ch. If this is the case, the first

operand of a conditional expression shall have scalar type, and the other two operands are computational

array of the same shape. The result is a computational array with the higher order type of these two operands.
Applications of the conditional operation are illustrated in the commands below.

> array int a[2][3] =1, b[2][3]=2
> array float f[2][3] = 3.0

> 1 ? a:b // operands of array
111

111

>07?f.:b [/ operands of array
3.00 3.00 3.00

3.00 3.00 3.00

In these two examples, both the second and third operands have the same shape, which are (2 x 3) and
(2 x 2), respectively. The result of the latter example is a computational array of type float, since the type of
the second operand is float, which has higher order than int type of the third operand.

16.5.7 Address Operations

The address operator ‘&’ can also be used to get the address of a computational array or the address of an
element of a computational array. The commands below illustrate how the address operator works.

array int a[0:9], b[2][3];

int *ptr;

ptr = &a; /! the address of a

ptr = &a[ 2] /1 the address of third elenment of a
ptr = &b; /! the address of b

ptr = &IJ[1][2]; [/ the address of an elenent of b

The address operator '&’ applied to a computational array gives the address of the first element of the
array. For the sample commands below, &a gives the address of a[ O] [ 0] and &b gives the address of
b[ O] [ O] . So, if the memory for a pointer to computational array, which will be described later, has not
been allocated, the address operation gives NULL. Furthermore, the address operator ‘& before an element
of a computational array gives the address of this element. For example, &1[ 1] [ O] [ O] gives the address
of b[ 1] [ O] [ O] as shown below.

> array int a[2][2] = {1, 2, 3, 4}
> array int b[2][2][2] = {1, 2, 3, 4, 5, 6, 7, 8}
> &a

4005e3e0

> &a[ 0] [ 0] [/l sane as &a
4005e3e0

> &b

4005e4e0

> &b[ 0] [0][ 0] /] same as &b
4005e4e0

> &b[1][0] [ 0]

4005e4f 0
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16.5.8 Cast Operations

Because Ch allows array operations of computational arrays with different types or even operations with
computational arrays and C arrays, the cast operation is sometimes important to prevent confusion.
Below are some examples of cast operations for computational arrays.

array double a[3][1], b[3], c[4][3];
array int d[3][1];

a = (array double [3][1])b; /1 cast [3] to [3][1]

b = (array double [3])a; [l cast [3][1] to [3]

b = (array double [3])&c[1][0]; // cast 2nd row of ¢ to vector b
b = (array double [3])&c[2][0]; [// cast 3rd row of ¢ to vector b
c = (array double [4][3])4; /! cast scalar to array

d = (array int [3][1])a; /1 cast double to int

Through cast operations, the assignment operations can be performed for two computational arrays. For
example, the extent of the last dimension of array C is the same as array b. Although a has the different
extent in the last dimension, it also has the same amount of memory of array b. Note that scalars may be
cast as computational arrays. The statement ¢ = (array doubl e [4]] 3]) 4 above will set all the
elements of array C to 4. It is also possible to cast computational arrays of one data type to another, such as
in the last operation above.

If the number of array elements the cast operation is smaller than the number of array elements of the
operand, the extra elements of the operand are ignored. If the number of array elements the cast operation
is larger than the number of array elements of the operand, the remaining elements of the resulting array are
filled with 0’s. For example,

> array double a[3] = {1, 2, 3}
> (array int [2])a

12

> (array int [4])a

1230

The casting operator preceding an array can give the address or value of the first element of the array. If
the type is a pointer, it gives the address of the first element of the array. Otherwise, it gives the value of the
first element. For example

> array int a[2][2] = {1, 2, 3, 4}
> (int *)a

4005ef 10

> &a

4005ef 10

> (int)a

1

16.6 Promotion of Scalarsto Computational Arraysin Operations

A scalar value can be cast to a computational array explicitly. But, the scalar operand will be promoted to
a computational array implicitly for addition, subtraction, array division, assignment, logic and relational
operations, if the other operand is a computational array. An array promotion is used for operations with
two arrays operands, i.e. the operand of a scalar in the operation internally is treated as an array in which
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Table 16.7: Array promotions.

Definition | Operation | Promotion | Result
assignment | A =s | A = [ A/k
addition A+ s A + [s] Alp
addition s+ A [s] + A Alp
subtraction | A — s A — [§] Alp
subtraction | s — A [s] — A Alp
division s./ A [s] ./ A Alp
less than B<s |B<]|s Iii
less than s < B [s] < B 1
less equal B <=s|B<=][s]| Ii
less equal s <=B|[s] <=B| Ii
equal A ==s|A == [s Ti
equal s ==A|[s] == A| Ii
greaterequal | B >= s | B >= [s] Ii
greaterequal | s >= B | [s] >= B | Ii
greater than | B > s B > [s] Ii
greaterthan | s > B [s] > B I/
not equal Al=gs Al =s] Ti
not equal sl=A [s]1=A Iii
XOR B~"s |B""[g i
XOR s"" B [s] " B Iii
OR Bl|s |[B|] [ Ui
OR s[I B |[s]]] B Ui
AND B && s B && [s] I/i
AND s&&B | [s] &&B i

the value of each element equals this scalar value. In some cases, array promotions make the programming
easier. Consider the following statements, where 2 is added to each element of computational array a with
a single statement. If a were a regular C array, the process would require some sort of loop.

> array int a[2][2] = {1, 0O, 2, 3}

>al + 2 /1 2 is pronpted to array
32

45

Table [16.7] provides a list of operations with implicit array promotion.

16.7 Passing Computational Arraysto Functions

There are four different methods to passing computational arrays to functions. These methods are listed
in Table [16.8] along with brief descriptions about their characteristics. A fixed dimension means that only
arrays of a specified dimension may be passed into a function. For the sample codes shown in the table,
only two dimensional array arguments are allowed unless the fourth method, array of reference, is used.
Using this method, arrays of any dimensions may be passed to an argument of a function. The extent of an
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Table 16.8: Methods for passing computational arrays to functions.

Method Sample Code Dimension Extent  Data Type
Fully-specified arrays array double a[2][3] fixed fixed fixed
Assumed-shape arrays array double a[:][:] fixed variable fixed
Variable number argument typel func(type2 a, ...) variable variable variable
Array of reference of fixed dimension array double a[ & [& fixed variable variable
Array of reference array double &a variable variable variable

array argument refers to the number of elements in a dimension. Aside from the fully-specified arrays, all
other array argument types have variable extents. Thus the number of elements may vary for these types
of arguments. For fully-specified and assumed-shape arrays, the data types have to be fixed when passing
computational arrays to functions, whereas the other two does not.

16.7.1 Fully-Specified-Shape Arrays

Program demonstrates how fully-specified-shape arrays are used as arguments of a function. In Pro-
gram [16.3] the function suml() with arguments of fully-specified-shape arrays is called to calculate the
matrix expression of dimension 2x3

b=a+2xa, (16.1)

and returns the sum of values for each element of array a. If the argument of a function is defined as a
fully-specified-shape array, addresses of arrays are passed to this function. The output of Program is
displayed in Figure [16.5]

16.7.2 Assumed-Shape Arrays

The arguments of the function suml( ) in the previous example are declared as fully-specified-shape arrays.

This is not flexible to handle arrays with different extents in each dimension. Ch provides assumed-shape

arrays to deal with arrays of variable length. If arguments are declared as assumed-shape arrays, they can

take arrays which have the same dimension but different number of elements in each dimension.
Assumed-shape arrays declared with a colon as array subscripts are shown below.

int functl(array int a[:][:], b[:]);
int func2(array double c[:]);

We can rewrite Program[16.3]to use functions with arguments of assumed-shape arrays. In Program[16.4]
the function sun2() which takes two arguments of assumed-shape array is called to calculate the same
matrix expression

b=a+2xa, (16.2)

and also returns the sum of value for each element of array a. The output of Program is displayed in
Figure [16.6]

If the argument of a function is defined as as an assumed-shape array, not only addresses but also
boundaries of arrays are passed to this function. So, arrays with different numbers of elements in each
dimension can be passed to the same function. For example, in Program arrays al and a2 have
the same dimension, but the extents are different. They can be passed to the same argument of function
sun®() . Similarly, arrays b1 and b2 of different extents are also passed to the same argument. The output
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[+ File: suml.ch */
#i ncl ude <array. h>
#define N 2
#define M 3

doubl e suml(array double a[NJ[M, array double b[N[M){
doubl e sum = O;
int i, j;

b=a+2=*a, [/ b= 3xa
for(i=0; i<N, i++)
for(j=0; j<M j+4)
sum += a[i][j];
return sum

}

doubl e main() {
doubl e sum
array double b1[N[M, al[N[M = {1, 2, 3,
4, 5, 6};

sum = suml(al, bil);
printf("bl = \n%", bl);
printf("sum= %\n", sum;
return O;

Program 16.3: Passing computational arrays of fixed shape and data type.

bl =
369
12 15 18
sum = 21

Figure 16.5: Output of Program [16.3]
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ile: sunR.ch */
| ude <array. h>

| e sunR(array double a[:][:], array double b[:][:]1){
int n = shape(a, 0), m= shape(a, 1);
/+ or array int dinf2] = shape(a);
int n=dinf0], m=dinf1]; =*/
doubl e sum = O;
int i, j;

printf("n =%, m=%\n", n, n;
b=a+2=*a, [/ b= 3xa
for(i=0; i<n; i++)
for(j=0; j<m j++)
sum+= a[i][j];
return sum

le main() {
doubl e sum
array double b1[2][3], al[2][3]

—~~

—~
BEoRpopR
w

array double b2[3][4], a2[3][4]

~NDNDOON
NNo!
® w

I

oo
o
[
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12};

sum = sun(al, bl);
printf("bl = \n%", bl);
printf("sum= %\n\n", sunm;
sum = sunk(a2, b2);
printf("b2 =\n%", b2);
printf("sum= %\n", sum;
return O;

Program 16.4: Passing computational arrays of different shapes and fixed data type.

9
5 18
=21

Figure 16.6: Output of Program [16.4
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of Program [16.4] is displayed in Figure [16.6l The generic function shape() can be used to obtain the extent
of each dimension of the assumed-shape array. If a single argument of function shape() is of array type, it
returns its shape as a computational array of int type as if the function was prototype as

array int shape(array type [:]...[:1)I[:1;

where t ype can be any valid type for computational array. If the argument of function shape() is a one-
dimensional array, the return value is a computational array of size 1x1. Thus the return value may be cast
to a scalar. Function shape() can also also be used to obtain the extent of a specified dimension for an array.
In this case, it acts as if the function was prototyped as

int shape(array type [:]...[:], int index);
For example,
array int a[3][4], b[5]
shape(a)
4
shape(a, 0)
shape(a, 1)
shape(b)

(i nt)shape(b) /] cast 1x1 array to scal ar

(i nt)shape(shape(a))

NV OV oagVv»hV WYV WV YV

Function call shape( b) in the above function returns a computational array of size 1x1. It can be cast
to a scalar by expression (i nt ) shape( b) . Similarly, a scalar value can be obtained from the expression

(int) shape(shape(a)).

16.7.3 Deferred-Shape Arrays

Ch supports deferred-shape computational arrays, which is another way to handle arrays with different
numbers of elements in each dimension at run time. For a deferred-shape array, the array subscript of
integral expression is evaluated at run time. Examples of declaration of deferred-shape arrays are shown
below,

array int Aln][n, B[mM;
array double C[nj;

where n and mare variables of int type.

Program demonstrates how to use a deferred-shape array within a function. Array b in function
def shape() is deferred. The shape of array b is derived from the shape of array a. The output of
Program [16.3]is the same as that of Program [16.3]shown in Figure
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/* File: defshape.ch */
#i ncl ude <array. h>
#define N 2

#define M3

doubl e defshape(array double a[:][:], int n, int M {
array double b[n][n; /1 b is deferred-shape array
doubl e sum = O;
int i, j;

b=a+2=*a, /] b=3*a
for(i=0; i<n; i++)
for(j=0; j<m j++)
sum += a[i][j];
printf("b = \n%", b);
return sum

}

doubl e main() {

doubl e sum

array double al[NN[M = {1, 2, 3,
4, 5, 6};
sum = defshape(al, N, M;
printf("sum= %\n", sum;
return O;

Program 16.5: Using computational arrays of deferred-shape.
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16.7.4 Arraysin Variable Number Arguments

Arrays of different shapes and types can be passed to a function using variable number arguments and
macros defined in header file stdarg. In section10.7] of Chapter we illustrate how to change the arrays
of different types in a calling function illustrated by function lindata() in Program [10.30l

Program with output in Figure illustrates how arrays a and b of of different shapes and types
are passed to function f unc() through variable number arguments. The contents of these arrays are copied
into temporary arrays a and b inside function f unc() using function arraycopy(). The memory fo passed
arrays in a calling function can also be used inside the called function can also be used directly using pointer
to array. More information about handling of polymorphic functions using variable number arguments and
pointer to array can be found in section in Chapter [19

16.7.5 Arraysof Reference

It is recommended to pass arrays of different shapes and types using variable number arguments
described in section10.7] in Chapter [I0 instead of using arrays of reference. Arrays of reference is
obsolete and will be phased out in the future.

We have described how assumed-shape arrays can be used to handle arrays of variable length. Arrays of
reference are introduced in Ch to deal with arrays of not only different length, but also different data type. It
can be used effectively for function overloading. Arrays of reference are declared with ampersand signs, ‘&’
as array subscripts. Furthermore, an array of reference without the subscript can be used to handle arrays
of different dimension, different length, and different data type. For arrays of reference a, b and ¢ declared
below,

int fun(array int a[&, array int b[&[&], array int &c);

a and b are arrays of reference with fixed dimension whereas C is an array of reference without constraint
of dimension. For arguments with reference type, a function shall be defined or prototyped with arguments
first before it is called.

If the argument of a function is defined as an array of reference, not only addresses and boundaries, but
also data types of arrays are passed to this function. So, arrays with different data type can be handled by the
same function. To use arrays of reference, an array with data type of the largest memory requirement and
highest order shall be declared in the function argument list. For example, to handle arrays of double, float,
and integral type, an array of reference with double type shall be declared. The values of the passed array
will be typically assigned to a temporary computational array of double type. This temporary array will be
used for computations inside the function. To pass the result back to the calling function, the temporary
array shall be assigned to the array variable declared in the function argument list.

Program [16.7]illustrates how an array of reference can be used to handle arrays of different data type. In
Program[16.7] the function sunB() , which takes two arguments of arrays of reference, is called to calculate
the same matrix expression

b=a+2xa, (16.3)

and returns the sum of value for each element of array a. To handle arrays of double, float, and integral
type, arrays a and b of reference type are declared as type double in Program Arrays al and a2
in function mai n() have the same dimensions, but the extents and data types are different. They can be
passed to the same argument of function sunB( ) . Similarly, arrays b1 and b2 of different extents and data
types are also passed to the same argument. Array a in function sunB() is assigned to array aa first, so
that internally the addition of each element of the passed array is performed in doubledata type. The output
of Program [16.7]is the same as that of Program shown in Figure
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#i ncl ude <stdarg. h>
#i ncl ude <array. h>

void func(int k, ...) {
int i, m n, vacount, num
ChType_t dtype;
void *vptr;
va_list ap;

va_start(ap, k);
vacount = va_count(ap);
printf("va_count(ap) = %\ n", vacount);
for(i = 0; i<vacount; i++) {
i f(va_arraytype(ap)==CH_CARRAYTYPE | |
va_arrayt ype(ap) ==CH_CHARRAYTYPE) {
printf("va_arraydi map)= %\n", va_arraydi m ap));
num = va_arraynun(ap);
printf("va_arraynum(ap)= %\n", nun);
m = va_arrayextent (ap, 0);
printf("va_arrayextent(ap, 0)= %\n", nj;
i f(va_arraydin(ap) > 1) {
n = va_arrayextent(ap, 1);
printf("va_arrayextent(ap, 1)= %\n", n);

}

i f(va_datatype(ap) == CH_INTTYPE) {
int a[nunl, =*p;
dtype = va_datatype(ap);
vptr = va_arg(ap, void *);
printf("array elenent is int\n");
p = vptr;
printf("p[0] = %\n", p[O0]);
arraycopy(a, CH_INTTYPE, vptr, dtype, num;
printf("a[0] = %\n", a[0]);

}

el se if(va_datatype(ap) == CH_DOUBLETYPE) {
array double b[m[n];
dtype = va_datatype(ap);
vptr = va_arg(ap, void *);
printf("array elenment is double\n");
arraycopy(&b[0][0], CH DOUBLETYPE, vptr, dtype, num;
printf("b =\n%", b);

}

}
el se if(va_datatype(ap) == CH_|I NTPTRTYPE)
printf("data type is pointer to int\n");

va_end(ap);

}

int main() {
int i, a[4]={10, 20, 30}, =*p;
array double b[2][3]={1, 2, 3, 4, 5, 6};

p = &;
func(i, a);
func(i, b,a);
func(i, p);

Program 16.6: Pass arrays of different shapes and types to a function.
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va_count(ap) =1
va_arraydi m(ap)= 1
va_arraynum(ap) = 4
va_arrayextent(ap, 0)= 4
array elerment is int

p[ 0] 10

a[ 0] 10
va_count (ap) = 2
va_arraydi m(ap)= 2
va_arraynun(ap)= 6
va_arrayextent(ap, 0)= 2
va_arrayextent(ap, 1)= 3
array el enent is double

b =

1. 000000 2. 000000 3.000000
4.000000 5. 000000 6.000000
va_arraydi map)= 1
va_arraynum(ap)= 4
va_arrayextent(ap, 0)= 4
array elerment is int

p[0] = 10

a[0] = 10

va_count(ap) =1

data type is pointer to int

Figure 16.7: Output of Program [16.6

Program [16.§] illustrates how to handle arrays of different dimensions and data types using arrays of
reference. The function sumd() in Program takes two arguments of arrays of reference and one
argument of int type for the number of elements of array a.

Arrays al and a2 of different dimension and type are passed to the same argument. Similarly, array b1
and b2 of different dimension and type are used to pass back the result of a matrix expression calculated
inside function sum# () . The output of Program [16.§]is displayed in Figure

Elements of array of reference without subscripts can not be accessed directly with subscripts. For
example, elements of array of reference of a and b in function sun¥( ) of Program[16.8]can not be followed
by subscripts such as a[ 2] ora[ 1] [ 2] .

In Program the third argument of function sun¥() contains the number of elements of the array
passed to the array a of the function. The number of dimensions, extends of each dimension, and total num-
ber of elements of of the array passed can be obtained by expression n = (i nt)shape(shape(a)),
di m = shape(a), totnum=*= dinfi],respectively, inside the function as shown in Program[16.9
The output of Program is shown in in Figure Should the printing statements for dimensions and
total number of elements in Program be commented out, the ouput of Program shall be the same
as that of Program [16.8]

The generic function elementtype() can be used to obtain the data type of its argument. The argument of
the function elementtype() can be a type declarator, C array, computational array, or an array of reference.
For example, given

array double a[3][4];
int b[3][4];

the following two equations hold.

el ement t ype(doubl e) == el enenttype(a);
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#i ncl ude <array. h>

doubl e sunB(array double a[&[& , array double b[&[&]){
int n = shape(a, 0), m= shape(a, 1);
doubl e sum = O;
int i, j;
array double aa[n][nl;

printf("n =%, m=%\n", n, n;
b=a+2=*a, [/ b= 3xa
aa = a;
for(i=0; i<n; i++)
for(j=0; j<m j++)
sum += aali][j];
return sum

int main() {
doubl e sum
array double bl1[2][3], al[2][3] = {1,

sum = sunB8(al, bil);
printf("bl = \n%", bl);
printf("sum= %\n\n", sunm;
sum = sunB(a2, b2);
printf("b2 = \n%", b2);
printf("sum= %\n", sum;
return O;

Program 16.7: Passing computational arrays of different shapes and data types.
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| *

File: sumi.ch */

#i ncl ude <array. h>
#define N 2
#define M3

doubl e sumi(array double &, array double &b, int total _num{

int i;
doubl e sum
array double aa[total _num;

b=a+2=*a, [/ b=3*a

aa = a;

for(i=0; i<total _nuny i++)
sum += aa[i];

return sum

}
int main() {
doubl e sum
array double b1[N[M, al[N[M = {1, 2, 3,
4, 5, 6};
array float b2[M, a2[M = {10, 20, 30};
sum = sumd(al, bl, N«M;
printf("bl = \n%", bl);
printf("sum= %\n\n", sum;
sum = sumi(a2, b2, M;
printf("b2 = \n%", b2);
printf("sum= %\n", sum;
return O;
}
Program 16.8: Passing computational arrays of different ranks and data types.
bl =
3609
12 15 18
sum = 21
b2 =
30 60 90
sum = 60

Figure 16.8: Output of Program [16.8]
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/+ File: sunb.ch */
#i ncl ude <array. h>
#define N 2
#define M 3

doubl e sunb(array double &, array double &b){
int n, i, total_num
doubl e sum

b=a+2=*a, [/ b= 3xa

total _num= 1;

n = (int)shape(shape(a)); // nunber of dinmensions
array int dinin];

di m = shape(a); /1 extent of each di nension
printf("n = %l\n", n);
for(i =0; i <n; i++) {

printf("dinfod] = %\n", i, dinfi]);

total _num=*= dinfi]; /1 total nunber of elenents
}

printf("total _num= %\ n", total _num;
array double aa[total _num;
aa = a;
for(i=0; i<total_num i++)
sum += aali];

return sum

int main() {

doubl e sum

array double b1[NJ[M, al[NJ[M = {1, 2, 3,
4, 5, 6};
array float b2[3], a2[3] = {10, 20, 30};

sum = sunb(al, bl);
printf("bl = \n%", bl);
printf("sum= %\n\n", sunm;
sum = sunb(a2, b2);
printf("b2 = \n%", b2);
printf("sum= %\n", sum;
return O;

Program 16.9: Passing computational arrays of different ranks and data types and using function shape().
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n=2
dinfo] =2
dinf1] = 3
total_num= 6
bl =
369
12 15 18
sum = 21
n=1
dinfo] = 3
total _num= 3
b2 =
30 60 90
sum = 60
Figure 16.9: Output of Program [16.9
el ementtype(int) == el enenttype(b);

In most cases, mathematical algorithms for arrays of complex and arrays of real number are different. In
Program[16.10] function ar r ayf unc() can handle both arrays of complex and arrays of real number using
function elementtype(). Depending on the data type of array argument a, the real function r eal f unc()
or complex function conpl exf unc() will be called inside function ar r ayf unc() to calculate the array
expression a + 2sin(a). The output of Program is displayed in Figure

If the pointer NULL is passed into a function as an argument of array of reference, the argument is
also equal to NULL inside the function, and the function shape() returns an array of zero dimension. For
example, if functions f unc1() and f unc2() are defined below.

int funcl(array double a[&]) {
if(((int)shape(a)) == 0) {
printf("shape is zero di mension\n");
}
if(a == NULL) {
printf("ais NULL \n");
}

return O;
}

int func2(array double &a) {
i f((int)shape(shape(a)) == 0) {
printf("shape is zero di nension\n");

}

i f(a == NULL) {
printf("ais NULL \n");

}

return O;

}
both function calls of f unc1( NULL) and f unc2( NULL) will print out

shape is zero di mension
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#i ncl ude <array. h>

voi d conpl exfunc(array double conplex a[:][:], array double conplex b[:]1[:]){
b=a+2x* sin(a);

void real func(array double a[:][:], array double b[:][:]){
b=a+2x* sin(a);
}
voi d arrayfunc(array doubl e conplex a[& [&], array double conplex b[&[&]){
int n = shape(a, 0), m= shape(a, 1);
/1 or array int dinf2] = shape(a);
/1 int n =dinf0], m=dinfl];

if(elenenttype(a) == el enenttype(conplex) ||
el ementtype(a) == el ementtype(doubl e compl ex)) {
array double conplex aa[n][m, bb[n][n;
aa = (array double conmplex [n][n)a;
conpl exfunc(aa, bb);
b = bb;

}

el se {
array double aa[n][m, bb[n][n];
aa = (array double [n][mM)a;
real func(aa, bb);
b = bb;

}

}

int main() {
array double conmplex bl[3][4], al[3][4] = {1, conplex(1,2), 2, 5,
7, conplex(3,4), 9, 3,

5 7, 3, 2};
array double b2[2][3], a2[2][3] = {

arrayfunc(al, bl);
printf("bl = \n%1f", bl);
arrayfunc(a2, b2);
printf("\nb2 =\n%1f", b2);
return O;

Program 16.10: Passing arrays of different data type to a function.

bl =
conpl ex(2.7,0.0) conplex(7.3,5.9) conplex(3.8,0.0) conplex(3.1,0.0)
conpl ex(8.3,0.0) conpl ex(10.7,-50.0) conpl ex(9.8,0.0) conpl ex(3.3,0.0)

conpl ex(3.1,0.0) conplex(8.3,0.0) conplex(3.3,0.0) conplex(3.8,0.0)

2 =
7
1

wN g

3.
5

133
.4 8.3

Figure 16.10: Output of Program [16.10]

311



CHAPTER 16. COMPUTATIONAL ARRAYS AND MATRIX COMPUTATIONS
16.8. COMPUTATIONAL ARRAYS WITH VALUE NULL

/+ File: arrayrefnull.ch */
#i ncl ude <array. h>

void func(array double &a) {
i f(a==NULL) {
printf("a==NULL is true\n");
}
el se {
printf("a==NULL is false\n");

}
if(al=NuLL) {
printf("al=NULL is true \n");

}
el se {

printf("al=NULL is false\n");
}

}

int main() {
func(NULL) ;
return O;

Program 16.11: Passing NULL to computational array of reference.

a is NULL

16.8 Computational Arrayswith Value NULL

In most cases, a computational array has a rank of 1 or higher. In some situations, a computational array can
have value of NULL. Before it is allocated memory, a pointer to computational array has a value of NULL. A
value of NULL can also be passed to an argument of array of reference type in a function. A computational

array with value of NULL can be used as an operand of equal operator ‘==" or not equal operator ‘! =" as
well as a controlling expression of if-statement and loops. They cannot be used as an operand for other
operations.

If one of two operands for equal operator ‘==" or not equal operator ‘! =’ is pointer to computational

array or array of reference, the other operand can be NULL. The result of the operation in this case is a
boolean type of either true or false. This can be used to test if NULL has been passed to array of reference
or if a pointer to computational array points to a valid object.

A computational array can be used as a controlling expression for if-statement, while-loop, do-while-
loop, or for-statement. When an array of reference or a pointer to computational array with a value of NULL
is used as a controlling expression, it evaluates to false. Otherwise, the controlling expression evaluates to
true, even if all elements of the array are zero.

In Programs NULL is passed to the argument a of array of reference in function f unc() . In
Program variable a of pointer to computational array has a default value of NULL before it is pointed
to an array. The output of these two programs are the same as shown below.

==NULL is true
al =NULL is fal se
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/* File: arrayptrnull.ch */
#i ncl ude <array. h>

int main() {
array doubl e =*a;

i f (a==NULL) ({

printf("a==NULL is true\n");
}
el se {

printf("a==NULL is false\n");
}
i f(al'=NuLL) {

printf("al=NULL is true \n");
}
el se {

printf("al=NULL is false\n");
}
return O;

Program 16.12: Pointer to computational array with value NULL.

16.9 Functions Return Computational Arrays

A function can return computational arrays as first-class objects. For a function that returns a computational
array, the rank of the returned array in the function definition and that of an array expression following a
return statement inside the function must be the same.

16.9.1 Functions Return Computational Arraysof Fixed Length

The prototype of functions returning computational arrays of fixed length is as follows.

array datatype funcname(argunent _list) [nl]...[nn];

where N1 and nmare constant integers, such as 2 and 3, for the lengths of the corresponding dimensions.
The number of symbol [ ] following the closing parenthesis of the function argument list indicates the rank
of the returned computational array.

Program [16.13]is an example to demonstrate how a function returns a computational array to the calling
function. Function f unct () of this program returns the result of matrix expression of dimension 2x3.

b=2xa, (16.4)
which is shown in Figure [16.111

16.9.2 Functions Return Computational Arrays of Variable Length

The prototype of functions returning computational arrays of variable length is as follows.
array datatype funcnanme(argunent list) [:]...[:]

The number of symbol [ : ] following the closing parenthesis of the function argument list indicates the
rank of the returned computational array.
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/* File: retfix.ch «/
#i ncl ude <array. h>

int main() {
array int a[2][3] = {1, 2, 3, 4, 5, 6};
array int funct(array int a[2][3])[2][3];

a = funct(a);

printf("a[1][2] = %\n", a[1][2]);
printf("a = \n%", a);

return O;

}

array int funct(array int a[2][3])[2][3] {
array int b[2][3];

b = 2xa;
return b;

Program 16.13: Function returning computational array of fixed length.

a[1][2] = 12
a =

246

8 10 12

Figure 16.11: Output of Program [16.13]
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/* File: retvla.ch «/
#i ncl ude<array. h>

array int func2(array int a[:])[:] {
int n = (int)shape(a);
array int x[n];

printf("n = %l\n", n);
X = 2*a;
return x;

int main() {
array int a[2]
array int b[5]

= {1, 2};

= {10, 20, 30, 40, 50};
a = func2(a);

printf("a = %\n", a);

b = func2(b);

printf("b = %", b);

return O;
}

Program 16.14: Function returning computational array of variable length.

n=2
a=24
n=>5
b = 20 40 60 80 100

Figure 16.12: Output of Program [16.14]

Program [16.14] provides an example of a function that returns a computational array of variable length.
The dimensions of the returned arrays in function calls of f unc2(a) and f unc2( b) are different. The
output is shown in Figure [16.12]

16.10 Type Generic Array Functions

Function shape() presented in section [16.7.2]is a generic function related to arrays. In addition, commonly
used generic mathematical functions are overloaded to handle computational arrays. They are overloaded to
handle arguments of different dimensions, lengths, and data types.

For an argument of computational array type, function abs() returns an array with the absolute value for
each element. For an argument of complex type, each element contains the magnitude of the corresponding
complex number. The function is handled as if it was prototyped as

o]
)]
]
]

array int abs(array int a[:]...[:])I[:
array float abs(array float a[:]...[:
array float abs(array float conplex a
array doubl e abs(array double a[:]...

]
Y[:T-..1:]
[:]

ol
0]
)il ..

]
DI:
[:]..
[
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array doubl e abs(array double conplex a[:]...[:])[:]...[:]
For example,

array int a[2][3] ={-1, 2, 3, -4, -5, 6}
abs(a)

23

56

array conplex b[3] = {conplex(3, 4), 4, -5}
abs(b)

. 0000 4.0000 5.0000

gV VvV AsErL VYV

Mathematical functions acos, acosh, asin, asinh, atan, atanh, ceil, cos, cosh, exp, floor, log, 10g10,
sin, sinh, sgrt, tan, tanh have one argument only. They are overloaded to handle arguments of different
dimensions, lengths, and data types. If the data type of the input argument is an integral type, it will be
promoted to float for computation. For array arguments, they behave as if they were prototyped as

array float func(array fl oat a[:]...['])['] 0]
array double func(array double a[:]...[:1)]: ] 0
l. [][:]---[:]
[] SN DN P

where f unc is one of the above mathematical functions. If the data type of the input argument is integral
type, it will be promoted to float for computation. For example,

)

array float conplex func(array float conpl ex a[
array doubl e conpl ex func(array doubl e conplex a

> array int a[2][3] ={-1, 2, 3, -4, -5, 6}

> sin(a)

-0.84 0.91 0.14

0.76 0.96 -0.28

> array conplex b[3] = {conplex(3, 4), 4, -5}

> sin(b)

conpl ex(3.8537,-27.0168) conpl ex(-0. 7568, -0.0000) conpl ex(0.9589, 0. 0000)

For array arguments, function atan2() acts as if it was prototyped as

array fl oat atan2(array float y[:]...][:],
array float x[:]...[:])[:1...[:]

array doubl e atan2(array double y[:]...[:]

]

[:

array double x[:]...[:

array float conplex atan2(array float conplex y[: :
array float conmplex x[:].. )

array doubl e conpl ex atan2(array double complex y[:]...[:]
array double conmplex x[:]...[:]

3[] 0]
N
D]
3[] 0

Function atan2() has two arguments. The data type of both computational arrays shall be the same. If data

types of both arguments are integral type, they will be promoted to float for computation. For example,

> array int y[4]={1,-2, 3, -4}
> array float x[4]={5, 6, -7, -8}
> atan2(y, x)

0.20 -0.32 2.74 -2.68
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If the first argument of function pow(a, X) is a computational array with shape of NxN and the second
is an integral type, it will return a computational array of the same type and dimension as the first argument
as if the function was prototyped as

array int pow(array int a[:]J[:], int xX)[:][:]

array float powarray float a[:][:], int xX)[:]
array doubl e pow(array double a[:][:], int X)[:
array float conplex powarray float conplex a[:
array doubl e conpl ex powarray doubl e conpl ex a

[:]
10:]

1021, int x)[][]
(2101, int X)[:]0:]

In this case, array function pow(a, X) behaves like matrix multiplication. For example,

> array int a[2][2] = {-1, 2, 3, -4}
> pow(a, 2)

7 -10

-15 22

> arxa

7 -10

-15 22

If both arguments of array function pow() are computational array type, it will return an array with the value
of each element calculated by scalar function pow() with corresponding elements of the two input arrays. In
this case, data types of two input arrays shall be the same as if the function was prototyped as

array int pow(array int y[:]...[:],
array int x[:]. [])[:].. [:]
array float powarray float y[: ] Ll
array float x[:]...[:])[:]1...[:]
array doubl e pow array doubl e y[.]. ]
]

L
array double x[:]...[:
array float conplex powarray float conplex y ,
array float conpl ex x[ 1)
array doubl e conpl ex pow array doubl e conpl ex y[.]...[:]
array double conplex x[:]...[:]

For example,

> array int a[3] = {-1, 2, 3}

> pow(a, a)
-1 4 27

Functions real() and and imag() will give the real and imaginary parts of the input argument. For array
arguments, They behave as if they were prototyped as

S

array float func(array float a[:]. [ ]
array doubl e func(array double a[: ] N
array float func(array float conplex a[
array doubl e func(array doubl e conplex a

)

[:].

DI 0]

]. [ ] ) aE [ ]

[: ] LD ] L]

where f unc is either real or imag. If the data type of the input argument is integral type, it will be promoted
to float for computation. For example,

—_—— — —
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> array int a[3] = {-1, 2, 3}

> real (a)

-1.00 2.00 3.00

> array conplex z[3] = {conplex(1,2), conplex(-3, -4), conplex(0, -6)}
> real (2)

1. 0000 -3.0000 0.0000

> imag(z)

2. 0000 -4.0000 -6.0000

Array function transpose() returns a transpose of the input array of one or two dimensions. If the input
array is of size NxM, the size of the returned array is MxN. By default, a one-dimensional array is a column
vector. If the input array is a column vector of size Nx1, the return array is a row vector of 1xN, and vice
versa. The data type of the returned array is the same as the input array as if the function was prototyped as

)[:]
REDIRREEY
where dat a_t ype can be any valid type for computational array. For example,

array float a[2][3]={1,2,3,4,5, 6}
.00 2.00 3.00
.00 5.00 6.00
transpose(a)
.00 4.00
.00 5.00
.00 6.00
array int b[3] = {1, 2, 3}
axb
14.00 32.00
> transpose(b)*b

array type transpose(array data type a[:]
array type transpose(array data_type af:]

VVWwNEFEYV LYV

16.11 Some Commonly Used Array Functions

Many advanced numerical functions are available in Ch. These functions are prototyped in header file
numeric.h. Some commonly used numerical functions are presented in this section.
Function lindata() introduced in section [I0.7]is prototyped in header file numeric.h as follows.

int lindata(double first, double last, ... /* type a[:]...[:] */);

The lindata() function generates linearly spaced data with initial and final values specified by input argu-
ments fi rst and| ast , respectively. The result is passed back to the calling function in the third argument
of array type with different data types.

Given a square matrix A and its inverse A~!, then A"'A = I and AA~! = I where | is an identity
matrix. Function inver s&() calculates the inverse of a square matrix, provided that it is not singular. Function
inverse() is prototyped in header file numeric.h as follows.
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array double inverse(array double x[&[&], ... /+ [int *status =/)[:][:];

The dimension of the returned matrix of function inver se() is the same as the input argument of matrix. This
function can be used to solve a linear system of equations. For example, a linear system of equations below,

3r1+6x3 = 2

2.%2 +x3 = 12
xr1+x3 = 25
or in the matrix form
3 0 6 1 2
0 2 1 9 = 12
1 01 T3 25
can be written in the form of
Ax=Db
The solution x = A~1b can be written in Ch as X = i nver se( A) *b. The solutions for 1, =2, and x3

can be determined by the following statements.

> array double a[3][3]={3, 0, 6, 0, 2, 1, 1, 0, 1}
> array double ai[3][3], x[3], b[3]= {2, 13, 25}

> ai = inverse(a)

-0.3333 -0.0000 2.0000

-0.1667 0.5000 0.5000

0. 3333 0. 0000 -1.0000

> x = ai*b

49. 3333 18. 6667 -24.3333

As another example, consider the following two matrix equations

(A +5B x4 2a = (ab™)b, (16.5)
(5AB)x + ABy = Bb, (16.6)
where
12 2 78 9 1 5
A=|446|,B=|12 2|,a=|4]|,and b=1]6 |,
789 4 4 6 7 8

The two unknown vectors x and y can be computed by the following equations
x = (A +5B 1) (ab™b — 2a), (16.7)
y = (AB)"}(Bb — 5ABx), (16.8)
The vectors x and Yy can be calculated using Program The output of Program [16.13lis as follows.

51.048 15.170 37.020
= -544.617 -70.723 13.777

< X
I
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/+ File: matrixeq.ch */

#i ncl ude <stdio. h>

#i ncl ude <array. h> [l for array qualifier
#i nclude <nuneric.h> // for inverse()

int main() {
array double A[3][3] = {{1,2,2},{4,4,6},{7,8,9}};
array double B[3][3] = {{7.8,9},{1,2,2},{4,4,6}};
array double a[3] = {1,4,7}, b[3] = {5,6,8}, x[3], y[3];

X = inverse(A+5+inverse(B))*(a*xtranspose(b)*b - 2+a);
y i nverse(A«B)*(Bxb - 5xA*BxX);

printf(" x =%3f y =%3f \n", X, y);

return O;

Program 16.15: A program solving a system of linear equations.

Function sum() defined in header file numeric.h calculates the sum of all the elements in an array. Its
prototype is as follow.

doubl e sum(array double &, ... /* [array double v[:]] */);

If the array is a two-dimensional matrix, the function can calculate the sum of each row with the result stored
in the optional second argument as a one-dimensional array. For example,

> double a[ 3] = {10, 2, 3}

> sunm(a)

15. 0000

> array double v[3], b[3][2] = {1, 2, 3, 4, 5, 6}
> sum(b, V)

21. 0000

> v

3. 0000 7.0000 11.0000

Some useful array functions can be implemented using function sum(). For example, the array func-
tions al I (), any(), and count () in Program [16.16] are implemented using function sum() with array
promotions. For function al | (), if all elements of the array argument are zero, it returns 1. Otherwise, it
returns 0. If all elements of the array argument a in function al | () are zero, the resultant array of array
expression a! =0 will be of values of zeros for all its elements. The summary of all elements of this array
from the function sum() will be zero. If there is any element of zero value in the array argument of of
function any() , it returns 1. Otherwise, it returns 0. Function count () calculates the number of zero in
an array. The output of Program is shown in Figure [[6.131

16.12 Pointer to Computational Arrays

16.12.1 Pointer to Computational Arrays of Fixed Length

In some applications, using pointers to computational arrays is more convenient than using multi-dimensional
arrays. The same variable of pointer to computational arrays can be used to access different computational
arrays. Pointer to computational arrays can be declared similar to pointer to C arrays as shown below.
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/* pronotion.ch =/
#i ncl ude<array. h>
#i ncl ude<nuneric. h>

array int a[2][3] = {1,
array double b[2][3] =
array int c[2][3];

2, 3, 4, 5, 6},
{1, 2, 0, 4, 5, 0};

int all(array double &) {
return (int)sum(a != 0) == 0,

}

int any(array double &a) {
return (int)sunm(a == 0) > O;

int count(array double &) {
return (int)sunm(a == 0);

int min () {

printf("%return value of all() is %\n\n", b, all(b));
printf("%return value of all() is %\n\n", ¢, all(c));
printf("%return value of any() is %\ n\n", a, any(a));
printf("%return value of any() is %\ n\n", b, any(b));

printf("%return value of count() is %\ n\n", a, count(a));
printf("%return value of count() is %\ n", b, count(b));
return O;

Program 16.16: Functions with array promotions.

1. 000000 2. 000000 0. 000000
4. 000000 5.000000 0.000000
return value of all() is O

oo0o
00O
return value of all() is 1

123
456
return value of any() is O

1. 000000 2. 000000 0.000000
4. 000000 5.000000 0.000000
return value of any() is 1

123

456

return value of count() is O
1. 000000 2. 000000 0. 000000

4.000000 5.000000 0.000000
return value of count() is 2

Figure 16.13: Output of Program [16.16
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array double (*p)[10];

which declares p as a pointer to two-dimensional computational arrays with 10 columns of double data
type. The following code fragment shows how to use pointer to computational arrays to handle multiple
dimension computational arrays.

> array int (*p)[3], b1[2][3] ={1, 2, 3, 4, 5, 6}
>int b2[3][3] ={7, 8, 9, 1, 2, 3, 4, 5, 6}, =*t
> p == NULL

1

>p = (array int [:][:])(array int [2][3])malloc(2*3*sizeof (int))
00O

000

> p == NULL

0

> p[1][1] = 40

40

> p

00O

0400

>p =bl /1 array assignment
123

456

> delete p /1 free nenory

> p

NULL

>p = (array int [:][:])bl1 // p and bl share the sane nmenory
123

456

> b1l[0][1] = 30;

3

> bl

130 3

456

> p

130 3

456

>p = (array int [:][:])b2 // p and b2 share the sanme nenory
789

123

456

>t = &b1[0][0]

>p = (array int [:][:])(array int [2][3])t
123

456
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Before a pointer to computational arrays is used, it has to be allocated memory, or error messages will be
displayed. One it is allocated memory, it will be treated as a regular computational array. It can be used as an
operand in array operations and as an argument of functions. Using casting operator (ar ray dat a_t ype
[:1...[:]) or(array datatype (*)[:]...[:]) the following two methods can be used to
allocate memory for a pointer to computational arrays, where data type is any valid type of computational
array.

1. Casting operator (array data_type [:]...[:])(array data_type [n1]...[ni])
followed by a pointer to memory. Or casting operator
(array data_type [:]...[:])newdata_type [nl]...[ni];

2. Casting operator (array data_type [:]...][:]) followed by the name of a C array.

For the first method, if the memory is allocated by function malloc(), calloc(), or realloc(), the memory
allocated for the pointer to computational array can be released by the function free() or delete later. If the
memory is allocated by operator new, it shall be released by operator delete. In the previous example, the
statements

array int (*p)[3], b1[2][3] ={1, 2, 3, 4, 5, 6}
p=(array int [:][:])(array int [2][3])malloc(2+«3xsizeof(int))

allocate memory for p using function malloc(). The memory can also be allocated by operator new and
deleted by delete as follows.

p = (array int [:]J[:])newint [2]]3];
aéiete p;

Details about operators new and delete are described in chapter[I9 Statement

t = &1[0][0]

p = (array int [:][:])(array int [2][3])t
or

p=(array int [:][:])(array int [2][3])&b1[0][0]
or

p = (array int [:][:])(int [2][3])&b1[0][O]

enables computational array p to share the memory of array b1.
For the second method, both pointer to computational array and original array share the same memory.
In the previous example, the statement

p = (array int [:][:])Db1
makes p point to computational array b1. Later, the statement
p = (array int [:][:])b2

will point p at the C array b2. Note that the extents of the second dimension for arrays p, b1 and b2 shall
be the same.
If p has been allocated memory, the assignment operation is allowed. For example, the statement
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p = (array int [2][3])bl

assigns the value of each element of array b1l to the corresponding element of array b. The memory for
array p and b1 can be of different.

Pointer to one-dimension computational array is declared without array index as shown in the commands
below.

> array int *p, a[3] = {1, 2, 3}

>p = (array int [:])a [/ p and a share the nenory
123

>p = (array int [:])(array int [4])malloc(4+sizeof(int))
0000O0

>p = (array int [4])10

10 10 10 10

> delete (p)

The interactive execution of the code below illustrates how to using a pointer to one-dimensional com-
putational array to access rows of two-dimensional arrays.

> array int *p, b[2][3] ={1, 2, 3, 4, 5, 6}

>p = (array int [:])(int[3])&b[0O][0]

123

> &p /1l sanme as &b and &b[ 0] [ 0]
1e8650

>p = (array int [:])(int[3])(int*)b

123

> &p /1l same as & and &a[ 0] [0][ 0]
1e8650

>p =10

10 10 10

> b

10 10 10

456
p = (array int [:])(int[3])&b[1][0]
56

&p /1l sane as &b[1][0]
1e865c

>
4
>

As mentioned in section [16.3.8] the casting operator with a pointer type gives the address of the first element
of an array. Thus, the statement below

p = (array int [:])(int[3])(int*x)b
is equivalent to
p=(array int [:])(int[3])&b[0][O0]

The command above may be used to have p refer to the first row of a two-dimensional array b, whereas
command

p = (array int [:])(int [3])&b[1][O0]
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will have p point to the second row of the array b.
Note that pointers to computational arrays might be used incorrectly as illustrated below. Given the
following declarations,

array short h[2][3];

array int (+p)[3], a[2][3], b[3][2], c[6];
array float f[2][3];

array double d[2][3];

int e[2][3], o[3][2];

int xptr;

the statement
p =4

is incorrect because p has not been allocated memory yet. A pointer to computational array should be
allocated memory before it is used. The statement

p = (array int [:][:])(a+a); [/ bad

is also incorrect because p will point to some intermediate memory instead of a. Similarly, for the statement
below.

p=(array int [:][:])(array int [2][3])b; // bad

p will point to some intermediate memory instead of the array b. The statement below will point p to the
memory of array b.

p=(array int [:][:])(array int [2][3])&b[0][0]; // ok
A pointer to computational array can also point to regular C arrays as shown below.

(array int [:][:1)e; [/ ok
(array int [:]J[:])(array int [2][3])g; [/ ok

p
p

The statement
p=(array int [:][3])a; [/ bad

is incorrect. It should use the casting operator (array int [:][:]) or(array int (*)[:]) to
make p share the memory with a. The statement

p=(int (*)[3])a /'l bad

is missing the keyword array. Pointers of scalar types and pointers to computational arrays are incompati-
ble. The assignment operations below with incompatible lvalue and rvalue are not allowed.

p = ptr; /'l bad
ptr = p; /'l bad
p = (void *)nmall oc(100); // bad

In the statement
p=(array int [:][:]) ¢; // bad

the dimensions of p and C do not match. So, it will get an error message. In the statement
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p = (array int [:][:])h; // bad

computational array h of short type does not have enough memory to share with p because p is of int type.
The statement

p = (array int [:][:])f;

is correct from the memory space point of view, because f is of float type and has enough memory to share
with p.

After the pointer is allocated memory, or shares the memory with an array, the address operator gives
the address of the memory, or the first element of the array. In the example below, the commands

>p =(array int [:][:])a
> &p

give the address of the first element of a.
A pointer to computational array can be used to obtain a subarray or ’slice’ of a multi-dimensional array
as shown below.

> array int a[2][2][2] = {1, 2, 3, 4, 5 6, 7, 8}
> array int (*p)[2]

4005e3e0

>p = (array int [:][:])(int[2][2])&a[0][0][O]

12

34

> &p /1l same as & and &a[ 0] [ 0] [ 0]
4005e4e0

>p = (array int [:][:])(int[2][2])(int*)a

12

3 4

> &p /1l sane as & and &a[0][0][0]
4005e4e0

>p = (array int [:][:])(int[2][2])&a[1][0O][O]

56

78

> &p /1 same as &a[1][0][0]
4005e4f 0

Similar to the one-dimensional array, the casting operator with a pointer type gives the address of the
first element of an array. Thus, the statement below

p = (array int [:][:])(int[2][2])(int=*)a
is equivalent to
p = (array int [:][:])(int[2][2])&a[0][0][O]

The command above may be used to have p refer to one portion of the three dimensional array a, whereas
command

p=(array int [:][:])(int [2][2])&[1][O][OQ]

will have p point to the other portion.
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16.12.2 Pointer to Computational Arraysof Assumed Shape

Besides pointer to computational arrays, Ch also supports pointer to computational arrays of assumed shape.
Unlike pointer to computational arrays, pointer to computational array of assumed shape can be used to point
to arrays of variable length. So, users do not need to worry about the extents of the arrays to be pointed.
Pointers to computational array of assumed shape are declared with colon ’: * as the array’s subscripts.
Before a pointer to computational arrays of assumed-shape is used, it also has to be allocated memory in the
same manner as a pointer to computational arrays of fixed length described in the previous section.

For example, statement below
array float (*fp)[:];

declares f p as a pointer to computational arrays of assumed shape with float type. It can be pointed to
two-dimensional arrays of variable length.

The following commands show how to use pointer to computational arrays of assumed shape to handle
multiple dimension arrays of different length.

> array int (*p)[:]

> array int b1[2][3] ={1, 2, 3, 4, 5, 6}
> array int b2[2][2] ={5, 6, 7, 8}

>p = (array int [:][:])bl

123

456

>p = (array int [:][:])b2

56

7 8

In the above commands, arrays b1l and b2 are of the same dimension. But the extents of the second
dimension for b1 and b2 are different. Unlike pointer to computational array of fixed length, p, a pointer to
computational array of assumed-shape, can be used to point at either b1 or b2.

Furthermore, a pointer to computational array can also be used to represent a subspace (or subarray) of
a multiple dimension array. For example,

> array int a[2][2][3]

> array int b[3][2]]2]
> array int (*p)[:]

, 8, 9, 10, 11, 12}
, 6, 5, 4, 3, 2, 1}

I
~—
e
N
N
= -
H
Tw
[
ok
Lo
© o
~N ~

> a

123

456

7809

10 11 12

>p = (array int [:][:])(int [2][3])&a[0][0][0O]
123

456

>p = (array int [:][:])(int [2][3])&a[1][0][0O]
7809

10 11 12

>p = (array int [:][:])(int [2][2])&b[0][0][O]
12 11

10 9
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where p is used to represent the first and second “slices” of the array a, as well the first “slice” of the array
b which has different dimensions. The address operator ‘&’ gets the addresses of these array elements.

Not only ordinary identifiers, but also members of classes, structures, and unions, can be declared as
pointer to computational array of assumed-shape. This means a member of class/struct/union can be a
computational array of variable length. In the interactive command execution below, member S. a first
shares the same memory with array al, and then shares the memory with array a2.

> struct tag{ array int (*a)[:];} s
> array int al[2][3] = {1, 2, 3, 4, 5, 6}, a2[3][4]
>s.a = (array int [:][:])al; [// s.a and al share the nenory

> s.a

123

456

>s.a = (array int [:][:])a2; [// s.a and a2 share the nenory
s.a[1][1] = 10

> a2[1][1]

10

> al[1][1]

5

16.12.3 Using Pointer to Computational Arraysto Pass Arraysto Functions

Pointer to one-dimension computational array can be used to handle arrays of variable length. Like assumed-
shape arrays, pointers to computational arrays can also be used as arguments of functions. For example,

> void funcl(array int xp) {printf("%l", p);}
> int array a[2] = {1, 2}

> int array b[ 3] {3, 4, 5}

funcl(a)

12

> funcl(b)

345

The function f unc1() takes an argument of pointer to computational array. It can handle arrays, such as
a and b, with different length. The function definition in the above example is equivalent to the function
definition below which takes an argument of assumed-shape array.

\%

void funcl(array int p[:]) { printf("%", p); }

Like multi-dimensional assumed-shape arrays, pointers to arrays of assumed shape can also be used as
arguments of functions. For example,

> void func2(array int (*p2)[:]) { printf("%l", p2); }
> int array a2[2]][2] {1, 2, 3, 4}

> int array b2[3]][3] {1,2,3,4,5,6,7, 8,9}

> func2(a2)

12

3 4

func2(b2)

23

56
8 9

\%

~N bR
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The function f unc2() takes an argument of pointer to two-dimensional assumed-shape array. So, it can
handle two-dimensional computational arrays with different extents, such as a2 and b2. The definition of
function f unc2() in the above example is equivalent to the definition below, which takes an argument of
two-dimensional assumed-shape array.

void func2(array int p2[:][:]1) { printf("%", p2); }

16.13 Reationship between Computational Arraysand C Arrays

A C array is only an address or a pointer whereas a computational array in Ch is a first-class object that
contains more information. As mentioned before, a computational array is declared with the type qualifier
array. Computational arrays can support many operators while C arrays cannot. Given the same extents,
the value of each element of a C array can be assigned to a computational array. For example,

int a[3][4]; [l Carray, 'a represents an address or a pointer
int b[4][3]; /1 Carray, 'b" represents an address or a pointer
array int A[3][4]; // Ch conputational array

array int (*p)[4]; // point to conputational array

array int (=p2)[:];// point to conputational array of assuned shape
A= (array int[3][4])a; /] K

p=(array int[:][:])a; // XK

p = (array int[:][:])(array int [3][4])b; // XK
p=(array int[:][:]1)(int [3][4])Db; Il K
p2 = (array int[:][:])a;//] K

p2 = (array int[:]J[:])(array int [3][4])b;// X
p2 = (array int[:][:]1)(int [3][4])b; [l K
A= a; Il K

a = A /1 Error

In the above example, the memory of array b with dimension 4x3 is accessed by pointer to computational
arrays p and p2 as array of dimension 3x4. Because p2 is a pointer to computational array of assumed-
shape, it can point to array of different extent for its second dimension. For example, p2 can also point to
array b of dimension 4x3 as follows.

p2 = (array int[:][:])b; Il K

C arrays can be passed to functions that take computational arrays as arguments, and vice versa. For
example,

int fl(array int A[3][4]); // argument is conputational array

int f2(int a[3][4]); [l argunent is C array
fl(a); // XK
f1(A); /] XK
f2(a); I/ XK
f2(A); I/ XK

If the variable of a C array is used as an address of the memory for the array, the address of the computational
array shall be used for the equivalent code. Fro example,

int f3(int *xa); [l argunent is a pointer

f3(a); Il K

f3(&A[0][0]); /1 OK
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Charactersand Strings

Types char and wchar _t are used to define variables of characters and wide characters in Ch as shown
below.

char ch = "a’;
char ch2 ='\0"; [/* null character =/
wchar t wch = L'a’;

The value of a variable of type char is a single character or escape sequence which is enclosed in single-
quotes, as in * X’ . A character constant has type int in C. Like C++, a character constant has type char in
Ch.

The value of wide characters is the same, except prefixed by the letter L, such as L’ X’ . A wide character
has the type wchar _t, an integer type defined in the stddef.h or stdlib.h header file. The value of a wide char-
acter containing a single multibyte character that maps to a member of the extended execution character set
is the wide character (code) corresponding to that multibyte character, as defined by the mbtowc function,
with a platform-dependent current locale.

In Ch, a string is a sequence of multibyte characters enclosed in double-quotes, as in " Xyz" . Like a C
compiler, Ch automatically supplies an extra null character after all strings. A wide string literal is the same,
except prefixed by the letter L.

Ch and C use array of character (or wide-character) to define a string (or wide-character string) variable.
For example,

char *str = "this is a string.";
char str2[] = "this is also a string.";
char str3[6] = "abcde"; /+ the last one is "\0" =/

wchar _t *wstr = L"this is a wide string.";

17.1 Using Functionsin string.h Header File

The header string.h declares one type size_t and several functions useful for manipulating arrays of char-
acter type and other objects treated as arrays of character type. Various methods can be used to determine
the lengths of the arrays, but in all cases a char * or void * argument points to the initial (lowest addressed)
character of the array. If an array is accessed beyond the end of an object, the value of the last element is
used. Commonly used functions declared in header file string.h are categorized in this section.
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17.1.1 Copying Functions

Function name Description

memcpy() copies characters from one object to another.

memmove() moves characters form one object to another.

strepy() copies one string to another.

strncpy() copies specified number of characters of one string to another.

For example, in the code below

> char str1[80] = "abcdef ghij k"
> strcpy(strl, "efghij")

ef ghi j

> strl

ef ghi j

> strncpy(strl1, "kl mopgrs", 3)
KI mhi j

> strl

KI mhi j

> strncpy(strl,
tuv

> strl

tuv

>

"tuv", 5)

the function call
strcpy(strl, "efghij")

copies the string “ef ghi j ” (including the terminating null character) into the array pointed to by str 1.
This function does not allocate any storage. The caller must insure that the buffer pointed to by str 1 is
long enough to hold string s2 and its terminating null character. Similarly, the function call

strncpy(strl, "kl nmopgrs", 3)

copies up to 3 characters from the string “kl rmopqr s” into the buffer pointed to by st r 1. Once strncpy()
has copied 3 characters to St r 1, it does not append a terminating null character. So, the result is “kl rmhi j 7,
rather than “k| ni’. The function call

strncpy(strl, "tuv", 5)

copies up to 5 characters, including the terminating null character, from the string “t uv” into the buffer
pointed to by st r 1. Because the length of the string “t uv” is less than 5, the terminating null is added.
The function strncpy() does not allocate any storage either. The caller must insure that the buffer pointed to
by st r 1 is long enough to hold the characters copied to it.

17.1.2 Concatenation Functions

Function name  Description
strcat() appends a copy of a string to the end of another.
strncat() appends specified number of characters of a string to the end of another.

For example, in the code below
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> char str1[80] = "abcd"
> strcat(strl, "efg")
abcdef g

> strl

abcdef g
>

the function strcat() appends a copy of the string “ef g” (including the terminating null character) to the
end of the string pointed to by St r 1, The initial character ‘@€’ of the second argument overwrites the null
character at the end of st r 1. This function does not allocate any storage. The caller must insure that the
buffer pointed to by St r 1 is long enough for appending the second string and its terminating null character.

17.1.3 Comparison Functions

Function name Description

memcmp() compares n characters of the object to another.

stremp() compares two strings.

streoll() compares a string to another.

strncmp() compares a specified number of characters of a string to another.
strxfrm() transforms a string to another.

For example, in the code below

> char str1[80] = "abcd"
> strcenp(strl, "aacd")

1

> strcecnp(strl, "abcd")

0

> strenp(strl, "efg")

-1

>

the function stremp() compares the string pointed to by st r 1 to the strings “aacd”, “abcd” and “ef g”,
respectively. It returns 1, when the string st r 1 is lexically greater than string “aacd”; zero, when the
strings St r 1 and “abcd” are identical; and -1, when the string St r 1 is lexically less than “ef g”.

17.1.4 Search Functions
Function name Description

memchr () locates the first occurrence of a character in the object.

strchr() locates the first occurrence of a character in a string.

strespn() computes the length of the maximum initial segment of a string.
strpbrk() locates a string in another.

strrchr() locates the last occurrence of a character in a string.

strspn() computes the length of the maximum initial segment of a string.
strstr() locates the first occurrence of a string in another.

strtok() breaks the string into a sequence of tokens.
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For example, in the code below

> char str1[80] = "abcdef gdef"

> strchr(strl, 'd)

def gdef

> strchr(strl, "w)

00000000

> strstr(strl, "def")

def gdef

> strstr(strl, "dev")

00000000

> strtok(strl, "efg")

> char *str2 = "abcd; 1234 ABCD'

> char *delimter=" ;", *token

> t oken strtok(str2, delinter)
abcd

> t oken
1234

> t oken
ABCD

> t oken
(null)
>

strtok(NULL, deliniter)

strtok(NULL, delimter)

strtok(NULL, delimter)

the function call
strchr(strl, 'd)

locates the first occurrence of character ‘d’ in the string pointed to by st r 1, and returns a pointer to the
location. As the character ‘W does not occur in the string St r 1, the function call

strchr(strl, "w)
returns a null pointer. Similarly, the function call
strstr(strl, "def")

finds the first occurrence of substring “def ” within string St r 1, exclusive of the terminating null character,
and returns a pointer to this substring. Since the substring “def ” cannot be found in the string St r 1, the
function call

strstr(strl, "dev")

returns a null pointer. The function strtok() gets the next token from a string. The tokens are strings
separated by characters specified by the second argument. To get the first token from the string St r 2, the
function call

token = strtok(str2, delimter)
use St r 2 as its first parameter. The subsequent function calls
token = strtok(NULL, delimter)

with null pointers for the first parameters return all other tokens from St r 1 one after another. The second
argument is the string of delimiters which can differ from call to call. The section introduces the fore-
ach loop to obtain tokens from a string.
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17.1.5 Miscellaneous Functions
Function name  Description

memset() copies a value into each of the first specified number of characters of an object.
strerror() maps the number in the errnum to a message string.
strien() computes the length of a string.

For example,

> strlen("abcde")
5
>

where the function strlen() returns the length of the string “abcde”. The terminating null of the string is
not counted by the function strlen(), so that the result is 3, instead of 6, in this case. If this function is used
to calculate the size of the dynamically allocated memory for a string, the return value should be added 1.

17.1.6 String Functions Supported by Ch, but not in C Standard Library

Function name Description

strcasecmp() compare two strings, ignoring case.
streconcat() concatenates strings.
strjoin() combines strings to a string separated by the specified delimiter string.

strncasecmp() compare part of two strings, ignoring case.

For example, in the code below,

> char =*buffer

> char test[90] = "abcd"

> buffer = strconcat(test, "efgh", "ijk")
abcdef ghi j k

> free(buffer)

> puffer = strjoin("+", test, "efgh", "ijk")

abcd+ef gh+ij k
> free(buffer)
>

assume the character array t est has the value of string abcd, the function call
buffer = strconcat(test, "efgh", "ijk")

concatenates these three strings, and puts the result into the returned string with dynamically allocated
memory. The dynamically allocated memory need to be freed later by the user. The function call

buffer = strjoin("+", test, "efgh", "ijk")

also combines these three strings to the returned string with dynamically allocated memory. But, the returned
string is separated by a delimiter string “+” which is specified by the first argument of the function strjoin().
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Table 17.1: Functions for type string_t.

Function Name Description

str2ascii() get the ASCII value of a string.

str2mat() change strings to a matrix.

stradd() add the second string to the first one.

strgetc() get a character from a string.

strputc() put a character into a string.

strrep() replace a string within a string by another string.

17.2 String Typestring_t

C has no string data type. As mentioned above, arrays of characters are handled as strings in C. In Ch, a
string data type string_t is added. It is seamlessly merged with pointer to char. All functions defined in the
standard C library header string.h are valid for both pointers to char and strings. String through the string
type string_t is a first-class object in Ch. For example, the following code fragment

string_t s, a[3];

s = "great string"

s = stradd("greater ", s)
strcpy(a[0], s);
printf("a[0] = %s\n", a[0]);

will display gr eat er great string. string.tisakeyword in Ch and the function stradd() is a built-in
generic function. Format specifier " 8" can be used to obtain input to a variable of string type as shown in
the commands below.

> string_t s

> scanf ("9%", &s)
123abc

> printf("%", s)
123abc

>

For string functions strcpy(), strncpy(), strcat(), and strncat(), the memory will be automatically han-
dled if the first argument is of the type string_t. For example,

> string_t s

> strcpy(s, "abcd")
abcd

> strcat(s, "ABCD")
abcdABCD

> s

abcdABCD

>

In Ch, the header file string.h delares some additional functions, which are listed in Table for the
type string_t specifically. They mainly include str2ascii(), str2mat(), strgetc(), strputc(), and strrep().
For example, in the code below
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> str2ascii("a")
97
> str2ascii("b")
98
> str2ascii("ab")
195
array char mat[3][ 10]
str2mat (mat, "abcd", "0123456789")

bcd

123456789

str2mat (mat, "ABCD', "EFGH', "ab23456789", "too many strings")
-1

>
>
0
> mat
a
0
>

mat
BCD
FGH
b234567829

string t sl = "abcd"

stradd(sl, "efg") /1 add "efg" to sl

abcdef g

> strgetc(sl, 0) /1 get the first character of sl

a

> strgetc(sl, 2) /1l get the third character of sl

c

> strputc(sl, 2, 'z’) /1l change the third character to 'z’
0

>

sl

> abzdefg

> strrep(sl, "def", "xyz") [/ replace "def" with
abzxyzg

>

>
A
E
a
>
>

xyz" in sl

the function call
str2ascii("ab")

calculates the ASCII value of the string “ab” by adding up the ASCII values of characters ‘a” and ‘b’. The
function call

str2mat (mat, "abcd", "0123456789")

assigns two strings “abcd” and “0123456789” to the first two rows of array mat , and return O upon
successful completion. The rest rows of mat retain null. If strings in the argument list are more than the
rows in the array mat , such as

str2mat (mat, "ABCD', "EFGH', "ab23456789", "too many strings")

the function will return - 1, and ignore the string “t 00 many strings”. The function stradd() is a
generic function for adding a string to another. Ch will handle the memory for users. Assume the string S1
with value of “abcd” has type of string_t, the function call
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stradd(sl, "efg")
adds the string “ef g” to the end of S1, and then returns S1. The function calls

strgetc(sl, 0)
strgetc(sl, 2)

return the first and the third characters, i.e. ‘@’ and ‘C’, of the string, respectively. Functions strgetc() and
strputc() are particularly useful for manipulating characters inside a string. The function call

strputc(sl, 2, 'z’)
changes the third character in the string S1 to ‘z’. The function call
strrep(sl, "def", "xyz")

replaces the string “def ”” in s1 with the string “xyz, and return S1.

As it is mentioned above, one of the advantages of type string_t is that Ch can handle the memory for
variables of type string_t automatically. For every operations on these variables, Ch will figure out the size
of the memory required, and then allocate enough memory for the variables. At the end of the lifetimes
of these variables, Ch will free their memory automatically. For example, in the following program, the
memory of the variable S1 in the function f un()) is freed upon exit of the function, and the memory of
variable S2 is freed at the return of function, or at the assignment of the variable S in the main() function.
On the other hand, the memory for S is allocated automatically at its assignment.

string_t fun() {
string_t si;
string t s2;

return s2
}
int main() {
string_t s;
fun();
s = fun();

17.3 Handling String Tokens Using foreach L oop

Besides the whileloop, do-whileloop and for loop, the foreach loop presented in section [8.4.4]is especially
convenient for handling of strings. It causes one piece of text to be used repeatedly, each time with a different
substitution performed on it. This gives an easy way to handle strings or to iterate over arrays.
For example, the function strtok() or strtok_r() can be used to retrieve tokens in a null-terminated
string. The following code fragment
char *s = "abcd; 1234 ABCD; 56; xyz";
char *delimter=" ;", xtoken
token = strtok(s, delimter);
whi | e(t oken) {
printf("token = %\ n", token);
token = strtok(NULL, delimter);
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will output

abcd
1234
ABCD
56
Xyz

We can rewrite this example with a foreach loop as follows.

char *s = "abcd; 1234 ABCD; 56; xyz";
char *delimter=" ;", *token
foreach(token; s; NULL; delimter)

printf("token = %\ n", token);

If we replace NULL in the above code with the string ”ABCD” as a value for cond of foreach loop,
the code fragment becomes

char »s = "abcd; 1234 ABCD; 56; xyz";
char delimter=" ;", xtoken
foreach(token; s; "ABCD'; delimter)

printf("token = %\ n", token);

The output of the above code is

abcd
1234

17.4 Wide Characters

A wide character constant has type wchar _t, an integer type defined in the stddef.h header. It is a sequence
of one or more multibyte characters enclosed in single-quotes, as in’ X’ or’ ab’ prefixed by the letter L.
The value of a wide character constant containing a single multibyte character that maps to a member of the
extended execution character set is the wide character (code) corresponding to that multibyte character, as
defined by the mbtowc function, with platform-dependent current locale. The value of a wide character con-
stant containing more than one multibyte character, or containing a multibyte character or escape sequence
not represented in the extended execution character set, is platform-dependent.
For example, the definition of a wide character variable wc is shown below.

wchar t wec = L'a’;

To effectively use wide characters and strings in Ch command shell for multi-byte languages such as
Simplified Chinese, Russian, Japanese, etc. To use functions in the header files wchar.h and wctype.h, add
the statements

#i ncl ude <l ocal e. h>
#pragma exec setlocal e(LC ALL, "Chinese-Sinplified");

for a specific Unicode, or

#i ncl ude <l ocal e. h>
#pragma exec setlocal e(LC_ALL, "");
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for the default Unicode of the system at the beginning of a program. Or add the statement
setl ocal e(0, "Chinese-Sinplified");

for a specific Unicode, or
_setlocale = 1;

or
setl ocal e(LC ALL, "");

for the default Unicode of the system in the individual user’s startup file _chrc in the user’s home directory
or in the system startup file CHHOM E/config/chrc so that the setup will be effective for all programs.

17.5 Wide Strings

A wide-character string constant is a sequence of zero or more multibyte characters enclosed in double-
quotes prefixed by the letter L.
The following code

wchar t *wstr = L"abcd";

defines a wide-character string wst r in Ch.

The function mbstowcs() declared in the file stdlib.h can convert a multibyte string to a wide-character
string and the function westombs() does it contrarily.

The header file wchar.h declares some data types, tags, macros, and functions for wide characters.
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Structures, Unions, Bit Fields, and
Enumerations

18.1 Structures

The structure types in Ch are similar to those in C++. They are collections of members that can have different
types. For example, the type of complex in Ch is equivalent to the following definition of structure.

struct Conpl ex{
float r;
float m

b

where two members I and mare used to hold the real and imaginary parts of a complex number. Conpl ex
is called the tag of the structure.
The following code fragment can create an object of the type Conpl ex.

Compl ex z;
z.r = 10;
Zz.m=5;

[T3]

where the selection operator “. ” is used to access members of the structure. The member r is set to 10 and
mto 5. If the variable is defined as a pointer to a struct, the operator “- > is used to access its members. For
example,

Conpl ex *pz = &z;
pz->r = 10;
pz->m = 5;

There are two namespaces for structures in C, one for structures’ tags and one for variables. But there
are one and an half namespaces for structures in C++, one for tags and a half for variables. Ch handles
structures the same way as the latter. Tags and variables share the same namespace. Once a tag name is used
as a variable explicitly, it will not be treated as a typed name implicitly in Ch. For example,

struct tagl t {
struct tag2 t;

b
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tagl t s; /'l ok
int tagl t; /1 ok
struct tagl t s2; // ok
tagl t s3; [l error, tagl t is a variable of int

struct tag2_t s4; // Not valid in Ch and C++, OKin C

18.2 Unions

A union type describes an overlapping non-empty set of member objects, each of which has an optionally
specified name and possibly distinct type. Like structures, unions can have some members. Unlike struc-
tures, a union can only hold one of its members at a time. The members are conceptually overlaid in the
same memory. Each member of a union is located at the beginning of the union.

For example, below is a union with three members.

uni on UL{
doubl e d;
char c[12];
int i;

} obj, P = &obj;

then the following equalities hold.
(union Ul*) & P->d) == (union Ul*)(P->c) == (union Ulx) & P->i) ==

The size of an instance of a union is the amount of memory necessary to represent the largest member,
plus the padding that raises the length up to an appropriate alignment boundary. In the previous example,
the following equalities hold.

sizeof Ul == 16

although the largest member C occupies only 12 bytes memory.
Because a union only holds one member at a time, if two or more members are used without casting, the
result could be strange. For example, the following code fragment

obj.i = 10;
printf("obj.d = %\n", obj.d);

will print out zero or a tiny value instead of 10, because of the differences in representations of int variables
and float variables.

There are one and half namespaces for union in Ch and C++, one for struct tags and half for variables.
Like C++, a union tag, such as U1, is put into typedefed namespace by default in Ch.

18.3 Bit-fields

Like C, Ch offers bit-fields which have the capability of defining and accessing within a word directly.
In the following code fragment,
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struct Bfl {
unsigned int a;
unsi gned int b;
unsigned int c;

} bfl ={1, 1, 1};

struct Bf2 {
unsigned int a : 4;
unsigned int b : 4;
unsigned int ¢ : 4,
} bf2 = {1, 2, 3};

bf2.c = 4;
printf("sizeof Bfl is %l\n", sizeof(struct Bfl));
printf("sizeof Bf2 is %\ n", sizeof (struct Bf2));

the size of Bf 1 is 12 because there are three integers inside the structure. But, the size of Bf 2 is 4 because
three members only take 12 bits memory, plus padding.
Consider the bit field below.

struct eeh_type {
uintl1l6 ul: 10; [* 10 bits =/
uint1l6 u2: 6; [* 6 bits */
b

This might actually be implemented as
<10- bi t s><6- bi t s>

or as
<6- bi t s><10-bi t s>

depending on the endian type of the machine and operating system.
The selection operator “. ” can be used to access the members of a bit-field. For example, the following
equalities hold.

bf2.c == 4;

18.4 Enumerations

An enumerated type is a set of integer values represented by enumeration constants.
For example, the declaration

enum dat at ypes {
i nttype, /110
floattype, /11
doubl etype, [/ 2
} di, dz;
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creates a new enumerated type, enum dat at ypes, whose values arei ntt ype,fl oatt ypeanddoubl et ype.
It also declares two variables of the enumerated type d1 and d2, which can be assigned enumeration con-
stants with the following assignment statement.

di
d2

i nttype;
doubl et ype;

The first enumeration constant receives the value 0 by default and the subsequent enumeration constants
receive an integer value one greater than the previous enumeration constant. The values of d1 and d2 will
be 0 and 2, respectively.

An explicit integer value can be associated with an enumeration constant in the definition. For example,
given the declaration,

enum dat at ypes {

i nttype, /1 0
floattype = 10, /1 10
doubl et ype /1 11

b

the value of i ntt ype,fl oatt ype,doubl et ype will be 0, 10 and 11, respectively.
Enumerated type can be used to replace the #define directive in some applications. The following code
fragment uses a variable of enum type in a switch statement.

enum dat at ypes {
i nttype,
fl oattype,
doubl et ype

b
enum dat at ype dt 1;

switch(dtl) {
case inttype:

br eak;

case fl oattype:
br eak;

case doubl et ype:

br eak;
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Classes and Object-Based Programming

19.1 Class Definition and Objects

The class in C++ and Ch is a natural evolution of the structure. Class can be used to create user-defined
types. Functions can be members of a class but not members of a structure in C. Like C++, both class and
struct in Ch can have member functions. By default, members of a class are private whereas members of a
struct are public.

The following is an example of the definition of a class.

class Student {
int id;
char *nane;
s
The class St udent has two members. Assume i d holds the ID number of a student and namne is the name

of the student. After defining a class, it can be used in the program as shown below.

int main() {
cl ass Student sl

}

where s1 is called an object or an instance of class St udent .

19.2 Member Functions of Class

As it is mentioned above, function can be a member of a class. We can redefine the class of St udent in a
header file st udent . h as follows.

/* Filenanme: student.h =/
#i f ndef STUDENT_ H
#defi ne STUDENT_H

cl ass Student {
int id;
char =*nane;
publ i c:
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void setID(int i);
voi d set Name(const char *n);
int getlD();

1

#pragma i nmportf <Student.cpp>

#endi f

The member functions are defined in a separate file St udent . cpp shown below. This file located in a
directory specified by the system variable _fpath are loaded once by the statement.

#pragma i nportf <Student.cpp>

[+ Fil ename: Student.chf =/
#i nclude <string.h> /* for strdup() =*/
#i ncl ude "student. h"

void Student::setID(int i) {
id=1i;
}

voi d Student::set Nane(const char *n) {
if(n)
name = strdup(n);

}

int Student::getlD() {
return id;

}

In the definition of a member function, a function name is preceded by the class name and the scope resolu-
tion operator ‘: : ’, which will be explained later. The function set | D() takes the ID number of a student
as the argument and then sets the class member i d to it. The function set Nane() sets the member name
to a new name. The function get | D() gets the ID of the student. The members set | D() , set Name(),
and get | D() are called member functions or methods in Ch and C++. One can invoke a member function
by using the member operator ‘. * which is just like accessing a member of a structure as shown in program

prog. cpp.

[+ Filenane: prog.cpp */
#i nclude <iostreamh> /[/* for cout =*/
#i ncl ude "student.h"

usi ng nanmespace std; [+ for cout =x/
int main() {
cl ass Student s;
s.set1D(1);
s. set Nane("Jason");
cout << "idis " << s.getl) << endl
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return O;

}

Private members of a class such as nane and i d are normally not accessible outside the class, which is
called information hiding. One of the main roles of member functions of a class is to provide a means to
access private members of the class.

19.3 Public and Private Members of Class

As it is pointed out before, the members i d and name of class St udent are not accessible outside the
class. The outside code has access to them only through some member functions of the class. This is
because they are private members and all of the member functions defined in the class St udent are public
members. Ch has two member access specifiers public: and private:. They can appear multiple times and
in any order in a class definition. By default, members in class are private whereas members in struct are
public. We can write the definition of the class St udent like

class Student {
public:
void setID(int i);
voi d set Name(const char *n);
private:
int id;
char =*nane;

}s

Normally the data members of a class are defined as private members and member functions are defined as
public members. The set of public member functions of a class is called the i nt er f ace. But in certain
cases, we may need to define a public data member or a private member function. A public data member
is accessible outside the class by the member operator ‘. ’ just like public member functions. On the other
hand, the private member functions can only be called by other member functions of the class.

19.4 Constructorsand Destructorsin Class

Data members of a class cannot be initialized in the class definition in Ch. Initializations can be done in
a constructor. The constructor and destructor are member functions, which have no return value specified.
The constructor has the same name as the class name. It is invoked automatically each time an object is
instantiated and performs some initializations. A constructor can take arguments for initializing its data
members while a destructor can not take any argument. For example, we can add constructor and destructor
for class St udent as follows.

class Student {

publ i c:
Student (i nt, const char =*); // constructor
“Student (); /] destructor

void setID(int i);

voi d set Nanme(const char *n);
private:

int id;
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char =*name;

b

Student:: Student(int i, const char *n) {
id=1i; [ initialize id */
name = strdup(n); /+* initialize name */

}

Student:: " Student () {
[+ release the nenory allocated in constructor =*/
free(nane);

}

where the constructor sets the data member i d and nane when the new object is created, and the destructor
frees the memory allocated in the constructor.
The declaration with initialization in the mai n function is shown below.

int main() {
cl ass Student sl1 = Student (1, "Jason");
cl ass Student s2 St udent (2, "Bob");

}

After the constructors are called during the declarations, the data members of S1 and S2 have been set.
When the function main() terminates, the destructor will be called.

19.5 Thenew and delete Operators

In C, the dynamic memory allocation and deallocation are normally performed by the functions malloc()
and free(). In Ch and C++, the operator pair new and delete can do the same thing as malloc() and freg()
and also provide other benifits.

The operator new can calculate automatically the proper size of the memory to be allocated while the
function malloc() must take an argument as the size of the memory. The operator new can return a pointer
of the correct type while the function malloc() only returns a pointer to void. The most important thing
is that the operator new can invoke the contructor of a class automatically and perform the initialization
if necessary while the function malloc() does not provide any initialization of the memory allocated. The
corresponding destructor will be called by the operator delete.

The following code fragment shows how the operators of new and delete are used.

int main() {
cl ass Student =*sl new Student (1, "Jason");
class Student *s2 = new Student (2, "Bob");

sl->setID((5); // change ID of sl to 5

del ete s1;
del ete s2;
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To users, this example does the same thing as the previous one including initializations, but it is more flexible
and useful in some cases.

If the attempt to allocate memory is successful, the operator new returns a pointer to the allocated
memory. Otherwise, it calls the handler function pointed to by _new_handler if _new_handler is not NULL,
and then returns a NULL pointer. A program may install different handler functions for new operator during
execution, by supplying a pointer to a function defined in the program or the library as an argument to the
function set_new_handler (). The function set_new_handler () is defined in header file new.h as follows.

void (*set_new handler (void(*)()))();

It establishes the function designated by the argument for the current _new_handler, and returns NULL on
the first call, or the previous _new_handler on subsequent calls. Program[I9.1]sets the function newhandl e()
as the handler function for new operator, and then allocates memory for variables p and Sp, respectively.
The system has enough memory for p, but not for Sp. The function newhandl er () is called when the
new operator fails to allocate memory for Sp. The output from executing Program is appended at the
end of the file.

For a variable of pointer to class, the operator ‘- >’ shall be used to access a member of the class.

The new and delete operators can handle not only a single value, but also an array. For example, the
following code

cl ass Enpl oyee {
char *nane;
1
int main() {
cl ass Enpl oyee *e = new Enpl oyee[ 10] ;

delete [10] e;
}

instantiates 10 new objects of the class Enpl oyee. At the end of the program, all of these 10 objects will
be deleted.

19.6 Static Member of Class

Typically each object of a class has its own copy of the data members in memory. But in certain cases,
different objects of a class need to use some “class-wide” information. That means they have to share the
same copy of a variable. A static class variable can provide this mechanism. The values of a static member
in all objects of a class are the same. The change of its value affects all objects. Even if no object of a
class exists, the static member is still there and can be manipulated. The declaration of a static member
begins with the keyword static. For example, a static member count can be added to the definition of class
St udent as shown below,

class Student {
/1 nunber of objects instantiated
static int count;
int id;
char =*nane;
publi c:
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#i ncl ude <new. h>
#i ncl ude <stdi o. h>

struct tag{ int i; int j[900000];} s;
voi d newhandl er (voi d);

int main() {
set _new_handl er (newhandl er);

int *p = new int[20];

i f (p==NULL)
printf("not enough mermory for p\n\n");
el se

printf("enough nenory for p\n\n");

tag *sp = new tag[90];

i f(sp==NULL) {
printf("not enough nmenory for sp\n");
printf("sp = %\n", sp);

}

el se {
printf("enough nmenmory for sp\n");
printf("sp = %\n", sp);

}

}

voi d newhandl er (void) {
printf("message from newhandl er\n");

}

/*+%* result of the program
newhandl er. ch
enough nemory for p

message from newhandl er

not enough nenory for sp
sp = 00000000

*k kx|

Program 19.1: Setting handler function for new operator.
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Student (int, char =*);
“Student ();

void setID(int i);

voi d set Name(const char *n);

}s

where the member count maintains the count of objects of class St udent . The static data member can
be initialized with the following statement along with definitions of other member functions. A static data
member must be initialized once at file scope. For example,

int Student::count = O;

The member count can be referenced through any member function of St udent object. In this example,
the constructor will add 1 to count and the destructor will subtract 1 from it. We can rewrite the constructor
and destructor as follows,

Student:: Student (int i, char *n) {
id=1; I+ initialize id */
nane = strdup(n); /=* initialize name */
count ++;

}

Student::” Student () {
[+ release the nenory allocated in constructor =*/
free(nane);
count --;

}

Like C++, Ch not only has static members of simple data types but also has static member functions such as
the member function get Count () defined below.

class Student {
/'l nunber of objects instantiated
static int count;
int id;
char *name;
public:
Student (i nt, char x);
“Student () ;
void setID(int i);
voi d set Name(const char *n);
static int getCount();

int Student::getCount() {
return count;

}

The function can be used to get the count of objects currently instantiated as shown below.
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int main() {
class Student sl = Student(1, "Jason");

cout << "Nunber of student is
<< sl.get Count() << endl;

}

The static member function can be called even though there is no object instantiated. In other words,
getCount() can be called using the following statement before S1 is instantiated. For example,

int main() {

cout << "Number of student is
<< Student::getCount() << endl;

19.7 Scope Resolution Operator ::

Ch and C++ provides a unary scope resolution operator ‘: : ’ to access a global variable when a local variable
of the same name is in the scope. For example,

#i ncl ude <stdlib. h>

int num
int main() {
int num
num = 10; /1 use | ocal num
num = ::num2 // use global num
crexit(0); /'l use C function exit()
}
Furthermore, this operator is used very often with classes. We have already used the scope resolution
operator ‘: : ’ in the previous examples. It is mainly used in the following occasions.
1. Member function definition. When a member function is defined after the class definition, the function
name is preceded by the class name and the scope resolution operator ‘: :’. Because different classes

can have members with the same name, the scope resolution can prevent the confusion. For example, the
member function getCount() in the previous examples is defined with the code fragment below.

[+ definition of the class Student =/

i nt Student::get Count() {
return count;

}
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2. Accessing the static member. As mentioned above, if no object of a class exists, the static members of
that class are still accessible by adding the class name and the scope resolution operator “: : ’ in front of the
static data member name. For example, the code

int main() {

cout << "Nunber of student is
<< Student::getCount() << endl;

}

can print out the number of the object of the class St udent even when no object has been declared.

19.8 Thelmplicit this Pointer

In Ch and C++, every object has an implicit pointer called t hi S to point to its own address. Although the
pointer t hi s is not regarded as a part of the object, i.e., it is not reflected in the Sizeof() operation, it is
actually implicitly used to reference the data members and member functions of an object. The following
definitions of member functions

void setID(int i) {
id=1i;
}

voi d set Name(const char *n) {

i f(n)

name = strdup(n);

}

are equivalent to

voi d Student::setID(int i) {
this->id =i;

}

voi d Student::set Nane(const char *n) {

i f(n)

t hi s->name = strdup(n);

}

where t hi S pointers are used explicitly. A static member function has no t hi S pointer because it exists
independent of any object of a class.

19.9 Polymorphism

Although Ch does not support operator overloading at the user’s level. Commonly used mathematical oper-
ators are overloaded internally to handle operands of different data types. For example, operator ’+’ can be
used for addition of integral numbers, floating-point numbers, complex numbers, and computational arrays
of different data types.
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Ch supports polymorphism — the ability for normal functions and member functions of classes to re-
spond differently to the same function calls, but with different argument numbers and types. Ch does not
support C++ function overloading at the user’s level, in which a function can be defined multiple times with
different data types and arguments. This is achieved by mangling function names internally inside a C++
compiler. This name mangling is not suitable for interpretive implementation with a single pass because of
its overhead. The polymorphism in Ch is implemented mainly by the function reloading. How polymorphic
functions are handled in Ch will be summarized in this section.

19.9.1 Polymorphic Generic Mathematical Functions

Commonly used generic mathematical functions such as sin() are polymorphic. They can handle arguments
of integral values, floating-point values, complex values, and computational arrays of different data types
and sizes. Generic mathematical functions for real numbers, complex numbers, and computational arrays of
different data types and sizes have been described in sections [12.1] and [16.10] respectively. Below is
an example of calling generic mathematical function sin() with different arguments in a Ch shell.

> float f = 1.0

> sin(f) /1 call with a fl oat

0. 84

> double d = 1.0

> sin(d) /1 call with a double

0. 8415

> conplex float zf =1

> sin(zf) [l call with float conpl ex

conpl ex( 0. 84, 0. 00)

> conpl ex double zd = 1

> sin(zd) /1 call with double conplex
conpl ex( 0. 8415, 0. 0000)

> array float af1[2] = {1.0, 2.0}

> sin(afl) /1 call with a one-dinensional array
0.84 0.91

> array float af2[2][3] = {1.0, 2.0, 3.0, 4.0, 5.0, 6.0}
> sin(af2) [l call with a two-di mensional array
0.84 0.91 0.14

-0.76 -0.96 -0.28

> array double adl[2] = {1.0, 2.0}

> sin(adl) [l call with a double array

0. 8415 0.9093

> array conplex double azl[2] = {1.0, 2.0}

> sin(azl) /1 call with a conplex array
conpl ex(0. 8415, 0. 0000) conpl ex(0.9093, -0. 0000)
>

19.9.2 Functionswith Parameter Type of Array of Reference

A function with parameters of array of reference can be used to handle array arguments of different dimen-
sions and data types. For example, the function f unc() with prototype

int func(double a[& [&], array double &b);
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can take arguments of different dimensions and types as follows.

int func(double a[&[& , array double &b);
array double A1[2][3], B1[10];

array float A2[4][5], B2[3][4];

int func(Al, Bl);

int func(A2, B2);

Details about using functions with parameter type of array of reference to pass arguments of different di-
mensions and data types are described in section [16.7.5]

19.9.3 Polymorphic Functions

Polymorphic generic mathematical functions are implemented as built-in functions in Ch. Using facilities in
the standard library defined in header file stdarg.h described in section a user can write polymorphic
functions. Header file stdarg.h contains function prototypes and macros listed in Table [[0.1] for handling
arguments of variable length. Through some sample code, this section will illustrate how to use macros
VA_NOARG, va_count, va_datatype, va_arraydim, va_arrayextent, va_arraynum, and va_arraytype to
implement polymorphic functions in a user’s program.

Function f unc() in Program[19.2] will print out the values of the variable number arguments of different
data types. Inside function, the macro va_count() returns the number of the remaining arguments in the
argument list. Thus the while-loop

whi | e(va_count (ap)) {

}

can retrieve all of the arguments one by one. The output of Program [19.2]is shown in Figure [19.11
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#i ncl ude<st darg. h>

void func(...) {
va_list ap;
int arg_num = O;
int i;
float f;
doubl e d;

va_start(ap, VA_NOARG;
whi | e(va_count (ap)) {
if(va_datatype(ap) == elenenttype(int)) {
i = va_arg(ap, int);
printf("the % argunment is int %\n", ++arg_num i);

el se if(va_datatype(ap) == elenmenttype(float)) {

f = va_arg(ap, float);

printf("the % argunment is float %\n", ++arg_num f);
}
el se if(va_datatype(ap) == elenmenttype(double)) {

d = va_arg(ap, double);

printf("the % argument is double %\n", ++arg_num d);
}

va_end(ap);
return;

}

int main(){
int i = 10;
float f = 2.0;
double d = 3.0;

func(i, f);

func(f, i, d); [/ different types and different order

return O;
}

Program 19.2: A polymorphic function handling variable length arguments.

the 1 argunment is int 10
the 2 argunment is float 2.000000
the 1 argunment is float 2.000000
the 2 argunment is int 10
the 3 argument is doubl e 3.000000

Figure 19.1: Output of Program [19.2]

In addition to regular data types, arrays of different data types can be passed as pointers in a variable-
length argument list. The macros va arraytype(), va datatype(), va arraydim(), va_arrayextent() and
va,arraynum() can be used to get the data type, dimension, extent, and number of elements of a compu-
tational array or C array. These macros must be called before the macro va_arg is called. For example, in
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function f un(') of Program[19.3] the statements

i f(va_arraytype(ap) == CH UNDEFI NETYPE) { // check if it is not an array
printf("the argunent is not an array\n");
return -1;

}

give an error message if the argument is not an array. The statements

i f(va_datatype(ap) == el enenttype(int)) {
[+ if(va_datatype(ap) == CH INTTYPE) {
printf("elementtype = int\n");
}
el se {
printf("el ementtype

}

determine if the type of the argument is int by calling macro va datatype() and generic function element-
type(), and then print out the corresponding message. The generic function elementtype() gives the data
type defined in the header file stdarg.h. Because both char* and string_t represent strings in Ch, the fol-
lowing statement could be used in some occasions to determine the string type.

ot her types\n");

i f (va_dat at ype(ap) ==el ementt ype(char *)
|| va_datatype(ap)==elenmenttype(string t)) {
printf("elenment type is string\n");
}
el se {
printf("element type is not string\n");

}

In this example, statements

dim
num

va_arraydi m(ap);
va_arraynun{ap);

gets the dimension and number of elements of the array argument. The statement
m = va_arrayextent(ap, 0);
gets the number of elements in the first dimension of the array. If the array has one dimension, the statements

array int =*p;
ptr = va_ arg(ap, int=*);
p = (array int [:])(int [n])ptr;

make p share the memory with one-dimension arrays, such as A3 in the mai n() function. If the array has
two dimensions, the statements

array int (*p)[:];
n = va_arrayextent(ap, 1);
ptr = va_arg(ap, intx);

p= (array int [:][:])(int [mM[n])ptr;

356



CHAPTER 19. CLASSES AND OBJECT-BASED PROGRAMMING
19.9. POLYMORPHISM

make p share the memory with two-dimension arrays, such as Al and A2 in the mai n() function. Al is a
fully-specified-shape computational array and A2 is an assumed-shape computational array. Like Al, they
are passed into function f un() as pointers to int. More information about computational arrays can be
found in Chapter[I6l The output of Program[19.3lis shown in Figure
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#i ncl ude <array. h>
#i ncl ude <stdarg. h>
int fun(...) {
int =ptr, count,
va_list ap;

dimnum m n;

va_start(ap, noarg);
count va_count (ap);
printf("count = %l\n",
if(count >= 1) {

count);

i f(va_arraytype(ap) == CH_UNDEFI NETYPE) { // check if
is not an array\n");

printf("the argunent
return -1;
}
dim = va_arraydi m(ap);
printf("dim= %\n",din;
num = va_arraynumn(ap);
printf("num= %\ n", nunj;
i f (va_dat at ype(ap)
/1 or if(va_datatype(ap)
printf("el ementtype
el se
printf("el ementtype
m = va_arrayextent (ap,
if(dim 1) {
printf("extentl = %\n", n;
array int xp;
ptr va_arg(ap, intx);
p = (array int [:])(int [m)ptr;
printf("p =\n%\n", p);

int\n");

0);

}

if(dim==2) {
array int (*p)[:];
n = va_arrayextent (ap,
printf("extentl = 9%,
ptr va_ar g(ap,
p =
printf("p =\n%\n",

1);
extent 2
int=);

p);
}

}

va_end(ap);

return O;

}
int main() {
array int
array int
array int

AL[2][3];
(+A2)[:];
A3[3] = {1, 2, 3};

Al = (array int [2][3])50;
fun(Al);

Al (array int [2][3
A2 = (array int [:][:
fun(A2);
fun(A3);

80;
Al;

1)
1)

%\ n",

CLASSES AND OBJECT-BASED PROGRAMMING

it is not an array

/1 get the di nension

/1 get the nunber of el enent
el ementtype(int)) // get the type
CH_|I NTTYPE)

ot her types\n");
/1 get the extent

m n);

(array int [:][:])(int [m{[n])ptr;

Program 19.3: Pass computational arrays to functions.
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count =1

dim= 2

nune 6

el ementtype = int
extentl = 2, extent2
p =

50 50 50

50 50 50

1
w

count =1

dim= 2

nune 6

el ementtype = int
extentl = 2, extent2
p =

80 80 80

80 80 80

1
w

count =1
dim=1

nune 3

el ementtype = int
extentl = 3

p =

123

CHAPTER 19. CLASSES AND OBJECT-BASED PROGRAMMING

Figure 19.2: Output of Program [19.3]

One restriction of polymorphic functions in Ch is that functions cannot return values of different data
types. In case results of different data types are to be obtained from a function, it can be implemented
by passing a pointer as an argument to retrieve value of different types. For example, function f unc() in
Program [19.4] can retrieve values of int or float as the returned values through the first argument which is a
pointer. The output of Program [19.4]is shown in Figure

19.9.4 Polymorphic Member Functions of Class

Not only functions, but also constructors and member functions of classes in Ch can be polymorphic using
facilities in header file stdarg.h for handling variable length arguments.

In Program[19.3] both constructor C1() and member function menf unc() of class C1 can take variable
number of arguments of int type. Objects C1 and c2 are instantiated by using the constructor with one and
two arguments, respectively. The output of Program [19.3]is shown in Figure [19.41
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#i ncl ude<st darg. h>

void func(...) {
va_list ap;
int =pi, flag;
float *pf;

va_start(ap, VA_NOARG;
if(va_count(ap) !'= 2) {
printf("need 2 argunents\n");

return;
}
if(va_datatype(ap) == elenenttype(int *)) { // get the 1st argunent
pi = va_arg(ap, int=);
flag = 1;
}
el se if(va_datatype(ap) == elementtype(float *)) {
pf = va_arg(ap, floatx);
flag = 2;
}
if(va_datatype(ap) == elenenttype(int)) {// get the 2nd argunent
if(flag == 1)
*pi = va_arg(ap, int);
}
el se if(va_datatype(ap) == elenenttype(float)) {
if(flag == 2)
*pf = va_arg(ap, float);
va_end(ap);
return;

}

int main(){
int ret i, i = 10;
float ret_f, f = 1.0;

func(&et_i, i);
printf("ret_i = %\n", ret_i);
func(&et_f, f);
printf("ret_f = %\n", ret_f);

return O;
}
Program 19.4: Polymophism of functions returning different data type.
ret_i =10
ret_f = 1.000000

Figure 19.3: Output of Program [19.4]
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#i ncl ude<st darg. h>
#i ncl ude<st di 0. h>

CLASSES AND OBJECT-BASED PROGRAMMING

taki ng variabl e | ength argunents

class Cl {
doubl e m d;
public:
Ci(...); /1 constructor taking variable |length argunments
void nenfunc(...); // menber function
s
Cl::CL(...) {

va_list ap;
int vacount;

va_start(ap, VA_NOARG;

vacount = va_count(ap);
md = 0;
if(vacount == 1 || vacount ==

i f(va_dat at ype(ap)

2) { /I integra
<= el enenttype(int)) {

value for 1st arg */

md += va_arg(ap, int);
}
el se {
printf("Error: wong data type\n");
}
}
el se {
printf("Error: wong nunber of argunments\n");
}
if(vacount == 2) { /* floating-point nunber for 2nd arg */
if(va_datatype(ap) == elenenttype(float)) {
md += va_arg(ap, float);
el se if(va_datatype(ap) == elenmenttype(double)) {
md += va_arg(ap, double);
}
el se {
printf("Error: wong data type\n");
}
}
va_end(ap);

}

Program 19.5: Member functions with variable-length argument lists.
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void Cl::nenfunc(...) {
va_list ap;
int vacount;
int i, num= O;

printf("md = %\n", md);
va_start(ap, VA_NOARG ;
vacount = va_count(ap);
printf("vacount = %\ n", vacount);
whi | e(num++, vacount--) {
i = va_arg(ap, int);
printf("argument % = %, ", num i);
}
printf("\'n\n");
va_end(ap);
return;

}

int main() {
class Cl cl1 = C1(3);
class Cl c2 = C1(3, 6.5);
cl. menfunc(1);
c2. menfunc(1, 2, 3);

return O;

Program 19.5: Member functions with variable-length argument lists (Contd.).

md = 3.000000
vacount =1
argunment 1 = 1,

md = 9.500000
vacount = 3
argument 1 = 1, argunent 2 = 2, argunment 3 = 3,

Figure 19.4: Output of Program [19.5]

19.10 Nested Classes

Nested classes are classes that are defined within the scope of another class. Classes in which the nested
classes are defined are called surrounding classes or enclosing classes. Ch supports nested classes.

A class can be nested in every part of the surrounding class. A nested class is actually considered a
member of the enclosing class. So, the normal access and visibility rules in classes apply to nested classes.

If a class is nested in the public section of a class, it is visible outside the surrounding class. If it is
nested in the private section, it is only visible for the members of the surrounding class.

Although a nested class is considered a member of the enclosing class, its members are not members of
the enclosing class. So, member functions of the surrounding class have no special access to members of a
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nested class. On the other hand, member functions of a nested class follow regular access rules too and have
no special access privileges to members of their enclosing classes.

The Program [19.6]shows how to define nested classes in the enclosing class Encl .

In this example, access to the members is defined as follows.

1. The public nested class nest Pub is visible both outside and inside the enclosing class Encl .

2. The public member function get Var () of the class nest Pub are also globally visible.

3. The private data member var i abl e of the class nest Pub is only accessible for the members of
the class nest Pub.

4. The private class nest Pr v is visible only inside the surrounding class Encl .

5. The public members of the class nest Pr v can be used by the members of the public nested class
nest Pub.

6. The public member function get Var () of the class nest Pr v can only be accessed by the members
of the enclosing class Encl and the members of its nested classes.

7. The private data member var i abl e of the class nest Pr v () is only visible for the members of the
class nest Prv.

Besides the definition of the nested class, their member functions are also defined in Program

The definitions of member functions of nested classes are similar to the definitions of the member func-
tions of normal classes. The function name is preceded by both the surrounding class name and the nested
class name. Two scope resolution operators ‘: : ’ are used because both nest Pub and nest Prv have
member functions named get Var () . The scope resolution can prevent the confusion.

19.11 Classesinside Member Function

As an extension to C++, Ch provides classes inside member function. The classes which are defined in
member functions of other classes are called classes inside member functions in Ch.

The Program shows how to define the class C2 in the member function C1: : f unc().

In this example, access to the members is defined as follows.

1. A class inside a member function is only visible inside the member function in which it is defined,
regardless of whether the member function is public or private. In the example, declaration of a variable of
the type class C2 outside the member function C1: : f unc() is a syntax error in Ch.

2. The member function C1: : f unc() in which the class C2 is nested has no special access privileges
to members of C2.

3. The public members of C2 is accessible within C1: : func() .

4. The private members of C2 can only be accessed by its own members.

19.12 Passing Member Functionsto Arguments of Functions

Passing member functions to functions as arguments of pointer to function is another feature which is sup-
ported by Ch but not supported by C++.

In Program [19.8] member functions C1: : f 5() and C2: : f (), and regular function f unc() take an
argument which is a pointer to function.
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/* Nested cl asses */
#i ncl ude <i ostream h>
class Encl {
public:
Encl (int); /* constructor */

int getVar();

cl ass nest Pub {

public:
int getVar();
private:
int variable;
b
private:
cl ass nest Prv{
public:
int getVar();
private:
int variabl e;
}nPr;

int variabl e;
b
Encl :: Encl (i nt var) {

vari able = var;

int Encl::getVar() {
return variabl e;

int Encl::nestPub::getVar() {
return vari abl e;

int Encl::nestPrv::getVar() {
return vari abl e;

}

int main() {
Encl el = Encl (5);
cout << "variable =" << el.getVar() << endl;

return O;

Program 19.6: Nested class.
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/* Classes inside nmenber functions =/
#i ncl ude <i ostream h>

int min () {
int t;

class Cl {

int vi;
public:

int func();

b

int CL::func() {

class C2 {
int v2;

public:
int func2();
int v3;

b

int C2::func2() {
class Cl c;
class C2 c2;
v2 = 10;
c.vl = 20;
c2.v2 = 30;
return 10;

}

C2 c2;

[+ c2.v2 = 30; is wong */

c2.func2();

c2.v3 = 50;

vl = 30;

return vi;

}

Cl s;
/* C2 s2; is wong */
cout << s.func() << endl;

return O;

Program 19.7: Classes inside member functions.
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#i ncl ude <stdi o. h>
/* pass nenber function to a function */
/* normal function with argunent of pointer to function */
int func(void (*fp)()) {
printf("func() called\n");

fp();
return O;
}
class Cl {
int i;
void f1(); // private nenber function access i
public:
C1();
void f2(); // access nenber i
void f3(); // does not access any nenber
void f4(); // call func()
[+ function with argument of pointer to function */
void f5(void (*fp)());
i
Cl::C1() {
i =5
}
void Cl::f1() { // private nenber function
printf("Cl::f1() called, i = %l\n", i);
}
void Cl::f2() {
printf("Cl::f2() called, i = %l\n", i);
}

void Cl::f3() {
printf("Cl::f3() called\n");
}
/+ menber function with argunment of pointer to function */
void Cl::f4() {
func(fl1); /+ pass private function, ok in Ch and bad in Ct+ */
func(f2); /+ pass public function, ok in Ch and bad in C++ */
}
/+ menber function with argunent of pointer to function =/
void Cl::f5(void (*fp)()) {
printf("Cl::f5() called \n");
fp(); /= function as argument =/

}
class C2 {
int d;
public:
C2();
[+ function with argument of pointer to function */
void f(void (*fp)());
b
c2::C2() {
d = 10;
}

/+ menber function with argunent of pointer to function */
void C2::f(void (*xfp)()) {
fp(); /* function as argument =*/

}

Program 19.8: Passing member functions to functions as arguments.
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int main() {
class Cl s;
class C2 s2;

printf("(1) passed nenber func to regular func\n");

func(s.f2); // OKin Ch, bad in C++

func(s.f3); // OKin Ch, bad in C++

printf("(2) passed nenmber func to regular func inside nenber func\n");
s. f4();

printf("(3) passed nenber func to nenber func of the same class \n");
s.f5(s.f2); // OKin Ch, bad in C++

s.f5(s.f3); // OKin Ch, bad in C++

printf("(4) passed nenber func, w thout accessing nenber field,\n");

printf(" to menber func of a diff class.\n");

s2.f(s.f3); // Ok in Ch, bad in C++

printf("\n(5) Error: passed nenber func, with accessing nenber field,\n");

printf(" to menber func of a diff class.\n");
s2.f(s.f2); // bad in Ch and C++
return O;

Program 19.8: Passing member functions to functions as arguments (Contd.).

The output from executing Program [19.8]is as follows.

(1) passed nmenber func to regular func

func() called

Cl::f2() called, i =5

func() called

Cl::f3() called

(2) passed nenber func to regular func inside nmenber func

func() called

Cl::f1() called, i

func() called

Cl::f2() called, i =5

(3) passed nenber func to nmenber func of the sane cl ass

Cl::f5() called

ClL..f2() called, i =5

Cl::f5() called

Cl:..f3() called

(4) passed nenmber func, w thout accessing nmenber field,
to nmenber func of a diff class.

Cl:..f3() called

5

(5) Error: passed nenber func, with accessing nenmber field,
to nmenber func of a diff class.
ClL..f2() called, i =10

Passing member functions to arguments of functions in Ch follows the normal rules of accessing class
members for private and public members. For example, the private member function can only be used as an
argument of a function by a member of the class. However, there are some additional constraints on passing
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member function as an argument of pointer to function as follow.

1.

A member function can be passed as an argument to pointer to function of a regular function as shown
in the following statements in Program

func(s.f2); // OKin Ch, bad in C++
func(s.f3); [/ OKin Ch, bad in C++

In this case, the passed member function, such as C1::f2(), can access its members.

. A member function can be passed as an argument to pointer to function of a regular function inside

a member function. In this case, the passed member function can access its members as shown by
function call s. f 4() in Program [19.8]

. A member function can be passed as an argument to pointer to function of a member function of the

same instance of a class. In this case, the passed member function can access its members as shown
in the following statements in Program

s.f5(s.f2); [/ OKin Ch, bad in C++
s.f5(s.f3); // OKin Ch, bad in C++

A member function can be passed as an argument to pointer to function of a member function of a
different class. In this case, the passed member function cannot access its members as shown in the
following statement in Program

s2.f(s.f3); // Ok in Ch, bad in C++

The s and S2 are instances of different classes. However, since member function C1: : f 3() does
not access a member field, it can be passed as an argument to a member function of different class.

A member function, which access a member, cannot be passed as an argument to pointer to function
of a member function of a different class as shown in the following statement in Program

s2.f(s.f2); // bad in Ch, bad in C++

The s and S2 are instances of different classes. Because member function C1: : f 2() access a
member field, it cannot be passed as an argument to a member function of different class. The memory
for s is bounded to the memory for S2 in this case.

19.13 Predefined Identifiers __class__ and __class func__

Like predefined identifier __func__, the predefined identifiers __class__ and __class.func__ can be used to
obtain the class name and both class and function names within a member function. The identifiers __class__
and __class func__are implicitly declared by as if, immediately following the opening brace of each member
function definition, the declaration

static const char _ _class_[] = "class-nane";
static const char _ _class_func_[] = "class-nane: functi on-nane";
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/* Fil ename: classnane.ch */
#i ncl ude <i ostreanr
cl ass tag{
public:
tag(int il); /* only one argument =*/
“tag();
voi d func(void);
private:
int mi;

tag::tag(int i) {

cout << "_ _func__ in tag::tag() =" << __func__ << endl;

cout << "_class_in tag::tag() =" << __class__ << endl;

cout << "__class_func__ in tag::tag() =" << __class_func__ << endl;
mi =i;

tag::"tag() {

cout << "_ func__ in tag::"tag() =" << __func__ << endl;
cout << "__class_in tag::"tag() =" << __class__ << endl;
cout << " _class_func__ intag::"tag() =" << __class_func__ << endl;

}

void tag::func(void) {

cout << "_ func__ in tag::func() =" << __func__ << endl;
cout << "__class_in tag::func() =" << __class__ << endl;
cout << " _class_func__ in tag::func() =" << __class_func__ << endl;

}

int main() {
struct tag s = tag(10);
s.func();
return O;

Program 19.9: Using __class__ and __class_func__ to get class and function names.

appeared, where class and function-name is the class name and name of the lexically enclosing member
function of a class. For example, Program uses these predefined identifiers to print out the names of
class and member function with the output as follows.

__func__ in tag::tag() t ag
_class_in tag::tag() = tag

__class_func__ in tag::tag() = tag::tag
__func__ in tag::func() = func
__class_in tag::func() = tag

_class func__ in tag::func() = tag::func
__func__ in tag:: "tag() = "tag
_class_in tag::"tag() = tag

__class func__ in tag::"tag() = tag::"tag
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|nput and Output

20.1 Streams

Input and output in Ch, whether to or from physical devices such as terminals and tape drives, or whether to
or from files supported on structured storage devices, are mapped into logical data streams, whose properties
are more uniform than their various inputs and outputs. Two forms of mapping are supported, mapping for
text streams and for binary streams. A text stream is an ordered sequence of characters composed into lines,
each line consisting of zero or more characters plus a terminating new-line character. A binary stream is an
ordered sequence of characters that can transparently record internal data.

Each stream has an orientation. After a stream is associated with an external file, but before any oper-
ations are performed on it, the stream is without orientation. Once a wide-character input/output function
has been applied to a stream without orientation, the stream becomes a wide-oriented stream. Similarly,
once a byte input/output function has been applied to a stream without orientation, the stream becomes a
byte-oriented stream. Only a call to function freopen() or function fwide() can otherwise alter the orienta-
tion of a stream. A successful call to freopen() removes any orientation. Byte input/output functions shall
not be applied to a wide-oriented stream, and wide-character input/output functions shall not be applied to a
byte-oriented stream. Each wide-oriented stream has an associated mbstate t object that stores the current
parse state of the stream. A successful call to fgetpos() stores a representation of the value of this mbstate t
object as part of the value of the fpos_t object. A later successful call to fsetpos() using the same stored
fpos._t value restores the value of the associated mbstate t object as well as the position within the controlled
stream.

When a Ch program begins execution, there are three text streams predefined and opened. The stream
stdin stands for standard input, stdout stands for standard output, and stderr stands for standard error. They
are defined in header file stdio.h

20.2 Buffered and Unbuffered 1/0

A stream can be buffered or unbuffered in Ch. When a stream is unbuffered, characters are intended to
appear from the source or at the destination as soon as possible. Otherwise characters may be accumulated
and transmitted to or from the host environment as a block.

Furthermore, a buffered stream can be fully buffered or line buffered. When a stream is fully buffered,
characters are intended to be transmitted to or from the host environment as a block when a buffer is filled.
When a stream is line buffered, characters are intended to be transmitted to or from the host environment as
a block when a new-line character is encountered.
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By default, output to a terminal is line buffered and all other input/output is fully buffered in Ch, but the
stream stderr is unbuffered.

Functions setbuf() and setvbuf() can be used to assign buffering to a stream file. The prototypes of
these two functions are shown below.

voi d setbuf (FILE *stream char =*buf);
i nt setvbuf (FILE *stream char *buf, int type, size_t size);

Function setbuf() can be used after a stream has been opened but before it is read or written. It causes
the buffer pointed to by buf to be used instead of an automatically allocated buffer. If buf is not NULL,
input/output will be fully buffered. Otherwise it will be completely unbuffered. The size of the buffer is
specified by the constant BUFSIZ which is defined in the stdio.h header file. In Ch, this value is platform
dependent. For example,

char buf[ BUFSI Z] ;
FILE «ptf = fopen("exanple", "at+");
if(ptf)
setbuf (ptf, buf); // set user-defined buffer

Function setvbuf() provides more flexibility to assign buffering to a stream file. Like function setbuf(), it
may be used only after the stream pointed to by St r eamhas been associated with an open file and before
any other operation is performed on the stream. Argument t ype determines how St r eamwill be buffered.
Legal values for type defined in stdio.h are described in Table 20,1k

Table 20.1: Buffering type for function setvbuf().

Type Description
_IOFBF | causes input/output to be fully buffered
_IOLBF | causes input/output to be line buffered
_IONBF | causes input/output to be unbuffered

The size of buffer pointed to by buf is specified by si ze instead of BUFSIZ. The setvbuf() function
returns zero on success, or nonzero if an invalid value is given for argument t ype or if the request cannot
be satisfied. The expression

set buf (stream buf);
is equivalent to the conditional expression

((buf == NULL) ?
(void) setvbuf(stream NULL, _IONBF, 0)
(void) setvbuf(stream buf, _|OFBF, BUFSI 2))

Function fflush() can also be used to explicitly flush a buffer of a file stream. A file may be disassociated
from a controlling stream by closing the file. Output streams are flushed before the stream is disassociated
from the file. The value of a pointer to a file object becomes NUL L after the associated file is closed.
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20.3 1/O Formats

In C, the input of integers and floating-point numbers is obtained through the standard input functions
scanf(), fscanf(), etc.; the output is accomplished using the output functions fprintf(), printf(), etc. These
functions are also available in Ch and are in full compliance with the C standard. However, implementation
of some of these functions in Ch is different from traditional compiler-based C. In this section, the differ-
ences of these functions between Ch and C, and enhancements of these functions in Ch will be highlighted.

The major difference of these functions between Ch and C is that some of these functions are built-in
internal functions in Ch whereas they are external functions in C. Therefore, they can be reconciled inside
Ch so that they are more flexible and powerful. From an application point of view, a programmer will not
notice differences in these functions between Ch and C.

20.3.1 Output Format for fprintf Family of Output Function

In this section, the format for the fprintf() family of output functions will be described in detail. We will
highlight how Ch extends C in output format for fprintf(). The underlining principle can be applied to other
output functions as well. The format of function fprintf() in Ch is as follows

int fprintf(FILE xstream char *format, argl, arg2, ...);

The function fprintf() prints output to the stream pointed to by argument St r eamunder the control of the
string pointed to by f or mat , and returns the number of characters printed. If the format string contains
two types of objects, ordinary characters and conversion specifications beginning with the character ‘%’ and
ending with a conversion character, the following C rules for family of function fprintf() will be used. After
the %, the following appear in sequence:

— Zero or more flags (in any order) that modify the meaning of the conversion specification.

— An optional minimum field width. If the converted value has fewer characters than the field width,
it is padded with spaces (by default) on the left (or right, if the left adjustment flag, described later,
has been given) to the field width. The field width takes the form of an asterisk (described later) or a
decimal integer.

— An optional precision that gives the minimum number of digits to appear for the d, i, 0, U, X, and X
conversions, the number of digits to appear after the decimal-point character for a, A, e, E, f, and F
conversions, the maximum number of significant digits for the g and G conversions, or the maximum
number of characters to be written from a string in S conversions. The precision takes the form of a
period (.) followed either by an asterisk (described later) or by an optional decimal integer; if only
the period is specified, the precision is taken as zero. If a precision appears with any other conversion
specifier, the behavior is undefined.

— An optional length modifier that specifies the size of the argument.

— A conversion specifier character that specifies the type of conversion to be applied.
As noted above, a field width and/or precision, may be indicated by an asterisk. In this case, an int argument
supplies the field width or precision. The arguments specifying field width and/or precision, shall appear (in
that order) before the argument (if any) to be converted. A negative field width argument is taken as a - flag

followed by a positive field width. A negative precision argument is taken as if the precision were omitted.

The flag characters and their meanings are:
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The result of the conversion is left-justified within the field. (It is right-justified if this flag is not
specified).

The result of a signed conversion always begins with a plus or minus sign. (It begins with a sign only
when a negative value is converted if this flag is not specified).

space  If the first character of a signed conversion is not a sign. Or, if a signed conversion results in

no characters, a space is prefixed to the result. If the space and + flags both appear, the space flag is
ignored.

The result is converted to an “alternative form”. For 0 conversion, it increases the precision, if and
only if necessary, to force the first digit of the result to be a zero (if the value and precision are both
0, a single 0 is printed). For X (or X) conversion, a nonzero result has Ox (or 0X) prefixed to it. For a,
A, e E, f, F, g, and G conversions, the result of converting a floating-point number always contains
a decimal-point character, even if no digits follow it. (Normally, a decimal-point character appears in
the result of these conversions only if a digit follows it.) For g and G conversions, trailing zeros are
not removed from the result. For other conversions, the behavior is undefined.

Ford,i,0,u,X, X,a,A, e E,f, F g, and G conversions, leading zeros (following any indication of sign
or base) are used to pad the field width rather than perform space padding, except when converting
an infinity or NaN. If the O and - flags both appear, the O flag is ignored. For d, i, 0, u, X, and X
conversions, if a precision is specified, the O flag is ignored. For other conversions, the behavior is
undefined.

The length modifiers and their meanings are:

hh

Specifies that a following d, i, 0, U, X, or X conversion specifier applies to a signed char or unsigned
char argument (the argument will have been promoted according to the integer promotions, but its
value shall be converted to signed char or unsigned char before printing), or that a following n
conversion specifier applies to a pointer to a sSigned char argument.

Specifies that a following d, i, 0, u, X, or X conversion specifier applies to a short int or unsigned
short int argument (the argument will have been promoted according to the integer promotions, but
its value shall be converted to short int or unsigned short int before printing), or that a following n
conversion specifier applies to a pointer to a short int argument.

Specifies that a following d, i, 0, u, X, or X conversion specifier applies to a long int or unsigned long
int argument; that a following n conversion specifier applies to a pointer to a long int argument; that a
following € conversion specifier applies to a wint_t argument; that a following S conversion specifier
applies to a pointer to a wchar _t argument; or has no effect on a following a, A, e E, f, F, g, or G
conversion specifier.

Specifies that a following d, i, 0, u, X, or X conversion specifier applies to a long long int or unsigned
long long int argument; or that a following n conversion specifier applies to a pointer to a long long
int argument.

Specifies that a following d, i, 0, U, X, or X conversion specifier applies to an intmax_t or uintmax_t
argument; or that a following n conversion specifier applies to a pointer to an intmax_t argument.

Specifies that a following d, i, 0, U, X, or X conversion specifier applies to a Size t or the corresponding
signed integer type argument; or that a following n conversion specifier applies to a pointer to a signed
integer type corresponding to Size_t argument.
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Specifies that a following d, i, 0, u, X, or X conversion specifier applies to a ptrdiff_t or the cor-
responding unsigned integer type argument; or that a following n conversion specifier applies to a
pointer to a ptrdiff_t argument.

Specifies that a following a, A, e, E, f, F, g, or G conversion specifier applies to a long double
argument.

If a length modifier appears with any conversion specifier other than as specified above, the behavior is
undefined.

The conversion specifiers and their meanings are:

di

The int argument is converted to signed decimal in the style [-]dddd. The precision specifies the
minimum number of digits to appear; if the value being converted can be represented in fewer digits,
it is expanded with leading zeros. The default precision is 1. The result of converting a zero value
with a precision of zero is no characters.

o,u,x,X The unsigned int argument is converted to unsigned octal (0), unsigned decimal (u), or un-

f,F

eE

signed hexadecimal notation (X or X) in the style dddd; the letters abcdef are used for X conversion
and the letters ABCDEF for X conversion. The precision specifies the minimum number of digits to
appear; if the value being converted can be represented in fewer digits, it is expanded with leading
zeros. The default precision is 1. The result of converting a zero value with a precision of zero is no
characters.

A double argument representing a floating-point number is converted to decimal notation in the

style [-] ddd.ddd, where the number of digits after the decimal-point character is equal to the precision
specification. If the precision is missing, it is taken as 6; if the precision is zero and the # flag is not
specified, no decimal-point character appears. If a decimal-point character appears, at least one digit
appears before it. The value is rounded to the appropriate number of digits.
A double argument representing an infinity is converted in one of the styles [-]inf or [-]infinity —
which style is implementation-defined. A double argument representing a NaN is converted in one of
the styles [-]nan or [-] nan (n-char-sequence) — which style, and the meaning of any n-char- sequence,
is implementation-defined. The F conversion specifier produces | NF, INFINITY, or NAN instead of
inf, infinity, or nan, respectively.

A double argument representing a floating-point number is converted in the style [-]d.ddd e+dd,
where there is one digit (which is nonzero if the argument is nonzero) before the decimal-point char-
acter and the number of digits after it is equal to the precision; if the precision is missing, it is taken
as 6; if the precision is zero and the # flag is not specified, no decimal-point character appears. The
value is rounded to the appropriate number of digits. The E conversion specifier produces a number
with E instead of e introducing the exponent. The exponent always contains at least two digits, and
only as many more digits as necessary to represent the exponent. If the value is zero, the exponent is
Zero.

A double argument representing an infinity or NaN is converted in the style of an f or F conversion
specifier.

A double argument representing a floating-point number is converted in style f or e (or in style F
or E in the case of a G conversion specifier), with the precision specifying the number of significant
digits. If the precision is zero, it is taken as 1. The style used depends on the value converted; style e
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(or E) is used only if the exponent resulting from such a conversion is less than -4 or greater than or
equal to the precision. Trailing zeros are removed from the fractional portion of the result unless the
# flag is specified; a decimal-point character appears only if it is followed by a digit.

A double argument representing an infinity or NaN is converted in the style of an f or F conversion
specifier.

A double argument representing a floating-point number is converted in the style [-] Oxh.hhhhp=+d,
where there is one hexadecimal digit (which is nonzero if the argument is a normalized floating-
point number and is otherwise unspecified) before the decimal-point character and the number of
hexadecimal digits after it is equal to the precision; if the precision is missing and FLT_RADIX is
a power of 2, then the precision is sufficient for an exact representation of the value; if the precision
is missing and FLT_RADI X is not a power of 2, then the precision is sufficient to distinguish values
of type double, except that trailing zeros may be omitted; if the precision is zero and the # flag is
not specified, no decimal- point character appears. The letters abcdef are used for a conversion and
the letters ABCDEF for A conversion. The A conversion specifier produces a number with X and P
instead of X and p. The exponent always contains at least one digit, and only as many more digits as
necessary to represent the decimal exponent of 2. If the value is zero, the exponent is zero.

A double argument representing an infinity or NaN is converted in the style of an f or F conversion
specifier.

If no | length modifier is present, the int argument is converted to an unsigned char, and the resulting
character is written.

If an | length modifier is present, the wint_t argument is converted as if by an s conversion specifi-
cation with no precision and an argument that points to the initial element of a two-element array of
wchar _t, the first element containing the wint_t argument to the Ic conversion specification and the
second a null wide character.

If no | length modifier is present, the argument shall be a pointer to the initial element of an array of
character type. Characters from the array are written up to (but not including) the terminating null
character. If the precision is specified, no more than that many characters are written. If the precision
is not specified or is greater than the size of the array, the array shall contain a null character.

If an | length modifier is present, the argument shall be a pointer to the initial element of an array of
wchar _t type. Wide characters from the array are converted to multibyte characters (each as if by a
call to the wertomb function, with the conversion state described by an mbstate t object initialized to
zero before the first wide character is converted) up to and including a terminating null wide character.
The resulting multibyte characters are written up to (but not including) the terminating null character
(byte). If no precision is specified, the array shall contain a null wide character. If a precision is
specified, no more than that many characters (bytes) are written (including shift sequences, if any).
Also, if the function needs to access a wide character one past the end of the array, the array shall
contain a null wide character to equal the multibyte character sequence length given by the precision.
In no case is a partial multibyte character written.

The argument shall be a pointer to void. The value of the pointer is converted to a sequence of printing
characters, in an implementation-defined manner.

The argument shall be a pointer to signed integer into which is written the number of characters written
to the output stream so far by this call to printf. No argument is converted, but one is consumed. If
the conversion specification includes any flags, a field width, or a precision, the behavior is undefined.
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% A % character is written. No argument is converted. The complete conversion specification shall be
%%.

If a conversion specification is invalid, the behavior is undefined. If any argument is not the correct type
for the corresponding conversion specification, the behavior is undefined. In no case does a nonexistent or
small field width cause truncation of a field; if the result of a conversion is wider than the field width, the
field is expanded to contain the conversion result. For a and A conversions, if FLT _RADI X is a power of 2,
the value is correctly rounded to a hexadecimal floating number with the given precision. If FLT_RADIX
is not a power of 2, the result should be one of the two adjacent numbers in hexadecimal floating style
with the given precision, with the extra stipulation that the error should have a correct sign for the current
rounding direction. For €, E, f, F, g, and G conversions, if the number of significant decimal digits is at most
DECIMAL DI G, then the result should be correctly rounded. If the number of significant decimal digits
is more than DECIMAL _DIG but the source value is exactly representable with DECIMAL _DIG digits,
then the result should be an exact representation with trailing zeros. Otherwise, the source value is bounded
by two adjacent decimal strings L < U, both having DECIMAL _DI G significant digits; the value of the
resultant decimal string D should satisfy L. < D < U, with the extra stipulation that the error should have a
correct sign for the current rounding direction.
Following commands are examples using different formats for function printf.

> doubl e d = 123. 45678
> float f = 123.45678

> char *str = "123456789"
> printf("d = 9%.3f", d)
d = 123. 457
>
f
>

printf("f = %. 10f", f)
= 123. 4567794800
printf("% 15s", str)
123456789
> printf("%5s", str)
123456789

Besides the control characters specified by the C standard, Ch has one more conversion character ‘b’ that is
used to print real numbers in binary format. An integer number between the symbol % and the character ‘b’
specifies how many bits starting with bit O will be printed. If without an integer number between the symbol
% and the character ‘b’, the default format will print int data without leading zeros, float data in 32 bits, and
double data in 64 bits. This binary format is very convenient to examine the bit patterns of metanumbers.
For example,

>int i =5

> float f = 1.234

> printf("binary of i =%, f = %", i, f)

binary of i = 101, f = 00111111100111011111001110110110

In Ch, if the format string in printf() is absent or contains only ordinary characters, the subsequent numerical
constants or variables will be printed according to preset default formats. The default format for int, float,
and double are %d, %.2f, and %.4lf, respectively. For example,

> float f = 1.234
> printf(f)
1.23

Default formats for the family of the fprintf() function will be described in detail in Section
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20.3.2 Input Format for fscanf Family of Input Function

In this section, the format for the fscanf() family of input functions scanf(), fscanf(), sscanf() will be
described in detail. The extension to C for input format for fscanf() in Ch will be highlighted. The format
of function fscanf() in Ch is as follows

int fscanf(FILE rstream char xformat, argl, arg2, ...);

The function fscanf() reads input from the stream pointed to by argument St r eamunder the control of the
string pointed to by f or mat and returns the number of the input items on success. The format shall be
a multibyte character sequence, beginning and ending in its initial shift state. The format is composed of
zero or more directives: one or more white- space characters, an ordinary multibyte character (neither % nor
a white-space character), or a conversion specification. Each conversion specification is introduced by the
character %.

After the %, the following appear in sequence:

— An optional assignment-suppressing character *.

— An optional nonzero decimal integer that specifies the maximum field width (in characters).
— An optional length modifier that specifies the size of the receiving object.

— A conversion specifier character that specifies the type of conversion to be applied.

The fscanf function executes each directive of the format in turn. If a directive fails, as detailed below, the
function returns. Failures are described as input failures (due to the occurrence of an encoding error or the
unavailability of input characters), or matching failures (due to inappropriate input).

A directive composed of white-space character(s) is executed by reading input up to the first non-white-
space character (which remains unread), or until no more characters can be read.

A directive that is an ordinary multibyte character is executed by reading the next characters of the stream.
If any of those characters differ from the ones composing the directive, the directive fails and the differing
and subsequent characters remain unread.

A directive that is a conversion specification defines a set of matching input sequences, as described below
for each specifier. A conversion specification is executed in the following steps:

Input white-space characters (as specified by the isspace function) are skipped, unless the specification in-
cludes a [, c, or n specifier.

An input item is read from the stream, unless the specification includes an n specifier. An input item is
defined as the longest sequence of input characters which does not exceed any specified field width and
which is, or is a prefix of, a matching input sequence. The first character, if any, after the input item remains
unread. If the length of the input item is zero, the execution of the directive fails; this condition is a matching
failure unless end-of-file, an encoding error, or a read error prevented input from the stream, in which case
it is an input failure.
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Except in the case of a % specifier, the input item (or, in the case of a %n directive, the count of input
characters) is converted to a type appropriate to the conversion specifier. If the input item is not a match-
ing sequence, the execution of the directive fails: this condition is a matching failure. Unless assignment
suppression was indicated by a *, the result of the conversion is placed in the object pointed to by the first
argument following the format argument that has not already received a conversion result. If this object
does not have an appropriate type, or if the result of the conversion cannot be represented in the object, the
behavior is undefined.

The length modifiers and their meanings are:

hh

>

Specifies that a following d, i, 0, U, X, X, or n conversion specifier applies to an argument with type
pointer to signed char or unsigned char.

Specifies that a following d, i, 0, U, X, X, or n conversion specifier applies to an argument with type
pointer to short int or unsigned short int.

Specifies that a following d, i, 0, U, X, X, or n conversion specifier applies to an argument with type
pointer to long int or unsigned long int; that a following &, A, €, E, f, F, g, or G conversion specifier
applies to an argument with type pointer to double; or that a following ¢, S, or [ conversion specifier
applies to an argument with type pointer to wchar _t.

Specifies that a following d, i, 0, U, X, X, or h conversion specifier applies to an argument with type
pointer to long long int or unsigned long long int.

Specifies that a following d, i, 0, U, X, X, or n conversion specifier applies to an argument with type
pointer to intmax_t or uintmax_t.

Specifies that a following d, i, 0, U, X, X, or n conversion specifier applies to an argument with type
pointer to Size_t or the corresponding signed integer type.

Specifies that a following d, i, 0, u, X, X, or n conversion specifier applies to an argument with type
pointer to ptrdiff_t or the corresponding unsigned integer type.

Specifies that a following a, A, €, E, f, F, g, or G converson specifier applies to an argument with
type pointer to long double.

If a length modifier appears with any conversion specifier other than as specified above, the behavior is
undefined.

The conversion specifiers and their meanings are:

d

Matches an optionally signed decimal integer, whose format is the same as expected for the subject
sequence of the strtol function with the value 10 for the base argument. The corresponding argument
shall be a pointer to signed integer.

Matches an optionally signed integer, whose format is the same as expected for the subject sequence
of the strtol function with the value O for the base argument. The corresponding argument shall be a
pointer to signed integer.
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o

Matches an optionally signed octal integer, whose format is the same as expected for the subject
sequence of the strtoul function with the value 8 for the base argument. The corresponding argument
shall be a pointer to unsigned integer.

Matches an optionally signed decimal integer, whose format is the same as expected for the subject
sequence of the strtoul function with the value 10 for the baseargument. The corresponding argument
shall be a pointer to unsigned integer.

Matches an optionally signed hexadecimal integer, whose format is the same as expected for the
subject sequence of the strtoul function with the value 16 for the base argument. The corresponding
argument shall be a pointer to unsigned integer.

a,ef,g Matches an optionally signed floating-point number, infinity, or NaN, whose format is the same

c

as expected for the subject sequence of the strtod function. The corresponding argument shall be a
pointer to floating.

Matches a sequence of characters of exactly the number specified by the field width (1 if no field
width is present in the directive).

If no | length modifier is present, the corresponding argument shall be a pointer to the initial element
of a character array large enough to accept the sequence. No null character is added.

If an | length modifier is present, the input shall be a sequence of multibyte characters that begins
in the initial shift state. Each multibyte character in the sequence is converted to a wide character
as if by a call to the mbrtowc function, with the conversion state described by an mbstate t object
initialized to zero before the first multibyte character is converted. The corresponding argument shall
be a pointer to the initial element of an array of wchar _t large enough to accept the resulting sequence
of wide characters. No null wide character is added.

Matches a sequence of non-white-space characters.

If no | length modifier is present, the corresponding argument shall be a pointer to the initial element
of a character array large enough to accept the sequence and a terminating null character, which will
be added automatically.

If an | length modifier is present, the input shall be a sequence of multibyte characters that begins
in the initial shift state. Each multibyte character is converted to a wide character as if by a call to
the mbrtowc function, with the conversion state described by an mbstate_t object initialized to zero
before the first multibyte character is converted. The corresponding argument shall be a pointer to the
initial element of an array of wchar _t large enough to accept the sequence and the terminating null
wide character, which will be added automatically.

Matches a nonempty sequence of characters from a set of expected characters (the scanset).

If no | length modifier is present, the corresponding argument shall be a pointer to the initial element
of a character array large enough to accept the sequence and a terminating null character, which will
be added automatically.

If an | length modifier is present, the input shall be a sequence of multibyte characters that begins
in the initial shift state. Each multibyte character is converted to a wide character as if by a call to
the mbrtowc function, with the conversion state described by an mbstate t object initialized to zero
before the first multibyte character is converted. The corresponding argument shall be a pointer to the
initial element of an array of wchar _t large enough to accept the sequence and the terminating null
wide character, which will be added automatically.

The conversion specifier includes all subsequent characters in the format string, up to and including
the matching right bracket (]). The characters between the brackets (the scanlist) compose the scanset,
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unless the character after the left bracket is a circumflex ("), in which case the scanset contains all
characters that do not appear in the scanlist between the circumflex and the right bracket. If the
conversion specifier begins with [] or [" ], the right bracket character is in the scanlist and the next
following right bracket character is the matching right bracket that ends the specification; otherwise,
the first following right bracket character is the one that ends the specification. If a - character is in
the scanlist and is not the first, nor the second where the first character is a ~ , nor the last character,
the behavior is implementation-defined.

Matches an implementation-defined set of sequences, which should be the same as the set of se-
quences that may be produced by the %p conversion of the fprintf function. The corresponding
argument shall be a pointer to a pointer to void. The input item is converted to a pointer value in an
implementation-defined manner. If the input item is a value converted earlier during the same pro-
gram execution, the pointer that results shall be equal to that value; otherwise, the behavior of the % p
conversion is undefined.

No input is consumed. The corresponding argument shall be a pointer to signed integer into which is to
be written the number of characters read from the input stream so far by this call to the fscanf function.
Execution of a %n directive does not increment the assignment count returned at the completion of
executing of the fscanf function. No argument is converted, but one is consumed. If the conversion
specification includes an assignment- suppressing character or a field width, the behavior is undefined.

Matches a single % character; no conversion or assignment occurs. The complete conversion speci-
fication shall be %%.

If a conversion specification is invalid, the behavior is undefined. The conversion specifiers A, E, F, G,

and X are also valid and behave the same as, respectively, a, €, f, g, and X. If end-of-file is encountered
during input, conversion is terminated. If end-of-file occurs before any characters matching the current
directive have been read (other than leading white space, where permitted), execution of the current directive
terminates with an input failure; otherwise, unless execution of the current directive is terminated with a
matching failure, execution of the following directive (other than %n, if any) is terminated with an input
failure. Trailing white space (including new-line characters) is left unread unless matched by a directive.
The success of literal matches and suppressed assignments is not directly determinable other than via the
%n directive. If conversion terminates on a conflicting input character, the offending input character is left
unread in the input stream. The following commands are examples of using different formats for function
scanf().

int i

float x

char name[ 50]
scanf ("9%2d% %d % 01234567890] ", & , &, nane)
56789 0123 34a72
>

56

> X

789. 00

> nane

34

>
>
>
>

In Ch, If the the format string in fscanf() function family is absent, preset default formats will be used,

such as %d for int, %f for float, and %If for double. For example,
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> float f;

> scanf (&f); // <==> scanf("%", &f);
10

> f

10. 00

Default formats for fscanf() will be discussed in detail in Section 20.4]

20.4 Default 1/0 Formats

20.4.1 Default Format for fprintf Family of Output Functions

In Ch, when the format for an output function is missing, the default format will be used. The default output
format for different data types for functions printf(), fprintf(), vprintf(), vfprintf(), and vsprintf() are
listed in Table

Table 20.2: Default format for fprintf family of output functions.

Data Type Format
char "o
unsigned char "o
short " Ohd"
unsigned short " ohu”
int " od"
unsigned int " "
long "0 d"
unsigned long " 0% u"
long long "o 1 d"
unsigned long long | "% | u"
float "% 2f"
double "% 41 f "
char * "os"
unsigned char * "Us"
string_t "os"
pointer type " op"

For example,

>int i =
float f 8.0
double d = 8.0
printf(i) /* <==> printf("%d", i); =/

8

printf(f) /+* <==> printf("%2f", f); =*/
00

printf(d) /* <==> printf("%4f", d); =*/
. 0000

®V VOV VYV
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0

o o ™

>
8.
>
8. 0000

The default format for pointer to char and pointer to unsigend char is %8, which displays the output as a

string. To display the address to which such a pointer points, the value can be cast to a pointer to void first
before it is printed out as illustrated below.

n

> char *p = "abc
> P

abc

> (void*)p
004a3418

20.4.2 Default Format for fscanf Family of I nput Functions

Similarly, there are default formats for input functions when the format for an input argument is missing.
The default input format for different data types for functions scanf(), fscanf(), and sscanf() are listed in
Table

Table 20.3: Default format for fscanf family of input functions.

Data Type Format
char "o
unsigned char "o
short " ohd"
unsigned short " ohu"
int " od"
unsigned int " "
long "o d"
unsigned long "% u"
long long "o4 | d"
unsigned long long | "% | u"
float "og "
double "
char * "Us"
unsigned char * "Us"
string_t "os"
pointer type " op"
For example,

>int i,

> float f;

> scanf (& ); /* <==> scanf("%", & ); =*/

10

>
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10

> scanf (&f); /* <==> scanf ("% ", &); =*/
10

> f

10. 00

20.4.3 1/0O Using cout, cin, cerr, and endl

Ch provides three C++ style streams for input and output of programs. They are the standard input stream
cin, which is normally connected to the keyboard; the standard output stream cout, which is normally
connected to the computer screen; and the standard error stream cefr, which is normally connected to the
screen. All these three streams can be assigned to other devices rather than the default devices.

Furthermore, Ch provides stream insertion operator “<<” which performs output to stream cout , stream
extraction operator “>>"" which performs input from stream cin, and stream manipulator endl which issues
a newline character and flushes the output buffer. Operators “<<” and “>>” are associate from left to right,
and can be used in a cascaded form. For example,

>int i, |j

> cin >> i [l <==> scanf (&)

10

> cout << i [l <==>printf(i)

10

> cerr << j

10

> cin >0 >> | [l <==> scanf (&, &)
20 30

> cout << i << j [l <==>printf(i, j)
2030

Note that streams cout, Cin and cerr are objects of classes istream and ostream in C++. In Ch, they are
shortcuts for functions printf(), scanf() and fprintf(stderr, ), respectively. The default input/output formats
described in section are used. They are defined as aliases in the system-wide startup file chrc, and
defined as macros in header file iostream.h. Therefore, to use streams cin, cout, and cerr in a Ch program,
it is necessary to include header file iostream.h as shown below.

#i ncl ude <iostreamh> // for cout/cin/cerr/endl
int main() {

int i;

cout << "Type a nunber :" << endl;

cin >> i;

cout << "The input nunmber is " << i << endl;

}

The stream manipulator endl is valid in both program and command modes.
To be compatible with the new C++ standard, the using directive for namespace in I/O stream is sup-
ported in the following format.

usi ng std::cout;
usi ng std::cin;
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using std::cerr;
using std::endl;
usi ng std:: ends;

or

usi ng nanmespace std;

CHAPTER 20. INPUT AND OUTPUT

For example, the above program can be modified to conform to the C++ standard as follows.

#i ncl ude <i ostream h>

usi ng std::cout;
usi ng std::cin;
usi ng std::endl;

/* or using namespace std;

int main() {

int i;

cout << "Type a nhunber

cin >> i;

*/

cout << "The input nunber is "

20.5

/O for Metanumbers

<<

/! for cout/cin/cerr/end

<< endl ;

<< endl ;

The metanumbers Inf and NaN are treated as regular numbers in I/O functions. The default data types for
these numbers are float. The following Ch program illustrates how b-format and metanumbers are handled

by the I/O functions printf() and scanf().

float flnf,
doubl e dI nf

printf("Please type 'Inf NaN I nf NaN

scanf (& I nf, &f NaN, &dl nf,
printf("The fl oat Inf =
printf("The float -Inf =
printf("The fl oat NaN =
printf("The fl oat I nf =
printf("The float -Inf =
printf("The fl oat NaN =
printf("The double Inf =
printf("The double -Inf =
printf("The double NaN =
printf("The double Inf =
printf("The double -Inf =
printf("The double NaN =
printf("The int 2 =
printf("The int 2 =
printf("The int -2 =
printf("The fl oat 0.0 =

f NaN;
, dNaN;

\n");
&dNaN) ;

%\n", finf);
", -fInf, "\n");
%\n", fNaN);
% \n", flnf);
% \n", -fInf);
% \n", fNaN);
%f\n", dinf);
", -dlInf, "\n");
%f\n", dNaN);
% \n", dinf);
% \n", -dinf);
% \n", dNaN)
% \n", 2);
%32b \n", 2);
% \n", -2);
% \n", 0.0);
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printf("The float -0.0 = % \n", -0.0);
printf("The fl oat 1.0 =% \n", 1.0);
printf("The float -1.0 = % \n", -1.0);
printf("The fl oat 2.0 =% \n", 2.0);
printf("The float -2.0 = % \n", -2.0);

The first two lines of the program declare two float variables fInf and fNaN, and two double variables dInf
and dNaN. The function scanf() will get Inf and NaN for the declared variables from the standard input
device, which is the terminal keyboard in this example. These metanumbers will be printed in default
formats %.2f for float and %0.41f for double. These numbers are also printed using the binary format %b.
For comparison, the memory storage for integers of £2, and floats of +0.0, £1.0,£2.0 are printed. The
result of the interactive execution of the above program is shown as follows

Pl ease type ' Inf NaN Inf NaN

Inf NaN Inf NaN

The f1l oat Inf = Inf
The float -Inf = -Inf
The f1l oat NaN = NaN

The fl oat Inf = 01111111100000000000000000000000

The float -Inf = 11111111100000000000000000000000

The fl oat NaN = 01111111111111111111111111111111

The double Inf = Inf

The double -Inf = -Inf

The double NaN = NaN

The double Inf = 01111111111100000000000000000000\
00000000000000000000000000000000

The double -Inf = 11111111111100000000000000000000\

00000000000000000000000000000000

0111111112111111111111111111111121\

1111111111121111121212111111111112

The double NaN

The int 2 = 10

The int 2 = 00000000000000000000000000000010
The int -2 =11111111121111121212111111111211110
The fl oat 0.0 = 00000000000000000000000000000000
The float -0.0 = 10000000000000000000000000000000
The fl oat 1.0 = 00111111100000000000000000000000
The float -1.0 = 10111111100000000000000000000000
The fl oat 2.0 = 01000000000000000000000000000000
The float -2.0 = 11000000000000000000000000000000

where the second line in italic is the input and the rest are the output of the program. As one can see that,
for metanumbers Inf, —Inf, and NaN, there is no difference between float and double types from the user’s
point of view.

It can be easily verified that the bit-mappings of all these numbers in memory match with data represen-
tations discussed in Section
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20.6 1/0O Formatsfor Aggregate Data Types

The input of aggregate data types such as complex numbers, computational arrays, structures, classes, and
unions shall be handled element by element in Ch. For example,

> array int Al2]

> scanf ("%d", &A[0])
10

> A

10 O

>

Ch can use the family of output functions fprintf(), printf(), etc. to print out all elements of variables and
constants of aggregate date types once. For complex numbers and computational arrays, the output format
specifier will be applied to each element. For structures, classes, and unions, the default output format is
used for each member. For example,

> printf("%2f", conplex(1.0, 2.0))
conpl ex( 1. 00, 2. 00)

> array int A2][3], B[2][2] // array
> A[0][0] =1; B[1][1] =6

1

> printf("A=\n%\nB = \n%\n", A B);
A =

100

00O

B =

00

06

> struct tagl{int i; float f;} s /[/struct
>s.i =10

10

> printf(s)

i =10

.f =0.00

>

20.7 Verbatim Output Blocks Using fprintf

A block of the verbatim output can be achieved using the feature of function fprintf. The syntax for a block
of verbatim output is
fprintf stream << TERMINATOR

TERMINATOR

or
fprintf stream<< “TERMINATOR”
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TERMINATOR

where streamis a valid file stream and terminator TERMINATOR s a valid identifier that have not been used
as a keyword or variable name in the program. Macro names, such as “END”, can be used as the terminator,
since they are processed verbatim without macro expansion in this case. It is recommended that an identifier
of all capital letters is used. The verbatim block output using fprintf has the following constraints.

White spaces and comments can follow the first terminator.
White spaces can precede the second terminator.

The second terminator shall be terminated with a new line character. No character, even a white space,
is allowed to appear after the second terminator.

All characters, including white characters and comments, between the first and last lines are processed
verbatim.

The first terminator can be enclosed in double-quotes, whereas the second shall not. If the first ter-
minator is enclosed in double-quotes, the dollar sign ‘$’ within the enclosing block will be treated
verbatim. Otherwise, the single dollar sign ‘$’ is used for variable or expression substitution. Two
syntaxes of

$var and ${var}

can be used for variable substitution. The variable name or symbol to be expanded may be enclosed
in braces, which are optional but serve to protect the variable to be expanded from characters imme-
diately following it which could be interpreted as part of the name.

The variable in a variable substitution could be a predefined identifier; a user-defined variable of string,
pointer to char, integral, floating-point, or complex data type; an environment variable; or undefined
symbol. For a variable substitution, the Ch shell will first search the Ch name space for the variable
name according to its scope rule. If the variable is not defined, then it searches the environment
variables of the current process. If no variable with the specified name is found either in Ch space or
environment space, no substitution will take place and the variable is ignored.

Expression substitution in the form of
$(expressi on)

can be used to substitute the valid Ch expression with its result. The expression shall be an expression
of string, pointer to char, integral, floating-point, or complex data type.

The variable or expression substitution can be prevented by preceding the ‘$* with a \’. A ‘$ is
passed unchanged if followed by a blank, tab, or end-of-line.

A value through variable substitution or expression substitution will be printed out using a default
format control string for its data type.

For example, if the program ver bat . ch consists of the following programming statements,

#i ncl ude <stdi o. h>
int sum= 2
fprintf stdout << END /* This is a coment =/

[+ this is verbati moutput =*/
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sum = \ $$sum
sum+ 1 = \$$(sumtl)
END

The result from executing ver b. ch is shown as follows.

> verbat.ch
/* this is verbatimoutput =/
sum = $2
sum+ 1 = $3

>

In command
sum = \ $$sum

the escape character ‘\  is used to print out as a single dollar sign, and the symbol $sumis substituted with
the value of sumi.e. 2. In the next command

sum+ 1 = \$$(sum+l)

the symbol $( sumt1) indicates an expression substitution. It is replaced by the result of the expression
sumtl,i.e. 3. The comment following the first terminator END and the white spaces preceding the second
END are ignored. But, the comment inside the block is printed out verbatim.

By default, a variable of double type is printed out with four digits after the decimal point whereas a
variable of float type is printed out with two digits after the decimal point. To print out a variable of double,
one may cast it to float before printing it out if the value is within the representable range of float type. For
example, $((float)d) can be printed out with two digits after decimal point, $((int)d) with integral part only.

Often time, a block of HTML code needs to be sent as a standard output stream in a CGI program. For
example, Program 20.1] will generate the code below,

Cont ent - Type: text/htm

<HTM_>

<HEAD>

<Title> Hello, world </Title>
</ Head><BODY>

<h4> Hell o, world </ h4>

</ BODY>

</ HTML>

which displays the text Hel | o, wor | d in a web browser. According to the HTTP protocal, the line

Cont ent - Type: text/htni

must start without any white space, and there must be only an empty line without white space following it.
Using the verbatim output feature, the above Ch CGI program can be simplied as Program [20.2] Note that
the value of hel | 0 is retrieved by using the dollar sign $ inside the verbatim output block,
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/* File: genereatehtm .c */
#i ncl ude <stdio. h>

int

mai

n() {

char hello[] = "Hello, world";

pri
pri
pri
pri
pri
pri
pri
pri
pri

ntf("Content-Type: text/htm\n\n");
ntf("<HTM.>\n");

nt f (" <HEAD>\ n");

ntf("<Title> Hello, world </Title>\n");
ntf (" </ Head>");

nt f (" <BODY>\n");

ntf("<h4> % </ h4>\n", hello);

ntf (" </ BODY>\n");

ntf("</HTM.>\n");

return O;

CHAPTER 20. INPUT AND OUTPUT

Program 20.1: Generating an html file.

#!'/ bin/ch
/+ File: genereatehtm .ch */
#i ncl ude <stdi o. h>

int

mai n() {
char hello[] = "Hello, world";
printf("Content-Type: text/htm\n\n");
fprintf stdout << ENDPRI NT
<HTM.>
<HEAD>
<Title> Hello, world </Title>
</ Head>
<BODY>
<h4> $hell o </ h4>
</ BODY>
</ HTM.>
ENDPRI NT
return O;

Program 20.2: Using fprintf for a block output.
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As another example, the function sendAppl et () below generates a C program.

voi d sendAppl et (char *x, char =*y, char =expr) {
fprintf(stdout, "#i nclude<stdio.h>\n");

fprintf(stdout, "int main() {\n");

fprintf(stdout, " double x = %;\n", X);

fprintf(stdout, " doubley = %;\n", y);

fprintf(stdout, " printf(\"x = 9%46, \", x);\n");
fprintf(stdout, " printf(\"y = 9%4 \\n\", y);\n");
fprintf(stdout, " printf(\"% = %6\\n\", %);\n", expr, expr);

fprintf(stdout, "}\n");
}

This function sendAppl et () can be rewritten in Ch as follows.

voi d sendAppl et (char *x, char =*y, char xexpr) {
fprintf stdout << ENDFILE

#i ncl ude<stdi o. h>

int main() {
doubl e x = $x;
double y = $y;
printf("x = %", Xx);
printf("y = %\n", vy);
printf("$expr = %\n", $expr);

}
ENDFI LE

}

where the values of variables x, y and expr are obtained using operator $.

20.8 File Manipulation

20.8.1 Opening and Closing a File

File is the most common I/O facility which can be used as a stream in Ch. Data type FILE which is
defined in header file stdio.h maintains information about the stream. An object of type FILE *, created by
calling some functions such as fopen(), is used to access the file by other file manipulation functions such
as fscanf(). Function fopen() is a common function to open a file. Its prototype is

FI LE ~fopen(const char *filename, const char *npde);

It returns a pointer to the object controlling the stream on success. If the open operation fails, NULL is
returned. The name of the file which will be opened and associated with a stream is specified by the first
argument filename. Another argument node specifies the meaning of opening a file. Its valid values are
described in Table
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Table 20.4: Opening modes for function fopen().

Mode Meaning

r open text file for reading

w truncate to zero length or create text file for writing

a append; open or create text file for writing at end-of-file

rb open binary file for reading

wb truncate to zero length or create binary file for writing

ab append; open or create binary file for writing at end-of-file

r+ open text file for update (reading and writing)

w+ truncate to zero length or create text file for update

at append; open or create text file for update, writing at-end of-file

r+b or rb+ | open binary file for update (reading and writing)
w+b or wb+ | truncate to zero length or create binary file for updating
at+b or ab+ | append; open or create binary file for update, writing at end-of-file

Opening a file with read mode ‘r’ as the first character in the mode argument causes the file to be opened only
for read operations. Opening a file with write mode ‘W’ as the first character in the mode argument causes
the file to be opened only for write operations. Opening a file with append mode ‘@’ as the first character in
the mode argument causes all subsequent writes to the file to be forced to the then current end-of-file.

When a file is opened with update mode ‘+’ as the second or third character in the above list of mode
argument values, both input and output may be performed on the associated stream. However, output shall
not be directly followed by input without an intervening call to the function fflush() or to a file positioning
function (fseek, fsetpos, or rewind), and input shall not be directly followed by output without an inter-
vening call to a file positioning function, unless the input operation encounters end-of-file. Opening (or
creating) a text file with update mode may instead open (or create) a binary stream in some platforms.

When opened, a stream is fully buffered if and only if it can be determined not to refer to an interactive
device. The error and end-of-file indicators for the stream are cleared.

All files which are opened and associated with streams shall be closed before programs exit. The com-
mon used function to close a file is fclose(). Its prototype is

int fclose(FILE »stream;

The fclose() function returns zero if the stream was successfully closed, or the value of macro EOF if any
errors were detected. The fclose function causes the stream pointed to by stream to be flushed and the
associated file to be closed. Any unwritten buffered data for the stream is delivered to the host environment
to be written to the file; unread buffered data is discarded. The stream is disassociated from the file. If the
associated buffer was automatically allocated, it is deallocated.

The following code fragment illustrates how functions fopen() and fclose() are used.

FILE =fptl, *=fpt2
/= create file naned "testfilel" or append to it if exists =*/
if((fptl = fopen("testfilel”,"a+")) == NULL) {
printf("Cannot create or open the file\n");
exit(1);
}
/= create file named "testfile2 for both reading and witing,
starting at the begi nning. =*/

391



20.8. FILE MANIPULATION CHAPTER 20. INPUT AND OUTPUT

if((fpt2 = fopen("testfile2","r+")) == NULL) {
printf("Cannot open the file\n");
exit(1);

}

fclose(fptl);
fclose(fpt2);

20.8.2 Reading and Writing aFile

After a file is opened and associated with a stream, it can perform read or write operations according to
the opening mode. The commonly used functions to read a file include functions getc() and fgetc() which

read the next character from the input stream; functions gets() and fgets() which reads the specified number
of characters from the input stream; function fscanf() which reads input from the stream under control of
certain format, which is discussed in Section 203, function fread() which is effective to read data block such
as some aggregate data type with the specified size. Because of a potential security flaw caused by buffer
overflow, function gets() is obsolete in C and shall not be used. The application of these input functions are
shown in the program below.

#i ncl ude <stdi o. h>

FI LE =fpt;
char c;
char s[100];

if((fpt = fopen("testfile","r")) == NULL) {
printf("Cannot create or open the file\n");
exit(1);

}

[+ read a character fromfile testfile */
if((c = fgetc(fpt)) !'= EOF)
printf("c = %", c);

[+ read up to 99 characters fromfile testfile
to string s which ends with \0 */

i f(fgets(s, 100, fpt)
printf("s = %", s);

fclose(fpt);
In Ch, files can be manipulated interactively in command mode as follows.

FILE *=fp

fp = fopen("testfile", "W')

fprintf(fp, "This is output to testfile\n");
fclose(fp)

nore testfile

This is output to testfile

>

V V.V V V
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where command more can be used to display files on screen.

Each input function above used to read files has a corresponding output function used to write files. The
commonly used functions to write a file include functions putc() and fputc() which write a character to
the output stream; functions puts() and fputs() which write a string to the output stream; function fprintf()
which writes output to the stream under control of certain format, which is discussed in Section func-
tion fwrite() which is effective to write data block such as some aggregate data type with the specified size.
For example,

#i ncl ude <stdi o. h>
FI LE *f pt;

if((fpt = fopen("testfile","w')) == NULL) {
printf("Cannot create or open the file\n");
exit(1);

}

/* wite a character "a’ to file testfile =/
fputc('a , fpt);
/* wite a character 'b’ to file testfile =/

putc(’' b, fpt);

/* wite string "this is a test” to file testfile */
fputs("this is a test", fpt);

fclose(fpt);

The following program illustrates how functions fread() and fwrite() are used to read and write binary
files.

#i ncl ude <stdi o. h>

FI LE *f pt;
struct tag {int i; float f;} s[2];
char buf[20+si zeof (tag)];

if((fpt = fopen("testfile","rb+")) == NULL) {
printf("Cannot create or open the file\n");
exit(1);

}

[+ read 20 el enments of struct tag to buf =/
i f(fread(buf, sizeof(tag), 20, fpt) !'= 10) {
if(feof (fpt))
printf("End of file.");
el se
printf("File read error.");
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/= wite 2 elements of struct tag to file testfile x/
s[0].i 10; s[0].f = 1.2;

s[1].i 20; s[1].f 3. 4,

fwite(&s, sizeof(tag), 2, fpt);

fclose(fpt);

20.8.3 Random Access

Some files support random access, such as files on the hard drive, but some don’t, such as stdout and stdin
which are connected to the console. If a file supports random access, a file position indicator can be used
to determine the position to read or write the next item. By default, the file position indicator points to the
beginning of a file when it is opened. The reading or writing functions mentioned in the preceding section
read or write items from the position pointed by the file position indicator, and then increment the indicator
properly so that it points the next position to read or write. For example, if the item read or written is a
character, the indicator is incremented by 1.

Furthermore, for files supporting random access, the indicator can be set by function fseek(). Its proto-

type is
int fseek(FILE »stream long int offset, int whence);

The function returns nonzero only for a request that cannot be satisfied. It sets the file position indicator for
the stream pointed to by argument St r eam For a binary stream, the new position, measured in characters
from the beginning of the file, is obtained by adding of f set to the position specified by whence. The
specified position is the beginning of the file if whence is SEEK _SET, the current value of the file position
indicator if SEEK _CUR, or end-of-file if SEEK _END.

For a text stream, Of f set shall either be zero or a value returned by an earlier successful call to function
ftell() on a stream associated with the same file, and whence shall be SEEK _SET.

After a successful fseek call, the next operation on an update stream may be either input or output.

For example, the following codes reads the 6th element of struct S1 in filet est fi | e.

struct S1 {
int i;
float f;
}os;

FILE =ftp;
int num= 6; /*x the 6th el ement =*/

if((fpt = fopen("testfile","rb")) == NULL) {
printf("Cannot create or open the file\n");
exit(1);

}

/* set the indicator to the 6th el enent =*/
fseek(fpt, (num1l) = sizeof (S1l), SEEK SET);

/* read 6th element of struct S1 fromtestfile */
if(fread(&s, sizeof(Sl1l), 1, fpt) !'=1) {
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if(feof (fpt))
printf("End of file.");
el se
printf("File read error.");

}

fclose(fpt);

Besides function fseek(), file positioning functions also include function fgetpos() which stores current
values of file position indicators; fsetpos() which sets the file position indicators according to the value of
an object of type fpos._t; function ftell() which obtains the current value of the file position indicator for the
stream; and function rewind() which sets the file position indicator to the beginning of the file.

20.9 Directory Manipulation

Different operating systems have different file systems, the internal handling of a directory is system-
dependent. Ch provides a system-independent method to open, close, and read a directory of different
operating systems by functions opendir (), closedir(), readdir() and rewinddir() defined in the POSIX
standard. Prototypes of these functions shown below are defined in the header file dirent.h.

D R xgpendir (const char =*dirnane);
struct dirent =*readdir (DIR *dirp);
voi d rewi nddir (DI R =dirp);
i nt closedir (DR *dirp);

Besides these functions, two structs, directory entry struct dirent and directory stream struct DIR, are also
defined in this header file. Struct dirent is used for storing the information of a directory entry, such as a
file or a subdirectory in the specified directory. The commonly used member in the struct dirent is d_nane,
which represents the name of the directory entry. The member d_namne is of type char array with size
_MAXNAMLEN + 1 including the terminating null character. Macro -MAXNAM_EN, which is a system-
dependent value, is defined in dirent.h. The struct DIR represents a directory stream, which is an ordered
sequence of all the directory entries in a particular directory.

20.9.1 Opening and Closing a Directory

The function call dirp = opendir ( dirname ) opens a directory stream corresponding to the directory named
by the argument of string dirname. It returns a directory stream dirp, which is a pointer to an object of type
DIR for directory stream. The directory stream is positioned at the first entry. Variable dirp can be used by
other functions, such as readdir (), to manipulate the directory. The function call closedir( dirp) closes the
directory stream referred to by dirp and returns zero if successful. The typical structure of a program using
functions opendir () and closedir () is as follows.

#i ncl ude <stdio. h>

#i ncl ude <dirent. h>

int main(void) {
DIR =dirp;

dirp = opendir("."); // open the current directory
/1 manipul ating current directory by dirp
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closedir(dirp);
return O;

}

Function stat() can be used to verify that the argument dirname of function opendir() is a directory
name before opening it. The first argument of function stat() is a file name and the second argument will
pass back all information about that file in an object of struct stat. Upon successful completion, a value of
zero shall be returned. Otherwise, a value of - 1 shall be returned and errno shall be set to indicate the error.
The prototype of function stat() is defined in header file Sys/stat.h as follows.

int stat(const char * name, struct stat =stbuf);

The structure describing the value passed in the second argument of function stat() is typically defined as
follow.

struct stat {

dev _t st _dev; [+ bl ock device inode is on */

i no_t st _ino; [ * inode nunmber =/

node_t st _node; /= protection and file type =/

nlink t st _nlink; /+* hard |ink count =*/

uid t st _uid; [* user id */

gid t st_gid; [+ group id */

dev_t st _rdev; /= the device nunber for a special file */
of f t st _si ze; [+ nunmber of bytes in a file */

time_t st_atine; /* tinme of |ast access =/
tinme t st ntime; /+ tine of last nodify */
time_t st_ctine; /=*= tinme of last status change */

}

The meanings of these members of structure are explained by the comment fields. All typedefed types, such
as dev_t and mode_t, are defined in systypes.h. With the macros shown below, the member st_mode is
used to test whether a file is of the specified type.

S ISDIR(mM /1l Test macro for a directory file.

S | SCHR( m /1l Test macro for a character special file.

S | SBLK(m) /1l Test macro for a block special file.

S | SREG m) /1l Test macro for a regular file.

S ISFIFQ(mM /1 Test macro for a pipe or a FIFO special file.

The value msupplied to the macro is the value of st_maode from the stat structure stbuf. The macro evaluates
to a nonzero value if the test is true, zero if the test is false. For example, the code

#i ncl ude <dirent. h>
#i ncl ude <sys/stat. h>

struct stat stbuf;
DIR +dirp;
char =dirnanme = "/ home/ nynane";
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#i ncl ude <dirent. h>
#i ncl ude <sys/stat.h>

int main() {
struct stat stbuf;
DI R =dirp;
struct dirent =direntp;
char *dirname = "."; /=% current directory =/

if(!stat(dirname, &stbuf) & & S | SDI R(stbuf.st_node)) {
dirp = opendir (dirnane);

}

printf("List of files in directory % :\n", dirnane);
while(direntp = readdir(dirp)) {
printf("%\n", direntp->d_nane);

}

cl osedir(dirp);
return O;

Program 20.3: Read all entries in the current directory.

if(!stat(dirname, &stbuf) &% S |ISDI R(stbuf.st node)) {
dirp = opendir(dirname); // open the directory

}
/! manipulating the directory by dirp

closedir(dirp);

checks if / hone/ mynarme is a directory name before opening it using function opendir ().
Note that a successful call to any of the familys of function exec() will close any directory streams that
are open in the calling process.

20.9.2 ReadingaDirectory

A currently open directory, which is referred to by dirp, can be read by function call direntp= readdir (dirp).
The function readdir () takes an argument of pointer to struct DIR, dirp, which is returned by the function
opendir(). The return value of function readdir(), direntp, is a pointer to the structure dirent which rep-
resents the directory entry at the current position in the directory stream to which dirp refers. The function
positions the directory stream at the next entry. The name of the current directory entry can be expressed
by di r ent p- >d_narme. Upon reaching the end of the directory stream, it returns a NUL L. For example,
Program 20.3] opens the current directory, reads all entries and prints out their names.

As another example, Program 20.4] searches through directories in the system variable _path and prints
a list of the executable files to stdout. Whether a file is executable or not is checked by function call of
access(file, X OK) described in section 4.16]

Based on Program Program not only reads the current directory, but also goes into its sub-
directories recursively. The function di r wal K is a recursive function which takes a directory name as the
argument and returns no value. Names and sizes of all entries in the directory, which is specified by the
argument, will be printed out. If an entry is a directory, except for “. ” and “. . ”, the function di r wal k()
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#1/bin/ch

R printexec --------------------
Thi s program searches through _path and
prints all the nanes of the executable files.

#i ncl ude<uni st d. h>

#i ncl ude<sys/stat. h>

#i ncl ude<di rent. h>
string_t s, filenane;
struct stat sbuf;
struct dirent =direntp;
DR = dirp;

foreach(s; _path) { //or foreach(s; _path; NULL; ";")
dirp = opendir(s);
if(dirp !'= NULL) {
while(direntp = readdir(dirp)) {
[+ or filenane = stradd(s, "/", direntp->d_nane); =*/
sprintf(filename, "%/ %", s, direntp->d_nane);
stat(fil enanme, &sbuf);
i f(S_I SREQ shuf.st_node) && access(filenanme, X OK) == 0)
printf("%\n", filenane);

}
cl osedir (dirp);
}
}

Program 20.4: Print out commands in the search paths.

will call itself and pass the name of the entry as the argument. So, this program can loop through all subdi-
rectories in the current directory. Each directory contains entries for itself, . 7, and its parents, . . ”. These
must be skipped, or the program will get into an infinite loop. As it is described in the previous section, the
member St_size of struct stat is used to indicate the number of bytes of a file.

The rewinddir() function resets the position of the directory stream so that dirp refers to the beginning
of the directory. It also causes the directory stream to refer to the current state of the corresponding directory,
as a call to opendir() would have done. It does not return a value. For example, Program opens the
current directory, reads the first four entries, and prints out their names first. Then, the rewinddir () function
is called to read the directory again from the beginning.
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/* File: rec.ch */
#i ncl ude <dirent. h>
#i ncl ude <sys/stat.h>

voi d di rwal k(char =*dirnane);

int main() {
char *dirname = ".";

di rwal k(di rnane);
return O;

}

CHAPTER 20. INPUT AND OUTPUT

/* open, read a directory, and go into its subdirectories recursively */

voi d di rwal k(char *dirname) {
struct stat stbuf;
DI R =dirp;
struct dirent =direntp;
char filename[ 1024];

/* open the directory */

if(!stat(dirname, &stbuf) && S | SDI R(stbuf.st_node)) {

dirp = opendir (dirnane);
if (dirp == NULL) return;
}

/* read the directory and go into its subdirectories recursively */

while(direntp = readdir(dirp)) {

sprintf(filename, "%/ %", dirnane, direntp->d_nane);

stat (fil ename, &stbuf);

printf("size of % is %l\n", filenane, stbuf.st_size);

/= if the file is a directory, except for "." and ".." */
if((strecnp(".", direntp->d_nane) != 0) \
&& (strcnmp("..", direntp->d_name) != 0) \

&& S | SDI R( st buf. st_node))

dirwal k(filename); /* recursive calling this function */

}
}

cl osedir (dirp);

Program 20.5: Go through the directories recursively.

399



20.9. DIRECTORY MANIPULATION CHAPTER 20. INPUT AND OUTPUT

#i ncl ude <dirent. h>
#i ncl ude <sys/stat.h>

int main() {
int i;
struct stat stbuf;
DI R =dirp;
struct dirent =direntp;

char *dirname = ".";

if(!stat(dirname, &stbuf) && S | SDI R(stbuf.st_node)) {
dirp = opendir (dirnane);

}

printf("The first four entries in directory % are :\n", dirnane);
for(i =0; i < 4; i++) {

direntp = readdir( dirp );

printf( "%\n", direntp->d_nane );

}

/+ reset the position of the directory streamto which
dirp refers to the beginning of the directory. =/
rewi nddi r(dirp);

printf("\nAfter calling function rewinddir(), files in "
"directory % are :\n", dirnane);
while(direntp = readdir(dirp)) {
printf("%\n", direntp->d_nane);

}

cl osedir (dirp);
return O;

Program 20.6: Rewind the directory.
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Safe Ch

Ch was designed with the ease of use and security in mind. The pointer and memory allocation/deallocation
make C/C++ powerful, but they are not easy to handle for an inexperienced programmer. The inappropriate
handling of the pointer and memory can lead to buffer overflow. We have noticed that a very high percentage
of programs that crash suffer from the mishandling of the string.

Ch recognizes this shortcoming and has a built-in string type with automatic memory management to
resolve this problem. It can work seamlessly with the type char* and char []. Users are encouraged to use this
feature for rapid application development without concerns for memory handling and pointers. Furthermore,
Ch checks array bounds automatically to avoid memory corruption.

21.1 Safe Ch Shell

Safe Ch is introduced to address the security concerns for C-based applets to run across the Internet or as
a restricted shell. Safe Ch disables the use of C pointer and reduces the potential security risk while taking
advantage of pointers in other applications such as real-time control of machinery and data acquisition. Safe
Ch has a sandbox and limits a malicious applet from gaining privilege to take full control of the computer.

21.1.1 Startup in Windows

Once you have downloaded and installed the Ch software, safe Ch can be started by typing command chs
in Unix. In Windows, use the menu sequence Start- >Run, then type chs or chs. exe. Safe Ch shell can
be invoked by command with option as ch - S in both Unix and Windows.

21.2 FeaturesDisabled in a Sandbox

Program chs is safe Ch shell. If the - S flag is present when the Ch language environment is invoked as ch
- S , the Ch shell is invoked as a safe shell also. The macro _SCH_ is predefined with value 1 for a safe
shell. The execution environment of a safe shell is more controlled than that of the regular shell. The actions
of ch - S are identical to those of ch, except that the following features are disabled:

e Changing directory by cd and chdir.

e Specifying path or command names containing character ‘/ ’ in input command, command statement,
and command substitution.

e Specifying path or command names containing character ‘/ > or \ ’ in a dot command statement.
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Specifying path with first character “/ > or ‘\ ”infi | e of #i ncl ude<fil e>.
#include *“file" istreated as#i ncl ude<fil e>
Redirecting input and output (<, <<, >, >|, and >>)

Using system variables _pat h, fpath, _path, _ppath, . path, _user, _hone,
cwd, _cwdn, _shell, _host aslvalues (The values of these system variables after execution
of .chsrc are kept for internal use. To the safe shell user, these system variables have a NULL value.
To test setup, you may print the values of these system variables inside file .chsrc in Unix and _chsrc
in Windows).

Using shell commands chpar se and chr un in interactive mode.
Specifying path or command names containing ; (will be Ok in future)
Specifying path or command names containing | (will be Ok in future).

Declaration of pointer type is permitted. But, an lvalue cannot be of pointer type. For example,

char xp, *=*p2; /'l ok
p = mlloc(90); // bad
p2 = é&p; /1 bad

But, array type can be used as an lvalue. For example,

int a[2]={1, 2};
a[ 1] =90;

Casting a non-pointer value to a pointer. For example,

char =p;
p = (char *)16; // bad

Pointer arithmetic. For example,

char =*p;

int a[15];

p = p+128; /'l bad
*(a+10) =12; /'l bad

Generic functions _execv(), _execvp(), _fopen(), _fork(), fstat(), _Istat(), _pipe(), _popen(), _remove(),
_rename(), _socket(), _socketpair(), _stat(), _utime(), _system(), access(), getenv(). open(), putenv(),
setrlimit(), umask().

Functions or function files with return type qualified with type qualifier restrict are called restricted
functions. The following restricted functions cannot be called by safe Ch programs:

accept(), chdir(), chown(), chroot(), creat(), execl(), execv(), execle(), execve(), execlp(), execvp(),
fchdir(), fchown(), fchroot(), fdopen(), fopen(), fstat(), gethostname(), kill(), lchown(), link(), Istat(),
mkdir(), pipe(), popen(), remove(), rename(), rmdir(), socket(), socketpair(), stat(), system(), unlink().
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e Macro offsetof().
e No command and file name completion in a command shell.

The restrictions above are enforced after .chsrc in Unix and _chsrc in Windows in the home directory
is interpreted. For maximum security, a system administrator may take the ownership of .chsrc in Unix
and _chsrc in Windows and change the mode of the file to readable only. The CPU resource in safe shell
for each process can also be restricted by modifying file .chsrc. If Ch is invoked with option -S, option -f
will be ignored. These additional restrictions are relaxed for function files located in a client. Therefore,
an important safety guideline is to not use arguments from a function file as input to restricted functions
directly. Function files can call restricted functions. The memory outside the array boundary is guaranteed
to not be contaminated if an array is used as a pointer to void or pointer to char in the following functions:
fgets(), fread(), gets(), memcpy(), memmove(), memset(), read(), recv(), sprintf() strcat(), strcpy(), strncat(),
strncpy(). The contaminated memory by functions fscanf(), scanf(), and sscanf() are set to null character to
close a possible security hole. If a program tries to write to the memory outside the array boundary, an error
message will be generated. Since variables of pointer type cannot be invoked in safe shell, these functions
will be safe to use.

When a command to be executed is found to be a Ch program, the safe shell invokes ch -S to execute
it. If a Ch program is invoked with shell identification #!/bin/ch without option -S, the safe shell invokes ch
to execute it. Thus, it is possible to provide to the end-user Ch programs that have access to the full power
of the regular shell, while imposing a limited number of commands; this scheme assumes that the end-user
does not have write and execute permissions in a directory containing commands. Therefore, the writer of
the .chsrc has complete control over user actions, by performing guaranteed setup actions and leaving the
user in an appropriate directory (probably not the login directory). A default directory CHHOME/sbin has
been setup for putting binary and Ch commands, that can be safely invoked by the safe Ch shell.

In Winwodw, a safe Ch shell can be started from the Windows Explorer or Start- >Run menu. Com-
mands chs and ch - Sdo not work in Windows NT/2000/XP when they are executed in command prompt
windows or Ch windows.

21.3 Restricted Functions

Functions declared with type modifier r estri ct for return type are called restricted functions. They
cannot be called by safe Ch programs as shown below.

#'/bin/ch -S
restrict void funct(void) {
printf("This function cannot be called by Safe Ch program\n");

}

funct(); // Error: call restricted functions

21.4 Safe Ch Programs

Programs in directories CHHOME/ sbi n and CHHOVE/ t ool ki t / sbi n are accessible by regular and safe
Ch shells. For example, binary executable program gnuplot for plotting and Ch program license.ch for
license information in CHHOVE/ sbi n are accessible to safe Ch shell and safe Ch scripts.
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215 Appletsand Network Computing

Cross-platform network computing in Ch is accomplished using a safe shell. A data stream, transferred
through the WWW with a mime type extension .chs, is treated as a Ch applet and executed in safe Ch shell.
To perform network computing, both Web server and Web browser shall be setup to generate and recognize
Ch applets, respectively.

On-line documentation and demonstrations of cross-platform network computing in Ch for applications
in design and manufacturing are available on the WWW atht t p: / / ww. sof t i nt egrati on. com
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Library, Toolkit, and Package

Section described how to run a program with multiple files. This chapter will give details on how to
create library and software packages to run in Ch.

22.1 Library

Functions are building blocks for Ch programs. Functions could be either written by users or included
in libraries provided by some software packages. Many commonly used functions such as operations on
characters and strings, input and output operations, mathematical functions, date and time conversions, and
dynamic memory allocation have been included in standard libraries. Users don’t need to rewrite these
functions, what you need to do is to just call these functions from a standard library. To use functions
in a library, the program shall have preprocessing directive #i ncl ude to include proper header files of
the library. Header files are interfaces between the application programs and libraries. All the function
prototypes, data types and macros defined in header files provide the users with more facilities to construct
their application programs efficiently. For example, including the header file mat h. h in the C standard
library, a program can use all the mathematical functions such as sin(), and cos() declared in this header file,

C includes a large member of standard libraries that are independent of the host operating system. It sup-
ports operations on the floating-point environment which is defined in f | oat . h, mathematics in mat h. h,
input and output in St di 0. h, string handling in St ri ng. h, data and time in t i me. h, extended multi-
byte and wide-character utilities in wchar . h, etc. In addition to standard libraries in C, IEEE Portable
Operating System Interface (POSIX) Standard also provides a large member of libraries to promote porta-
bility of application programs across Unix system environments, such as operations on file system direc-
tory entries defined in di r ent . h, interprocess communication in f cnt | . h, semaphore mechanism in
senmaphor e. h,etc.

Most functions defined in C and POSIX standards are supported in Ch. In addition, Ch supports many
high-level functions such as 2D and 3D plotting functions defined in chpl ot . h and advanced numerical
analysis functions defined in numer i c. h, etc. The summary of the libraries supported by Ch is shown
in Table In Windows, the libraries windows.h and windows/winsock.h are also supported by Ch.
All the header files for libraries supported by Ch can be found in the directory CHHOVE/ i ncl ude and its
subdirectories.

Ch allows the users to add their own libraries. The components, such as function files, header files,
dynamically loaded library, and commands of a library could be placed anywhere in the file system, so that
it is important to make sure that Ch knows where these components are. As it is mentioned before, Ch
searchs the directories specified in system variables _fpath, _ipath, _Ipath, and _path for function files,
header files, dynamically loaded library, and commands, respectively. The descriptions and default values of
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Table 22.1: Library summary.

Header file Description POSIX Ch
aio.h Asynchronous input and output X X
arpa/inet.h Internet operations X
array.h Computational arrays X
assert.h Diagnostics X X
chplot.h 2D and 3D plotting X
chshell.h Ch Shell functions X
complex.h Complex numbers X
cpio.h Cpio archive values X
crypt.h Encryption functions X
ctype.h Character handling X X
dirent.h Format of directory entries X X
difcn.h Dynamically loaded functions X
errno.h Error numbers X X
fentlh Interprocess communication functions X X
fenv.h Floating-point environment X
float.h platform-dependent floating-point limits X X
glob.h Pathname pattern-matching types X
grp.h Group structure X X
inttypes.h Fixed size integral types X
iostream.h input and output stream in C++ style X
is0646.h Alternative spellings X
libintl.h Message catalogs for internationalization X
limits.h platform-dependent integral limits X X
locale.h Locale functions X X
malloc.h Dynamic memory management functions X
math.h Mathematical functions X X
mqueue.h Message queues X X
netconfig.h ~ Network configuration database X
netdb.h Network database operations X
netdir.h Name-to-address mapping for transport protocols X
netinet/in.h  Internet Protocol family X
new.h Memory allocation error handling in C++ style X
numeric.h Numerical analysis X
poll.h Definitions for the poll() function X
pthread.h Threads X
pwd.h Password structure X X
re_comp.h regular-expression-matching functions for re_comp() X
readline.h Readline function X
regex.h regular-expression-matching types X
sched.h execution scheduling X X
semaphore.h  Semaphore functions X X
setjmp.h Non-local jumps X X
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Table 22.1: Library summary (continued).

Header file Description C POSIX Ch
signal.h Signal handling X X X
stdarg.h Variable argument lists X X X
stdbool.h Boolean numbers X X
stddef.h Miscellaneous functions and macros X X X
stdint.h Integer types X X X
stdio.h Input and output X X X
stdlib.h Utility functions X X X
string.h String functions X X X
stropts.h streams interface X
sys/acct.h Process accounting X
sys/fentl.h Control file X
sys/file.h Accessing the file struct array X
sys/ioctl.h Control device X
sys/ipc.h Interprocess communication access structure X
sys/lock.h Locking processes X
sys/mman.h Memory management declarations X X
sys/msg.h Message queue structures X
sys/procset.h  Set processes X
sys/resource.h  XSI resource operations X
sys/sem.h Semaphore facility X
sys/shm.h Shared memory facility X
sys/socket.h Internet Protocol family X
sys/stat.h File structure function X X
sys/time.h Time types X
sys/times.h File access and modification times structure X X
sys/types.h Data types X X
sys/uio.h Vector I/O operations X
sys/un.h Unix-domain sockets X
sys/utsname.h ~ System name structure X X
sys/wait.h Evaluating exit statuses X X
syslog.h System error logging X
tar.h Extended tar definitions X
termios.h Define values for termios X X
tgmath.h Type-generic mathematical functions X X
time.h Time and date functions 