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INTRODUCTION COURSE
ABSTRACT

Title: INTRODUCTION TO THE HNS
INTEGRATED PACKET NETWORK (IPN)
Course No: D0020.5
Equipment: Overhead Projector
White Board .
Student Manuals
Duration: 5 Days/30 Hours
Format: 85% Lecture

7% Demonstration
8% Evaluation

Enroliment: 10 Student Max, 5 Student Min*

Prerequisites: ‘A familiarity with Networks and X.25 Packet Switching is
essential.

Description: This course introduces all of the major functional and

operational concepts of the IPN. System capabilities and
their adaptability to suit specific needs are also
addressed on an as-needed basis.

*HNS reserves the right to cancel a course for insufficient enroliment.

viiiE4256
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OBJECTIVES

On Completion of this Course the Student will be
able to:

1. Draw the hierarchy structure of the system; list the
functions of each of the blocks that comprise the system;
state how each of these blocks are interfaced and related
to each other.

2. State the minimum and maximum requirements of the
NCP, ASP, NOC, and PSN.

3. List the Network Services provided and what
Administrative functions are available; as well as explain
how to access and control these services/functions.

4. State what interfaces are available; what access
restrictions can be imposed; how a call is routed; what a
logical channel is and what its limitations are; how
cluster congestion is controlled.

5. State what data is downline loaded, what data is upline
dumped; and explain the procedures for loading and
dumping.

6. State the call establishment process including how the
X.121 addressing scheme is used; what access
restrictions are available; what the call records are and
how they are retrieved; and what statistics are maintained
by the system.

7. State what configuration capability and control are
provided by the system; what events are and where they
are sent; what System Control functions are in place in
the system; what System Monitoring and Debug
capabilities are provided by the system.

ixE4256
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INTRODUCTION COURSE
SCOPE

This course is intended to present only those
topics and concepts shown in the course outline
that follows and not the topics listed below.

Course Will NOT Cover:

* Engineering Concepts such as the detailed internal
structure of system hardware and software

* Network Performance Analysis and System Optimization

* Network Management, System Administration, Route
Optimization, and Network Topology Design practices

* VAX VMS, DCL, VAX System Management, CTOS, and
HNS Software

* System Installation, Maintenance, Detailed Operations and
Debugging

*The above concepts are addressed in follow-up courses, or through
your HNS representative.

xE4256
31-0CT-87
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COURSE INTRODUCTION
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3.0 SYSTEM ARCHITECTURE
3.1 System Features
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3.3 Supervisory Network (Supernet)
3.4 Reconfiguration and Network Growth
3.5 IPN Capacity
3.6 IPN Accuracy
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5.3 Performance Monitoring
5.4 Report Management
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TO THE HNS
INTEGRATED PACKET NETWORK

Day 1 Day 2 Day 3 Day 4 Day 5
. Course
9:00
am | Introduction (cont) . (cont.) (cont.) Data
Transfer
10:00 | Introduction System’ System Admin.
am | an Overview (cont,) Architecture |& Management (cont.)
11:00
am (cont.) (cont.) (cont.) (cont.) (cont.)
Noon L u n c h
1:00 | System Network
pm | Components (cont.) Services (cont.) (cont.)
2:00 Questions
pm (cont.) (cont.) (cont.) ‘(cont.) and
Answers
3:00 (cont.) (cont.) (cont.) System ‘Final Ex
pm _Interfaces am
3:45 R v e w Adjourn
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SWITCHING TECHNOLOGY
CHOICES

CIRCUIT SWITCHING

(TELEPHONE)
USERS
USERS
CIRCUITS (»)
B '/@
©— swrc 8 switeH (@)
A
@//
ONE LINE PER CALL

(POINT-TO-POINT)
*USETS E AND E' WOULD GET ““BUSY"" SIGNAL

MESSAGE SWITCHING
(TELEGRAM)

MESSAGE — | MESSAGE

PACKET SWITCHING

NETWORK

27502
10/24/87

MULTIPLE CALLS PER LINE

1-3E4256
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PACKET SWITCHING CONCEPTS

Operational Characteristics of
Switching Techniques:

Circuit Message Packet

Blocking Storage Queuing
One Line per Call Delay Variance Logical Multiplexing
Establishment Delay Packet Transit Delays

1-4E4256
30-OCT-87



Training Department
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Basic Transmission Operation Concept

O——0O—(

o [CATTCA2 T CAT]
“ TRANSMITTED
" MESSAGE

REASSEMBLY '

4 B

) RECEIVED >
MESSAGE
ATt TTA)

BT AR> T 281 ]
|' RECEIVED _ |

MESSAGE

(755 ) (A6 )7
-
om D
27503
TRANSMITTED
10/24/87 s |
1-5E4256
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PACKET SWITCHING CONCEPTS

A Typical IPN

NETWORK C
DTE OTE
NETWORK A
X25 DCEs
X.25
NODE NODE
X.75
NODE NODE NODE xo5] DTE
NODE NODE
X.75
NETWORK B
WHERE: IPN = INTEGRATED PACKET NETWORK
DTE = DATA TERMINAL EQUIPMENT
DCE = DATA CIRCUIT — TERMINATING EQUIPMENT
X.25 = CCITT RECOMMENDATION FOR DTE-DCE FORMATS/PROCEDURES
X.75 = CCITT RECOMMENDATION FOR INTERNETWORK CALLS
23917A
10/27/87
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PACKET SWITCHING CONCEPTS

Protocol Layering Concepts

DTE

PHYSICAL

CONNECTION

*_——-’

DTE
(HOST)

27504
10/24/87

1-7E4256
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DCE

INTERNAL NETWORK

PROTOCOL

DCE

PHYSICAL

X.25 FRAME & PACKET PROTOCOL

CONNECTION

DTE

‘-————’-

DTE
(TERMINAL
OR PAD)
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CCITT Recommendation X.25

DTE | DCE
\\

Y ~ ACCESS LINK @
x5

//, ‘

Access Link is Defined as a Path
from a User to a Node

514P235
23919
10/02/86
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PACKET SWITCHING CONCEPTS

CCITT Recommendations X.3, X.28, X.29

DTE
X.3 ACCESS LINK ASYNCHRONOUS
‘20 X.25 USERS

WHERE: :
PAD = PACKET ASSEMBLER/DISASSEMBLER
X.25 = PACKET MODE DTE TO DCE
X.28 = PAD COMMANDS AND MESSAGES
X.29 = PAD/PAD PROCEDURES
X.3 = PAD PARAMETERS

515P235
23920
10/02/86

1-9E4256
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CCITT Recommendation X.75

e Defines Protocol for Interconnection Between
Signaling Terminal Equipment (STES) in
Different Networks

e Defines Same Three Protocol Levels as X.25

e Additional Network Utilities to Specify PDN
Characteristics

1-10E4256
30-OCT-87
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CCITT Recommendation X.75

NETWORK A NETWORK B

@ INTER-PDN LINK @

NOTE: A & B MUST BOTH BE THE SAME TYPE
(i.e. PUBLIC OR PRIVATE)

23921
10/02/86
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CCITT Recommendatioh X.121

Ip Db D DX x X x x X X Xx XX

|
:<— DCC ——: N e NTN 7:
|
|
|

DEFINES INTERNATIONAL NUMBERING PLAN FOR PUBLIC DATA NETWORK ADDRESSING:

DNIC = DATA NETWORK ID CODE
DCC = DATA COUNTRY CODE
NI = NETWORK IDENTIFIER
NTN = NETWORK TERMINAL NUMBER

DNIC + NTN = INTERNATIONAL ADDRESS

23922 .
01/13/87

1-12E4256
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PACKET SWITCHING CONCEPTS

Open Systems Interconnection (OSl) Layer Designation

LAYER
APPLICATION | <— — — — — — — [ APPLICATION 7
PRESENTATION |<— —— — — — — — ] PRESENTATION 6
HIGHER LEVEL : -
SESSION  |e— — — — — — —s!  SESSION 5
TRANSPORT  |«— — — — — — —» TRANSPORT 4
PACKET LEVEL {[ NETWORK -] NETWORK |~ —] NETWORK |- NETWORK 3
FRAME LEVEL { LINK LINK LINK + LINK 2 Nfg\%(ﬂgK
HANDSHAKE LEVEL { PHYSICAL PHYSICAL PHYSICAL PHYSICAL 1
| |
519P235
23923
10/02/86

1-13E4256
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PACKET SWITCHING CONCEPTS

PACKET | __ _— — — — T T T | PACKET
LEVEL e T | LEVEL
PROCEDURES | e _ _ | PROCEDURES
FRAME | FRAME
LEVEL [— — = e — — LEVEL
PROCEDURES | PROCEDURES
SYNCHRONOUS
PHYSICAL CIRCUIT PHYSICAL
LEVEL I LEVEL

DTE (USER) ‘ DCE (SWITCHING NODE)

520P235
23924
10/02/86

DTE/DCE Electrical Interface
e  X.21 or X.21 bis (RS-232, V.35)
e Independent of Other Levels

DTE/DCE Frame Level Interface
° Link Access Procedures
° Does not Know about Virtual Calls

DTE/DCE Packet Level Procedures
e  Virtual Call Procedures

(Set-up, Maintain, Flow Control, Clear)
e May be End-to-End (DTE/DTE)

1-14E4256
30-0CT-87
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DTE/DTE Higher Level Protocol

e May Exist in PAD Software (X.3, X.28, X.29)
e Often a DTE Process to DTE Process Procedure
e Uses X.25 as a Framework

e May Use Data Qualified DATA Packets for
Control Information

1-15E4256
30-0CT-87
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Physical Level
GROUND
DATA DATA
TERMINAL | RECEIVE DATA CIRCUIT-TERMINATING
EQUIPMENT EQUIPMENT

- (DTE) TRANSMIT DATA | (DCE)

B RECEIVE CLOCK

B TRANSMIT CLOCK

EXTERNAL CLOCK

DATA SET READY
DATA TERMINAL READY
REQUEST TO SEND
CLEAR TO SEND
CARRIER DETECT
BUSY

522P235
23925
10/02/86

1-16E4256
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PACKET SWITCHING CONCEPTS

Levels of Protocol Headers

USER PACKET I FRAME

' | '

l LEVEL | LEVEL | HEADER :

: | | |
I FRAME

l I ; HEADER

| PACKET

| HEADER

DATA PACKET

I OR |

DATA QUALIFIED

OR
I

USER
PROTOCOL
HEADER

: DATA
| |
|

523P235
23926
10/02/86
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PACKET SWITCHING CONCEPTS

Data Transfer Across a Packet Network

—
USER LEVEL

LOCAL
DTE PACKET LEVEL

W= FRAME LEVEL

PHYSICAL LEVEL ? . ’ X.25 INTERFACE

X.25 INTERFACE {

FRAME LEVEL

LOCAL PACKET LEVEL

DCE —
NETWORK LEVEL

Network Level Protocol

¢ Intranetwork Protocol

524P235 e Transparent to End-User (DTE)
ocarss « May be Different in Each Network

1-18E4256
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PACKET SWITCHING CONCEPTS

Data Transfer Across a Network

NETWORK

LOCAL REMOTE
DTE  |'x25 X.25 DTE

INTERNAL
PROTOCOL
X.25
526P235
23928
10/02/86

1-19E4256
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PACKET SWITCHING CONCEPTS

Packet Mode DTE Layers of Protocol

DTE DCE
BACKBONE

HIGHER PACKET | FRAME FRAME | PACKET

LEVEL LEVEL | LEVEL [+ LEVEL | LeveL BACKBONE
4 PHYSICAL LEVEL (X.25) + BACKBONE
1 1 FRAME LEVEL (X.25) * 1
527P235 PACKET LEVEL (X.25)
23929 —_— — —
10/02/86 USER LEVEL PROCEDURES (X.29) -
1-20E4256

30-0CT-87
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MAJOR PACKET SWITCHING CUSTOMERS
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Name Date
GTE Telenet 1976
City National Bank 1978
Western Union 1978
RCA Cyclix 1979
Graphnet 1981
U.S. Government 1981
U.S. Air Force 1982
INMARSAT 1983
Uninet 1983
KEL 1985
Hewlett-Packard 1985
Federal Express 1986
Ford Motor Co. 1986
Autex 1987
MIGROS 1987
3M 1987
MOOR 1987

35M
iM
iMm
12M
8M
35M
iM
3M
8sM
iM
4.5M
45M

5M

S5M
.6M

iMm
2M

Application Features

Public X.25 Network

ATM Bank Network

Private Network

Public Data Network

Nationwide Telex Service
Classified Private Data Network
Missile Warning Bypass

Ship to Shore Voice-Data-Telex
Public X.25 Network

Private X.25 Commercial Network
Private X.25 Corporate Network
Integrated X.25 & Satellite Network
CAD/CAM Supernode

Private Network with Broadcast
Retail Chain Network

Multi Vendor 25 Corporate Network
IPN Distributor Support Network
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HNS’
PACKET SWITCHING HISTORY
WHY THE IPN?

®* Flexible System Size and Growth

® Local Storage Capability

® Processing and Switching Combined
® Distributed Memory

® Modular Growth

® Universal Card Types

¢ Fully Distributed Architecture

® High Reliability/Availability

1-23E4256
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THE SYSTEM

The System (as Defined by HNS) is Composed of all Entities that
are Transparent to the User. These Entities are:

NETWORK ConTRo PRociEsseR

e NCP-One or Two (vax)

NETWORK OPER. Comwsole
e NOCs - Minimum of 1; Up to 16 - «weresT8T/ons (c7)

ARUX. SERuIcE PRoc&sseR
e ASPs - Up to 2 per Node

PRCKET Swnyeurn G CeusTER .
e PSCs - as many as Required to Support Users and User Traffic

BrCk BovE Lk
e BBL - Typically no Less than 2 per Node

1-25E4256
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SYSTEM ARCHITECTURE
1.3.1
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SYSTEM ARCHITECTURE
BASIC SYSTEM COMPONENTS

USERS I
NCP
COMPUTERS
NODE TERMINALS
NODE \ USERS
NODE
—
[ NODE USERS
CLUSTERS
J |
| B 1
PSCs SPs
M -M
lo) (o]
D D
U U
L L
E E
S S i =
!T » -
i NODE
|
|
i
21875A
11/22/86
HOSTS
USERS
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SYSTEM ARCHITECTURE

BASIC NETWORK

CONFIGURATION

MASTER

MASTER: NCPA

DB

BACKUP

NCPB

J I

BACKUP
DB

NETWORK NODES

7
cpoo0 | [ asp e sueiseen GPI000_
SERIES II ‘ agg. SERIES I
l
ASP H
O
e CPo000 CP9000
SERIES 1 SERIES |l
L AV
N ﬁ '\
r
NOCs

SysTEH™ noC, P ¢ AsP

CowTROL
psC.

2548 e rupolk

10727187

1-28E4256
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~ SYSTEM ARCHITECTURE
EXAMPLE NETWORK TOPOLOGY

DEcrnET GETWEEH

THE rclP's 1s oPriowit
NCPA NCPB
l(.
0 1 0 1 @
o
NCPLNKBO #
)
NCPLNKA1 L A
| ( NCPLNKB1
NCPLNKAO
Y : Y
BBLNK1 WDC
%f B : 1 201
NYC-WDC (56 kbps T)

A BBLNK3
NYC-LAX
(56 kbps T)

BBLNK2 BBLNK4
NYC-SFO WDC-LAX
(56 kbps S) (56 kbps T)
Y Y
SFO BBLNK5 LAX
301 -t : > 401
SFO-LAX (9.6 kbps T)

TRUNK
SATELLITE

T
S

27596
10/27/87
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SYSTEM ARCHITECTURE
EXAMPLE NETWORK
PHYSICAL CONNECTIVITY

NCPA
0 1 0
LN | |

&

15
N . N
1
s
WD
1.

1
——
1

25

i AsP
C
15

=

540P235
24031
10/08/86
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SYSTEM SOFTWARE
IPN SOFTWARE ORGANIZATION

® NCP Software - Reawines » osoicnreg vyy,

— VAX/VMS Operating System
— INGRES DBMS
— NCP Software

e NOC Software

COomvERG T TECMH O-S.

— CTOS Operating System -zi¢ fProc,
— NOC Software

e Node Software

— PSC Software
e a) Switching
e b) Control

— ASP Software

1-32E4256
30-OCT-87
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SYSTEM SOFTWARE
RELATIONSHIPS

NCP
VMS
VAX ACCESS NCP
UTILITIES et SOFTWARE NOC
VIRTUAL
- NOC
COMMUNICATION SOFTWARE
P70
| |
ACCESS I !
! 1
D — | PSC, ASP

N | SOFTWARE |
R | | W
E M | |
s S -

[ X128

Prysica-L ,
VENDOR COMMUNICATION 06 noP rIC
(ACCIORIVER X 125" RETWEE
¢ARO
COMMUNICATION

Doten

Li

Lo

M, NODE
Fl 1 3
ASP .
SOFTWARE ’

v
DLL Q 0 COMMUNICATIONS

PSC
SOFTWARE

1-33E4256
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SYSTEM SOFTWARE
NCP
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SYSTEM SOFTWARE
VAX/VMS OPERATING SYSTEM

® Features:

— VMS - Virtual Memory System
— Disk Resident

— Byte Addressing Space

— Process Priorities

— Shared Data Images

— Resource Locking

— RMS File Management

— Gen Parms

® Functions:

— Virtual Memory Management

— Process Creation/Deletion

— Processor Scheduling

— Interprocess Communication

— Input/Output Services and Drivers
— Error Logging and Recovery

1-35E4256
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SYSTEM SOFTWARE
VAX-NCP RELATIONSHIPS

VMS ACCOUNTS:
INGRES SYSTEM
FILES: MANAGER

FILES:
“
NCP |
FILES: |
NCPOP.COM OTHER
ACCOUNTS
ETC. (APPLICATIONS)

23887A
11/22/86
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SYSTEM SOFTWARE
INGRES DATABASE MANAGEMENT
SYSTEM

* Relational DBMS from Relational Technologies Inc.
e |nstalled with and Accessed by NCP Software

e Features Include:

Alterable Disk Storage and Indexing Structures

Query Optimizer

Report Generator

PASCAL Interface (Allows Quel Embedding in PASCAL Files)
Concurrent Multiple Process Data Access

VMS Locks

Transaction Management Facility

Terminal Monitor

1-37E4256
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SYSTEM SOFTWARE
NCP SOFTWARE RELATIONSHIPS

VAX
VMS (OPERATING SYSTEM)
VAX
UTILITIES:
NCP
SOFTWARE
BUFFER
MANAGEMENT
ACCESS
-
r—————-—————
QUEUE | |
MANAGEMENT | |
| |
ERROR ' ASP, PSC |
HANDLING | SOFTWARE '
| |
| |
access | | |
«-— - . J
INGRES
DBMS » COMMUNICATION
ACC
DRIVER

22168A
11/22/86
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 SYSTEM SOFTWARE
NCP SOFTWARE FUNCTIONS

e Network Configuration Control

®* Performance Monitoring

®* Network Maintenance and Debugging
¢ Network Component Downline Load
® Network Statistics Gathering

e Call Setup Assistance

® Storage of Billing Information

® Network Operator Functions

1-39E4256
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SYSTEM SOFTWARE
NCP MODES

e Master

(s.0vE)
e Backup - All Network Services, Limited NOC Functions

® Reconciliation from Master to Backup Only

RECONCILIATION
MASTER = BACKUP
NCP NCP

22171

® Mode is Set by NCP Operator

Mode Conflicts Resolved by Demotion to Backup

1-40E4256
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SYSTEM SOFTWARE
NCP SOFTWARE STATES

1-41E4256

30-OCT-87

® Local
— NCP not Operational, VAX Running Under VMS

® [|nitialization
— Initialization Processes in Execution

® Qut-of-Service

— NCP Software Loaded, NCP Disconnected from the
Network

® In Service
— Fully Operational and Connected to Network

° N»CP Operator may Set/Modify NCP State from
NCP Console
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SYSTEM SOFTWARE
NCP SOFTWARE UNITS
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REPORT NCP DATABASE CONFIGURATION
GENERATION ADMINISTRATION ADMINISTRATION ADMINISTRATION
CONFIGURATION LoAD SOFTWARE SYSTEM CONFIGURATION
ACCESS OMINISTRATION PARAMETERS COMPILER
SR < SR
SUMMARY NCP
STATUS STATUS M A,f,\\’gé“,\;m Mgg‘gﬁy
VA MANAGEMENT MANAGEMENT VAX
E
u R
T R
| 0
NETWORK
L NETWORK OPERATOR INTERFACE MAETIORK R
T H
' A
E N
S D
NCP COMMAND SUPERNET LOG FILE L
MONITOR DUPLICATION DUPLICATION MANAGEMENT ]
=82;§)[R G
QuEUE
MGMT;
5 CALL CALL
STATISTICS NETWORK
MANAGEMENT M ANSAEgé’“‘;ENT y Aﬁi%‘émm NOTIFICATION
REMOTE DOWNLINE PAD UPLINE
VANAGEMENT LOAD MANAGEMENT LOAD
TRANSPORT LAYER
22170
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SYSTEM SOFTWARE
NOC

1-43E4256
30-0CT-87



IPN™

Training Department

SYSTEM SOFTWARE
NOC

NOC
SOFTWARE

27496
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SYSTEM SOFTWARE
NOC-CTOS

e Features:

— Real-Time Processing
— Multi-Programming Environment

® Functions:

— Event Driven Process Priority Scheduling

— Interprocess Communication and Synchronization
— Timer Management (Timeouts and TOD)

— Virtual Code Segment Management

— Printers Spooling

— Memory Management

1-45E4256
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SYSTEM SOFTWARE
NOC SOFTWARE UNITS

CT0S
SCREEN HANDLER BANNER/BROCAST HANDLER

U
S FORMS BANNER/
E > PROCESSES BROADCAST
R PROCESSES

MESSAGE

HANDLER

TC
DISCONNECT
“ ADMINISTRATOR

TRANSPORT SERVICES

TRANSPORT SERVICES PROCESSES
(X.25 LEVELS [, 1I, AND 1)

v

X.25 GATEWAY PROCESSES
(L1. L2, L3)

i

24520 l

NETWORK

1-46E4256
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SYSTEM SOFTWARE
NOC OPERATOR INTERFACE

1-47E4256
30-0CT-87

Menu Driven

Forms Based

Tree Structured

Soft Function Key Operation
Local Data Validation

X.25 Network Interface
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SYSTEM SOFTWARE
NOC SOFTWARE FUNCTIONS

1-48E4256
30-OCT-87

Provides Operator to Network Communication

Provides Operator Access to Complete Network |
via:

— Operator Management

— Configuration Definition

— Database Management

— Network Status Monitoring

— Component State Control

— Statistics Viewing

— Debug Functions (Route Simulator, Call Records)
— Report Generation |
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SYSTEM SOFTWARE
NOC FORMS EXAMPLE

Network Operator Console “ NOC Software Versn :MEQ 7/17 Spn
Operator Name/Type @ /8
Horking || NCP Name/Mode :NPR L/
4:38:27 Pl flessage || Online Config :PSISTRAT
Fri Jul 26, 1985 [@s3j | Log On Connctd Confg/Reces: EPHDB . /CHRNGE

-MAIN N Quick Access - Main Selection Menu
—3 LGN =3 (PR BT
Logon/off the NCS flenu of Operator Management
b == foras
— ONEMRT o L 2:
Menu of Configuration Menu of Report Generation
==3 [anagesent foras =3 forss
NI |1
E Flenu of Network Management
foras

—= NI CONFE BOCST MSS
f4 | MNenu of Network Config Display Broadcast messages
== entry foras == received froa the NCP

FEE HEED BB

24521
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SYSTEM SOFTWARE
NOC TREE STRUCTURE

Network Operator Console | NOC Software Uersn :M€Q 7/17 Spa
Operator Name/Type :NXC4 /@
Horking || NCP Name/Mode # : iR
4:38:27 P fessage || Online Config :BEISTAAT
Fri Jul 26, 1985| [u87) [@s%) [@5%) | Log On | Connctd Confg/Reces: EPR /CHAGE

-HELP- fenu Fora Tree Structure
— (Logon)” - Stats
— CoapDet |
— GenDet | [ =
— Confgligat |- Sua Eora Selection
- |- Eventhigat
— NetCntl Mark = ..
— Distgligat
— Netfigat — . MEM 13 I T
~ Debug MiaPatch §F2 : . ... ...
Oainfleny —— f3 e,
' 1L T
— IntConp CompOver |l f5 —
— NetConfg —— {
— NetlUser Tpad L
L Hpad - '
— Operfigat — Acces 1120
— SysParas
| otéen ~ForGWDef
f18 : Highlight
displayed
— (Bdcstfisgs) Fora/Menu.

24522
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SYSTEM SOFTWARE
PSN
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TIPNDTM
SYSTEM SOFTWARE
PSN SOFTWARE

e ASP Software

e PSC Software
— Switching
— Network management DTE

e Downline Loaded from NCS

1-52E4256
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SYSTEM SOFTWARE
ASP FUNCTIONS

® Downline Load of Operational Software and
Configuration Data for PSCs

— Fast Local Load - 2 ™ 3 HinuT$S
— Remote Downline Load

® Upline Dump of PSC Memory
e Call Setup Address Resolution

e Retention of Call Records/Stats/Events

PRocRnmmABE Minw = T0 M0
MAY = g

® Access Restriction Mechanisms

1-53E4256
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SYSTEM SOFTWARE
ASP SOFTWARE UNITS

MiB

i M -PRo C, MoOULPE -

SYSTEM INTERFACE

OPERATING
ASP APPLICATION SOFTWARE —>] SYSTEM
- DLL SERVERS (RMX)

- ASP-NCP FUNCTIONS
- CLUSTER CONTROL

- DISK DIRECTORY MANAGER ¢ ) RMX
EXTENSIONS

A A

PM-DISK HANDLER INTERFACE
DM = DiSKK IWTER FACE

MHopuLiE
Y Y
DIM OPERATING
CONTROL [ ——> SYSTEM
DISK (RMX)
HANDLER
RMX
1 XTENSIONS

BASIC 1/0 SYSTEM (BIOS)

24524 I ,

DISK

1-54E4256
30-0OCT-87



IPN™

Training Department

SYSTEM SOFTWARE
PSC FUNCTIONS

e Packet Switching and Routing -
e Call Establishment

e Call Reconnection and Rerouting
e Call Recording

e Performance Recording

o Network User Interfacing

¢ Redundant, Fail-Safe Operation

1-55E4256
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SYSTEM SOFTWARE
PSC SOFTWARE UNITS

INTRA-PSC INTERFACE

PM PACKET SWITCHING SOFTWARE PM
(MIB PHYSICAL LEVEL. LINK LEVEL, AND PACKET LEVEL) (’R,DC
' MOOULE
NETWORK MGMT DTE
TRANSPORT LEVEL STARTUP SOFTWARE
0.S.
RMX
APPLICATIONS
- DATA RECONCILIATION '
- EVENTS RMX EXTENSION
- STATS/STATUS
- CALL RECS
- CALL SETUP REQS
- NCS COMMAND/RESPONSE CLUSTER
CONTROL
A
LM ~up 703 0. y
wNe MODULE
INTERFACE CONTROL
MoDULE
g PORTS/LIM
> LIM LEVEL 1. 11, Ill SOFTWARE

24524A
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INTEGRATED
PACKET SWITCHING
NETWORK SYSTEM
FEATURES AND FUNCTIONS
1.3.2
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IPN GENERAL FEATURES

e Network Control Provided via NCS

e Powerful 16-Bit CPU Processors

e Distributed Memory Microprocessor Architecture
e High Data Throughput and Switching Capacity

— 200 DPPS per PSC — BASED dw G5 ByTE PRCcKeETS
— 10 Call Setups/sec per ASP/NCP

e Multiple Protocol Support

e Online Maintenance and Debugging Facilities

e Redundant Fail-Safe Operation

e Cost Effective Modular Expansion and Sparing Capability

e (Centralized or Distributed Network Control

1-58E4256
30-0OCT-87
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1.3.2.1
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SYSTEM COMPONENTS
SYSTEM ORGANIZATION

THE SYSTEM

NETWORK CONTROL SYSTEM
(NCS)

218748 USERS USERS

1-60E4256
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SYSTEM COMPONENTS
PSC FUNCTIONS

® Packet Switching and Routing

e Call Establishment

e Call Reconnection and Rerouting
e Call Records |

e Statistics

®* Network User Interfacing

® 1-for-N Redundancy

1-61E4256
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SYSTEM COMPONENTS
NCS FUNCTIONS

¢ Network Configuration Control

® Performance Monitoring

®* Network Maintenance and Debugging
® Network Component Downline Load
® Network Statistics Gathering

e Call Setup Assistance

o Storage' of Billing Information

® Network Operator Functions

1-62E4256
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SYSTEM COMPONENTS
NOC FUNCTIONS

1-63E4256
30-0OCT-87

Provides Network Operators with Network
Configuration and Control Capabilities

Menu Driven
Soft Key Operation

Local Data Validation, Detects Most Operator
Errors

Provides Summary Information

Treated as Network Users, Therefore They can
be Distributed Throughout the Network
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SYSTEM COMPONENT
ASP FUNCTIONS

®* Downline Load of Operational Software and
Configuration Data for PSCs

— Fast Local Load
— Remote Downline Load

e Can Provide Upline Dump of PSC Memory to
NCP Upon NOC Command

® Provides Supervisory Network Services to
Lower Hierarchical System Components

— Address Translation*
— Access Restrictions*
— CREC/STATS/EVENTS Spooling*

* Enhanced Mode Only

1-64E4256
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THE USER
1.3.2.2

1-65E4256
30-OCT-87



IPN™

Training Department

THE USER
SYSTEM INTERFACES

1-66E4256
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PRIVATE
NETWORK

PRIVATE

DTE

(X.25 B
HOST) X.25
PRIVATE

DTE

X25 [t
TERMINALS) X.25
PRIVATE DTE
NON- —————
x.25 | X2 X.25
rosT | FEP

PRIVATE

DI S E—
(PADS) X.25
27497

X2%5 | g PUBLIC
GATEWAY X.25 NETWORK
X.25 PUBLIC
GATEWAY [ X7 —®1  NETWORK
X.75
PUBLIC
NETWORK
X.25
-
GATEWAY o
X 25 PRIVATE
X7 . GATEWAY NETWORK
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THE USER
SYSTEM INTERFACES

Interface Standards Supported are:

e X.25 (CCITT 1980)
A. Physical Level
1. RS-232C/V.24
2. V.35
3. RS-449 - Both RS-422 and RS-423 Electrical Levels

B. Link Level ,
1. LAPB, SLP, Modulo 8/128

C. Packet Level

e X.75
A. Physical Level
1. RS-232C/v.24
2. V.35
3. RS-449 - Both RS-422 and RS-423 Electrical Levels

B. Link Level
C. Packet Level

1-67E4256
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THE USER

VIRTUAL CIRCUIT
USER NETWORK
A - “
\
\
AN > USBER
(VIRTUAL
CIRCUIT)
19609A
Two Types:

e Switched Virtual Circuit (SVC)
® Permanent Virtual Circuit (PVC)

1-68E4256
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THE USER
ROUTING

e Utilizes “Shortest Path First” Concept

® Routes Optimized According To . . .
Data Link Capacity‘ - “Remaining Capacity”
Propagation Delay - “Relative Length”
Data Link Class (e.g., Satellite) Classes 1-16 Cost

® Fixed Routing Achieved by Adjusting Route Parameters via
the NOC

® Determined by PSC on Which Call Originates (Source
Routing)

1-69E4256
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THE USER
ADDRESSING

e CCITT X.121 Formats (DTE-to-DTE)

1) DNIC - NPA - NXX - YYZZ
or
2) DCC-N-NPA-NXX-YYZZ

® Format Key

— DNIC = Data Network Identification Code
— DCC = Data Country Code

— N = National Number

— NPA = Area Code

— NXX = Exchange

— YY = Extension

— ZZ = Optional Subaddress

® Optional Mnemonic Addressing
— 8 Character Mnemonic “Access Code”
— Optional “User ID”
— Inserted into Called Address of Call Request Packet

1-70E4256
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THE USER
LOGICAL ADDRESSING

Address Translation Table

Access Logical Address Physical Address
Code (X.121) - (INA)
FRED 3999 303 424 8800 201 3.5 1.1
ETHEL 3999 303 424 8801 201 3.5 1.1
LUCY 3999 303 424 71XX 2022131 _ Hggﬁ,
RICKY 3999 303 424 72XX 202 2.1 3.3 wEpre
ASP 201 3999 303 200 0001 201 4.1/0.0 it o #
NCcPA&O 3999 303 100 0001 201 ?.2» ;1" + poge 2
NOOE 4
TS DCE EXAMPLEP 295 StoT &

of PM

1-71E4256
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THE USER
WHAT CAN BE CALLED ?

Port Users can Call the Following Entities :
e Individual X.25, PAD, or X.75 User Ports; (Foreign Network)

e Load Leveling Groups of X.25, PAD, or X.75 User Ports.

e X.25 Gateway to Foreign Network User or for Transit of
Foreign Network

Note: It is not Possible for the User to Place Calls to Entities such
- as Nodes, MIB’s or Backbone Links, Although User Calls do Pass

Through These Facilities. Network Management DTEs may |

Establish Such Calls for Monitoring/Troubleshooting Purposes.

1-72E4256
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THE USER
CALL ESTABLISHMENT

® The Network Connects a User Call After the
NCS Validates:

— Mnemonic Address (Access Code)
— User ID
— Access Restrictions (Source, Destination)

— Subscription Parameters
(Reverse Charge Acceptance, Fast Select)

1-73E4256
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NETWORK SERVICES
1.3.2.3
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SYSTEM SERVICES
SYSTEM FUNCTIONS

SYSTEM
SERVICES SYSTEM

e \amme— ADMINISTRATIVE FUNCTIONS

NCS <<

-
: NOCs
|
|

!

NETWORK

PSCs

DATA TRANSMISSION
FUNCTIONS

24525
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NETWORK SERVICES

e Network Services Provided Within Network
Control Include:
) Fog . i
— Call Setup Assistance Call Establishment

— Call Records for Billing Purposes -sgw0 v wcP By PsCs

— Statistics Collection for Performance Monitoring -séwv 0 <P}
61 CONEICuRRBLE (UTERVAL

— Network Downline Loading via the(Supernet) i
(Transparent to the User) SUPERVISCRY W ETWORK

— Network Upline Dumping of ASP or PSC Memory Images
Provided for Debugging Purposes.
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NETWORK ADMINISTRATIVE
FUNCTIONS
1.3.2.4
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NETWORK ADMINISTRATIVE
FUNCTIONS

® Provided by Combination of ASP, NCP
Processes, NOCs and the Supernet.

® NOC Initiated

® These Functions Include:
— Configuration Definition and Management

— Event and Alarm Signaling |
— Network Status

— Network Component Control (Reset, Restart, and State
Control)

— Network Maintenance

— Reports

1-78E4256
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SUPERVISORY
NETWORK
1.3.2.5
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SUPERVISORY NETWORK
SYSTEM ORGANIZATION

THE SYSTEM

NETWORK CONTROL SYSTEM

NETWORK -(PSNs)
PSN PSN PSN

IPSCa] h PSCm " [Pscm

NODE X NODE Y NODE Z

USERS USERS

21874A

USERS USERS
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SUPERVISORY NETWORK
EXAMPLE NETWORK TOPOLOGY

NCPA NCPB
0 1 0 1
' NCPLNKBO
NCPLNKAT L
NCPLNKAO ( NCPLNKB1
NOC NOC
yy Y
PSC] Lesc]
NYC BBLNK1 wDC
101 [ - 201
| NYC-WDC (56 kbps T)
AP ASP]
A BBLNK3
;. NYC-LAX
(56 kbps T)
BBLNK?2 BBLNK4
NYC-SFO WDC-LAX
(56 kbps S) (56 kbps T)
Y Y
SFQ BBLNKS LAX
301 |- — 401
= -LAX (9.6 kbps T) Fsp
27597
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SUPERVISORY NETWORK
EXAMPLE NETWORK
PHYSICAL CONNECTIVITY

.Y
Z

24031
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SUPERVISORY NETWORK
LOGICAL CONNECTIVITY

The Supervisory Network Configuration below has a Good
Balance of Connections (and Possibly Traffic) Between NCPs,
Among NCP Ports, and Among ASPs.

NCPA0  NCPBO NCPA1  NCPB1 NCPA1  NCPBt NCPBO  NCPAO

P T S St T P P T T S S T T P
ASP ASP ASP ASP
NYC WDC SFO LAX
4.1 4,1 41 . 4,1

A A A A A * A

P S S P P S S P
z\S{g PSC PSC PSC
WDC SFO LAX
23940 3,1 3,1 3.1 3.1
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SYSTEM COMPONENTS
2.0
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SYSTEM COMPONENTS

SYSTEM COMPONENTS

NCP NOC NODE
[ — 1
ATP PSICs
| ] | I l I
PM DIM DISK PM LIM(s)

SUBSYSTEM

24527A
10/24/87

2-2E4256
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SYSTEM COMPONENTS

PSN(s)

:

RACK(s)

CHASSIS
« STANDARD «P6¢C
« STORAGE = R&P

o LIM(s)

24 PoRTS | 8 ForRT
9724(s) 9708(s)
* PM e SELF-CONTAINED
e 1-3 LIMs UNIT
« 1/0s £5232 lew)’

INTELLIGENCE UNIT
o DISPLAY

e MEMORY

* 8086

* 10

24528A
10/28/87

TOWER UNIT
* 10 MBYTE
¢ POWER SUPPLY
e 8 FLOPPY
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ASP(s)

CHASSIS ASP CLUSTER

* STORAGE * PM o CONTROLLER

]ed { « 20 MBYTE
: DISK DRIVE
NCP(s)
VAX 8600 1/0 BOARDS PERIPHERALS
VAX 8800 o OMF 32 « HARD COPY TERMINAL
VAX 11/750 « ACC BOARDS * CRT CONSOLE
VAX 11/780 « EVENT PRINTER
VAX 11/785 « REPORT PRINTER
MICROVAX o DISK SUBSYSTEM
o TAPE SUBSYSTEM
NOGC(s)
1 8
WS |
NGEN
« DISPLAY
I « 1 MB MEMORY
80286

24 MB HARD/FLOPPY
POWER SUPPLY = @,
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PSN COMPONENTS

WHAT IS A
PACKET SWITCHING NODE?

27499
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PSN COMPONENTS

ANSWER:
A NETWORK OF CLUSTERS pLkE

60
cf"’”ﬂ g

JOMB/SEC SERipL Buss

W/ééé

pestiun™”

B
102487

®

®

®
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CLUSTER A CLUSTER N
PM PM
ums) | * °° DIM

<MESSAGE INTERCHANGE BUS (MIB)>

135268
10/26/87
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“A NETWORK OF CLUSTERS”

MiB A

|
| ® & ® |
B ;
MiB B P

l MIB B

9

24529
11/23/86

22222222
---------
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PSN COMPONENTS
WHAT ARE THE PHYSICAL
BOUNDARIES OF A NODE?

® A Node is Comprised of 1 to 2 Racks of up to 4
Chassis Each

® All Clusters in the Chassis can Communicate
Over a Common High Speed (10 Mbps) Serial
Bus Called the MIB (MESSAGE INTERCHANGE
BUS)

® There are Two MIBs, A and B
® A Node is a Single Geographical Location/Site
* [f a Node Initially Configured as a Single Rack

Node with X Chassis, it can Easily be Expanded
to a 2 Rack Node with X + 4 Chassis

2-9E4256
30-OCT-87
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PSN COMPONENTS
WHAT ELEMENTS COMPRISE
A NODE?

STANDARD
CHASSIS
(MAX 4 per RACK)

STORAGE
CHASSIS ;
(MAX 1 per NODE)

RACK (MAX 2 per NODE)

25530A
10/26/87

2-10E4256
30-OCT-87

® & ¢ o o 0 0o o o o

STANDARD CHASSIS

MHB ~ MurTt MASTER §BLsO

Power Supplies (4 per Chassis)
Processor Modules (1 per Cluster)
LIM (1-3 per PSC)

1/0 Modules (1 per PM, LIM, DIM)
MMB Jumpers (1 per LIM)

MMB Terminators (2 per Cluster)
1:N Redundancy Cables

(Cluster Sparing, Max. 1 for 11)
BRCs (2 per Chassis)

sg
$ %g
R STORAGE CHASSIS
Standard Power Supplies (2 per Chassis)
Storage Power Supplies (Max. 2 per Chassis)
PM (1 per Disk Cluster-ASP)
DIM (1 per ASP)
1/0 Modules (1 per DIM)
MMB Jumpers (1 per DIM)
MMB Terminators (2 per Chassis)
BRCs (2 per Chassis) '
Disk Controller (Max. 2 per Chassis)

Disk Units (Max. 2 per Chassis, 20 MBytes Ea.)
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TYPICAL NODE CONFIGURATION

f(— - 7
| BRC BUSED MIB A & B 1] BRC
| ) Y S
‘ CLUSTER #1 CLUSTER #2 CLUSTER #3 | CHASSIS
| 4 CARDS 4 CARDS 4 CARDS ' #1
(I s S p—
l[— BRC BUSED MB A & B BRC
IR =: 5 U
S | 18] crmssis
| E CLUSTER #4 CLUSTER #5 CLUSTER #6 E #2
| 0 4 CARDS 4 CARDS 4 CARDS |
M M
| I
1 RACK L"‘"'B .- - - —_———— _I B
[__'A‘_—'—'__'_'_—_'—-__[ B
| BRC BUSED MIBA & B I'18RC
T S s 2
CLUSTER #7 CLUSTER #8 CLUSTER #9 l CHASSIS
I 4 CARDS 4 CARDS 4 CARDS |
| I
eJds -
|_ - —_-——— = = i |
|
| |sre BUSED MIB A & B ' BRC
| 7 V2 l
| CLUSTER #10 CLUSTER #11 l CHASSIS
2 CARDS 2 CARDS ASP #4
l PM/DIM PM/DIM I
|
[ — \)
TO POSSIBLE
- 2ND RACK AND
213498

ITIONAL 4 CHASSI
10126/87 ADDITIO CHASSIS

MIB
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PSN COMPONENTS
WHAT IS A CLUSTER?

® A Cluster is a Group of Intelligent Modules (PM,
LIMs, or PM, DIM) and Their Associated I/O
Modules that Communicate with Each Other
Within the Cluster over a 1 M Byte Sec. Parallel
Bus. This Bus is Called the MMB (Multimaster
Bus) whose “Length” is Configurable via MMB
Jumpers and MMB Terminators

® There are Two Cluster Types: PSCs and ASPs

e Cluster Configurations are Flexible and
Customer/Application Dependent

e A Minimum PSC Configuration is 2 Modules (1
PM and LIM), Whereas a Standard PSC
Configuration is 4 Modules (1 PM and 3 LIMs)

® There Must Always be a PM in a Cluster
Because it is the Cluster Master. LIMs and DIMs
are not Supported Within the same Cluster

2-12E4256
30-OCT-87
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PSC
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27547
10/27/87

MIB INTERFACE

T

PROCESSOR MODULE

MULTI-MASTER BUS

LINE
INTERFACE
MODULE

10
MODULE

LINE
INTERFAGE
MODULE

1T03IN
STANDARD
CONFIGURATION

10
MODULE

t 00 l
1708
RSz3Z ~ § PoRTS
V.35 - 2 PeRTS
RS9y q - 4 PoRTS
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ASP

(MIB INTERFACE)

!

PROCESSOR MODULE

MULTI-MASTER BUS

DISK INTERFACE MODULE

SASI INTERFACE

CONTROLLER

(20 M)
DU

245327 Ay
10/24/87
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PSN PROPERTIES
EQUIPMENT RACK

Standard 19” EIA
Contains Power Distribution and Cooling

Supports Up to 288 Lines Maximum (4 Standard
Chassis)

Dimensions - Height: 84” (213.4 cm), Width: 25”
(61 cm), Depth: 36” (91.4 cm)

Approximately 1000 Ibs Fully Loaded Weight -
225 |bs (102.3 kg) Empty

Power - 115 Vac Nominal Single Phase or
220 Vac Nominal Single Phase |

2-16E4256
30-0CT-87
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SINGLE STANDARD RACK NODE
LAYOUT FRONT VIEW

PANEL

CHASSIS

CHASSIS

PLENUM

CHASSIS

CHASSIS

BLOWER

PANEL

20027
08/22/85
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PSN PROPERTIES
COOLING SUBSYSTEM

HOT AIR

__ EXHAUST
@ @ / VENT
ﬁ ﬁ ‘CHASSIS #4
‘ ﬁ ﬁ CHASSIS #3

:
: ﬁ ﬁ CHASSIS #2
_ ﬁ (ﬁ CHASSIS #1

INTAKE \4 Y _ a, N
VENT f L‘.D _{Q ?SL)OWER UNIT
{ \

EQUIPMENT
AIR AIR FILTER

ENCLOSURE
SIDE VIEW

- PLENUM ASSEMBLY

FRONT

INTAKE
VENT

222222222
---------
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PSN PROPERTIES
STANDARD CHASSIS

e Supports up to 12 CP9000 Series Il Modules

— PM,LIM
— With I/O Modules

® Four Modular Power Supplies (Standard)

e Accommodates Up to 72 Lines Maximum (Using
8 Port RS-232C 1/O Modules)

e Up to 4 Chassis Per Rack

® Dimensions - Height: 14” (35.6 cm), Width: 19”
(48.3 cm), Depth: 26” (66 cm)

e Weight (Maximum) - Approximately 200 Ibs
(91 kg) Loaded

2-19E4256
30-0CT-87
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PSN PROPERTIES

MODULE | M |M|M|M|M| M |M|M|m|m|Mm MODULE
POWER o | POWER
suppLy |29 0(010j0 1010100/ O SUPPLY
p|/p|p|(p|p|D|D|D|D|{D|D|D
vju|lu|lu|u|lu|lu|u|ufu]ju|u
I T O TR U R TR O TR R A R I
E|(E|E|E|E|E|E|E|E|E|E|E
MODULE . MODULE
POWER | 1|2 |3 |4 |5|6 |7 |8 |9 ]10|11]12| POWER
SUPPLY SUPPLY

13413W2
16P156
08/30/85
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PSN PROPERTIES
STANDARD CHASSIS LAYOUT

(REAR VIEW)
EXPANDS BUSED — F—'—" EXPANDS BUSED
MIB B E) - C! MIB A
A=) HRAEFICT
» ' C
B B
R I/0 R
C MODULES c
] - (12) > R
CHASSIS :é C
BREAKER , -
12 eecccecsscssccsccse 1
LINE

CORD

20029A
11/22/86

2-21E4256
30-0OCT-87



IPN™

Training Department

PSN PROPERTIES
STANDARD CHASSIS MODULE PLACEMENT

BUS REPEATER CARD

POWER SUPPLY

POWER SUPPLY

MOODULE

/O MODULE 12

, LIM OR DIM MODULE 1

7O MODULE 11

LIM OR DIM MODULE 2

/0 MODWLE 10

LIM OR DIM MODULE 3

1/0 MODULE 9

, LIM OR DIM MODULE 4

1/0 MODWLE 8

LIM OR DIM MODULE 5

1/0 MODIWLE 7

LIM OR DIM MODULE 6

1/0 MODULE 6

LiIM OR DIM MODULE 7

/0O MODULE 5

LiIM OR DIM MODULE 8

110 MODULE 4

iiiiiiiiig

LiM OR DIM MODULE g

1#/0 MODULE 3

]
E

LIM OR DIM MODULE 10

/0 MODULE 2

LiIM OR DIM MODULE 11

110 MODULE 1

PM,

LiIM OR DM MODULE 12

BUS REPEATER CARD

A

POWER SUPPLY

MODULE

MODULE

105P224
01/24/86
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MIIA
yvYay

3ais
1HOMH

3ais
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INOWY .

POWER SUPPLY
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EXAMPLE - 2, 3, 4 CARD CLUSTERS

pes1S
P4 pne popassseo O ¢
& sw{

CHASSIS 1 2 3 4 5 6 7 8 9 10 11 12
SLOT #
PM | LM [ LM | UM | PM | LM | LM PM | LM | Pm | LM
CLUSTER
SLOT #
/V(MMB ID) 0 1 2 3 0 1 2 0 1 0 1
% Huk 19477A
gate  omem7
o v
L
2-23E4256
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STORAGE CHASSIS
(FRONT VIEW)

W\ W ' : '

STORAGE STORAGE
MODULE MODULE

A B,

ITMSOv
<rvuocow

ITMSO0v
<rovvcow

ITMEO0DT
<rvuvcow

MM MM

ITMS0OT
<r-ruvvuvcCcou

PM DIM PM DIM

. N N

ASP A ASP B
(A0) (B0)
201598
10/26/87
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PSN PROPERTIES
STORAGE CHASSIS
(REAR VIEW)

W W

}

CONTROLLER
MODULES

AN

u

TUWw W

| |
Il

M M [ MMM Mm M
"5’ STORAGE CHASSIS A BRC
REAR VIEW SASI /0
MODULES

102P235
17740A
11/22/86
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CP9000 SERIES Il
INTELLIGENT MODULES

® PM -Processor Module

e LIM -Line Interface Module

e DIM - Disk Interface Module
e pPSC =PM+ LM+ ...+ LIM

e ASP =PM + DIM

2-27E4256
30-OCT-87
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PSN MODULES
WHAT IS AN
INTELLIGENT MODULE?

e An Intelligent Module is a Microprocessor Based

2-28E4256
30-0OCT-87

PC Card of Which the CP9000 Il Packet
Switching Network has Three Types

PM - Processor Module
LIM - Line Interface Module
DIM - Disk Interface Module

An Intelligent Module is the “Opposite” of an 1/0
Module. 1/0 Modules are Supported/Driven by
PMs, LIMs, and DIMs and They are not
Microprocessor Based
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CLASSIC COMPUTER
ARCHITECTURE

HIGH-LEVEL

PROCESSING
(PM)

COMMUNICATIONS STORAGE

PROCESSING PROCESSING
(LIM) (DIM)

COMMUNICATION HARD DISK
PORTS STORAGE

13387A
11/22/86
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PSN MODULES
CP9000 SERIES Ii
PROCESSING POWER

INTEL 186 - Approximately 400 K Instructions per
Second 16 Bit Words

8 MHz

INTEL 286 - Approximately 800 K Instructions per
Second 16 Bit Words

6 MHz

MMB - 16 Bit Wide Parallel Bus 500 K Words
per Second Throughput

MIB - 10 Mbps Serial Bus - Ethernet Like
CSMA Type Access with CD
3000-4000 Packets per Second (50%)
Utilization

2-30E4256
30-0CT1-87
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PSN MODULES
PROCESSOR MODULE - GENERAL

The PM is used to provide general processing capabilities as
well as to serve as an interface to the Message Interchange Bus
(MIB). The main functional components of the PM are as follows:

® The Intel iIAPX 286 Microprocessor with its High
Performance 16-Bit Architecture

® Local Dual Ported Error Checking Correcting Random
Access Memory (ECC RAM) of 512 Kilobytes per PM

® Local Erasable Programmable Read Only Memory
(EPROM) of 128 Kilobytes per PM

®* Nonvolatile RAM (NVRAM) Storage of 256 Bytes per PM
e Dual Bused MIB

® |Intelligent MIB Controller (MIBC) for Interfacing to the
10 Megabit per Second MIBs

e Bused an Point-to-Point Debug Ports

®  Multi-Master Bus (MMB) Interface for Access to Other
Intelligent Modules in the Same Cluster

e Local Utility Timers, Interval Timers, and Time-of-Day
Clock

2-31E4256
30-OCT-87
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PROCESSOR MODULE

MICROPROCESSOR EP ROM DUAL
INTEL 128 kB MIB
80286 (4) 32K x 8 INTERFACE
MIBC
TIME OF ECC RAM DATA
DAY CLOCK 512 kB ENCRYPTION
DYNAMIC RAM
UTILITY AND
WITH INTERVAL TIMERS
ERROR CORRECTION
DEBUG NONVOLATILE RAM MMB
PORT 256 BYTES INTERFACE
e ]
JNVETORY 29;3—4

2-32E4256
30-OCT-87
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PROCESSOR MODULE

f [

Fit v12v
F12 5V
FI13 GND

0S2 FAULY

F14 sV

15 12v

DS3 MMB

0S4
HEX DISP

CLUSR

SELF
Mom
RESET

—Z03™m

PIPT

PORT

219024
22287
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PROCESSOR MODULE

U236
7 JUMPERS
FOR BUSED MIBA & MIBB
U234 7 JUMPE

U215 7 JUMPERS 10
SELECT EiTHER PT-PT

ORBUSEDMIBA & B

F1 4 12V AT 1 AMP
F2 5V AT 1 AMP

o S e R
us u3s us3
us [ [
- 3 vy ugs
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] u7 [I<'] ugs
‘ l U
ug U39 ug? 2
' H 82289
— v = :
o e
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1
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NUMERIC LED CODES

FOR LEVEL 0 DIAGNOSTICS

HEX
LED
Value

!

-
|

ﬁm00m>¢om~|mmhwn

24256
11/03/86

2-34E4256
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Processor
Module

Completed

RAM Test

ECC Test

EPROM Checksum

Timer 1 Test
Timer 2 Test

MMB Interrupts
NMI Logic Test
MMB Loopback
MIBC Test
NVRAM Checksum

Line Interface
Module

Completed

RAM Test

ECC Test

EPROM Checksum
DMA 0 Test

DMA 1 Test

Timer 0 Test
Timer 1 Test

MMB Interrupts
NMI Logic Test
MMB Loopback
SCC Test

NVRAM Checksum

Disk Interface
Module

Completed

RAM Test

ECC Test

EPROM Checksum
DMA 0 Test

DMA 1 Test

Timer 0 Test
Timer 1 Test

MMB Interrupts
NMI Logic Test
MMB Loopback
Disk Access Test
NVRAM Checksum
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PSN MODULES
NUMERIC LED CODES
FOR CLUSTER STARTUP

MoOE 2
PEX
LED Processor Line interface Disk Interface
Value Module Module Module
0
1 ROM User Job ROM User Job ROM User Job
2 Estab Server Link
3 Call for ULD
4 Perform ULD
5 Cali for DLL
6 DLL FRD and CSD
7 DLL Software
8 DLL Contig Data
9
A
B
c
D
E
F
24538

11/22/86
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30-OCT-87




IPN™

Training Department

PSN MODULES
NUMERIC LED CODES
FOR CLUSTER OPERATION

HEX
LED Processor Line Interface Disk Interface
Value Module Module Module
0
1
2 Unswitched
3 Switched
4 Non-MPM
S Operational
6
7
8
9 RAM User Job RAM User Job RAM User Job
A Primary IS
B Backup IS
Cc Primary O0OS
D Backup 00S
E Primary Maint
F Backup Maint
24539
11/22/86
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PSN MODULES
LINE INTERFACE MODULE
(LIM) - GENERAL

The LIM is used to provide processing for up to eight serial communication
ports. These ports can be software configured to support various data
communication protocols. For this network, they will all be configured for bit
synchronous operation. The various functional capabilities of the LIM are as
follows:

2-37E4256
30-OCT-87

The Intel iAPX 186 Microprocessor with its High Performance 16-Bit
Architecture

Interval Timers, Internal Peripheral Interface, and Direct Memory Access
(DMA) Controller Integrated into the iAPX 186 Microprocessor Chip

Local Dual Ported ECC RAM of 512 Kilobytes per LIM
Local EPROM of 64 Kilobytes per LIM
NVRAM Storage of 256 Bytes per LIM

Eight Serial Communication Ports Driven by Intelligent Multi-Protocol
Serial Controller Chips

Serial Communications Capable of Supporting Asynchronous, Byte
Synchronous, and Bit Synchronous Protocols in Interrupt Driven Polled,
or DMA Modes of Operation (Port 0 is the Only One that has DMA)
Bused and Point-to-Point Debug Ports

MMB Interface for Access to Other Intelligent Modules in the same
Cluster

Local Utility Timer and Time-of-Day Clock
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LINE INTERFACE MODULE

MICROPROCESSOR ?thél
INTEL
80186 (2) 32K x 8
RAM
TIME OF 512 kB
DAY CLOCK WITH

ERROR CORRECTION

MULTI-PROTOCOL
SERIAL
CONTROLLERS
8 PORTS:
ASYNCH
BYTE SYNCH
BIT SYNCH

NON-VOLATILE RAM
256 BYTES

MMB
INTERFACE

13397A
11/22/86
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PSN MODULES
DISK INTERFACE MODULE
(DIM) - GENERAL

The DIM is used to provide processing for‘up to two Shugart
Associates System Interface (SASI) channels. The various
functional capabilities of the DIM are as follows:

2-39E4256
30-OCT-87

The Intel iAPX 186 Microprocessor with its High Performance
16-Bit Architecture

Interval Timers, Internal Peripheral Interface, and Direct
Memory Access (DMA) Controller Integrated into the iAPX 186
Microprocessor Chip

Local Dual Ported ECC RAM of 512 Kilobytes per DIM

Local EPROM of 64 Kilobytes per DIM

NVRAM Storage of 256 Bytes per DIM

Ability to Interface with Two SASI Channels

Bused and Point-to-Point Debug Ports

MMB Interface for Access to Other Intelligent Modules in the
same Cluster

Local Utility Timer and Time-of-Day Clock



IPN™

Training Department

PSN MODULES

DISK INTERFACE MODULE

SASI
INTERFACE

2 PARALLEL
DISK CHANNELS
A&B

MICROPROCESSOR ROM
INTEL 64 kB
- 80186
RAM
TIME OF 512 kB
DAY CLOCK WITH
ERROR CORRECTION
DPEOBAJS NON-VOLATILE RAM
256 BYTES

MMB
INTERFACE

13398A
11/22/86
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PSN MODULES

INTERFACE MODULE - LIM/DIM

DS1 LINES
FT1 +12v
FT2 +5V

FT3 GND

FT4 -5V
FT5 —12v

DS3 MMB

DS4
HEX DISP.

CLUSTER

SELF
MOM.

HLD
NOT USED

MMB
D

w

RESET 3

PT-PT
DEBUG
PORT

21901A
11/22/86
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Swi
SW2

SW3

U2 uz27 U51 ‘U
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u3 J[u2s ][ us2 ] w ol
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u7 | [u32 ][ use DRAMC )7
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U8 :&: usz CRYSTAL
U9 U34 U58
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e |3
v
74L8610 1
PAGE MAPPER g
W 8259 g
PIC A
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PIC 5 W3W4 Wau::]
u 8530
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8274 u NVRAM 8530
PT-PT & BUSED |8 SCC
DEBUG PORTS_| 8 '
U 1 8530
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8

AN CTWO=C

R N I

STRIPPED OUT
ON DIM

2 TRACES CUT
ON DIM

F1 1 AMP -5V

F2 10 AMP + 5V
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PSN MODULES
WHAT IS AN 1I/O MODULE?

® An I/O Module Provides a Physical Interface to
the PMs, LIMs, or DIMs and it is not
Microprocessor Based

® There are an Assortment of I/O Modules
Available to Suit Your Interface Needs. They

are:

RS-232C - 8 Ports, LIM Supported
V.35 - 2 or 4=2g#s, LIM Supported
RS-449 DTE - 4 Ports, LIM Supported
RS-449 DCE - 4 Ports, LIM Supported
SASI ' - 2 Channels, DIM Only

BRC - 2 per Chassis

2-42E4256
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PSN MODULES
RS-232C 1/O

MODULE - GENERAL

The RS-232 I/O module is used to electrically connect an
intelligent Line Interface Module with up to eight communication
lines each supporting an RS-232C interface. It contains four
Communications Line Controller (CLC) devices. Each CLC is a
VLSI device which performs the following functions:

2-43E4256

30-OCT-87

Data Transceiver Functions
Separate Transmit and Receive Baud Rate Generation
Send and Receive Function Signaling

Switch Control Functions to Support a 1-for-N Redundancy
Scheme used for Backing up Communication Lines
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PSN MODULES
RS-232C 8 PORT I/O MODULE

E — 0 PRIMARY
F — BACKUP

CLC ID SW S1

OPEN = 1
CLOSED = 0
LSB ON TOP

F1 —12v

F2 +12V —

!

CLOSED

1
2
3
4

LSB

MSB

CLC
12

CLC
3/4

CLC
5/6

CLC
7/8

P

0

R

pte oce LT

J ‘;j P

0

R

T

p

DTE DCE g
] u< T
P

0

R

|7

DTE DCE p
]
i

p

0

R

T

p

0

DTE DCE R
GICT !
0

R

T

B
/:J
F3 +5V
21895 ‘LL

3/4/86
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68 PIN PACKAGE

SYSTEM INTERFACE PRIMARY INTERFACE
] -

COMMUNICATION

LINE
CONTROLLER
CLC
MPSC INTERFACE BACKUP INTERFACE
b D E—

68 PIN PACKAGE

11117
11/22/86
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TWO - CHANNEL
V.35 1/0 MODULE - GENERAL

e Provides Two V.35 I/O Ports Using a Single Non-Standard 25-
Pin Connector per Port

e |/O Cable Converts from Non-Standard 25-Pin Module
Resident Connector to a Standard 34-Pin Block type
Connector

e Each Port Supports Full Duplex Operation

e Each Port Supports the Complete Set of V.35 Interchange
Circuits

e Each Pair of Ports Configurable as DTE or DCE

e DTE/DCE Configuration Selectable via Software Readable
Jumper Block

2-46E4256
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PSN MODULES
TWO - CHANNEL

V.35 1/0 MODULE - GENERAL (Cont.)

2-47E4256
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Provides Two Independent Baud Rate Generators per Port

A 3-Bit Send Function and 3-Bit Receive Function Register
Control and Monitor Modem Control Signals

Programmable Local Loopback Capability

Provides 1 for N Switching Capability

One Fixed Outbound Clock Line, One Fixed Inbound Clock
Line and One Selectable Inbound/Outbound Clock Line per
Channel Allows Implementation of all DTE/DCE Clocking

Electrically and Mechanically Compatible with AT&T DSU,
(Data Service Unit)
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PSN MODULES
V.35 1/0 MODULE
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o
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\L LSB/

CLC ID UPSIDE DOWN COMPARED
SwW TO RS-232C 1/0 MODULE

—
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PSN MODULES
RS-449 1/0 MODULE

(DCE & DTE Identical Layout)

A B B A
F__OUTF_ — IN — 423 422
us U9
u7 u18 J1 PORT 1/5
CONF2  CONF4
25
|| %2
P2 hP_3- FZ- -P_S‘ NORMAL | u26 v27
- 423 422
™ J2 PORT 2/6
F1 e - uss | | us
-5V
uss | |uar
CONFo  CONF4
_4% 422
)
uss | furo
CLC
1
P1 wel oo J3 PORT 3/7
Fp CONF2  CONF4
CJ+5v . -
2 §2
NORMAL | ueé U89
423 422
s B Bl B PORT 4/8
; CLC MSB U106 u107
sL1D Juss CONFp CONF

21450A
07/14/87
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PSN MODULES
SASI I/O MODULE - GENERAL

The SASI I/O Module is used to electrically connect
a DIM to a SASI bus. This bus serves as a
mechanism to allow the DIM to communicate with
an intelligent disk controller resident in a storage
module chassis. The SASI I/O Module supports
two SASI channels and can therefore connect to
two disk controllers. Each disk controller supports
storage modules (i.e., disk drives). The storage
modules are used with the CP9000 Series Il disk
clusters to implement ASPs. They utilize 5 1/4 inch
Winchester technology disks.
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PSN MODULES
SASI 1/0 MODULE

-
P2 1| P3 NOT SUPPORTED
SASI
J P4 1(CH. B
\
iD
P1 U46
(BLACK HEX ROTARY SW.) P5 cs}-? S}\
F1
+ 5V
F2
+5V
21899
3/4/86
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PSN MODULES
BUS REPEATER CARD - GENERAL

The Bus Repeater Card (BRC) is used to electrically
extend one bused MIB from one CP9000 SllI chassis
to another. In this fashion, all data flow on the MIB
of one chassis is extended ic the MIB of another
chassis, thereby enlarging the node.

2-52E4256
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S1 controls Whether the BDP is Extended to the
Next Chassis

S1 1 Not Used
2 Closed-Bused Debug Extended
3 Not Used
4 Not Used

U18 is a Socket Where a MIB Terminator is
Placed if the BRC is at the End of that Particular
MIB

Each Bused MIB that is Extended must be
Terminated at its Extreme Ends
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PSN MODULES
BUS REPEATER CARD

1+ v e F2 +5V AT 4 AMP
P2 12V 4[]
TP3 + 5V—tol
TP4 GND —f>-J
P1
Mo & 0P i e<4— F3 412V AT 4 AMP

“REFER T0 NOTES T0 BELOW § ~N
GREEN = OK F1 —12V AT 4 AMP
RED = FAULT
BUSED MIB TERM
TERM. JUMPER
TOP 2 TERM.
BOT. 2 NO TERM. NO TERM
mBasop )|
CONNEGTOR
NOTES: S2 IS NOT USED
21897 ST USES ONLY SWITCH #2
02125187
1 1
FOIL SIDE OF BOARD ——~2 2
y 2
S2 CLOSED BOP 52 OPEN BOP
IS NOT EXTENDED IS EXTENDED
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PSC
REDUNDANCY
2.1.3
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PSN SWITCHOVER
LOGIC PSC SPARING

In General, a Spare is a Cluster that is Ready to Fill
in for any Failed Cluster in a Designated Group.
Some Terms Used to Discuss Sparing are:

Redundancy Group
Primary Cluster
Backup Cluster

1-for-N Bus

Switch In/Out

Health Check Message

2-55E4256
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PSN SWITCHOVER LOGIC
PSC SPARING

MIB
< HEALTH CHECK MESSAGES J>

PRIMARY BACKUP
CLUSTER CLUSTER

1-N SPARING BUSES ' j

}. . .; (2 CHASSIS BOUNDARY LIMITATION)

COMMUNICATIONS LINES

Oerdu LT
12225A
W2 PRRnMETERS HiguTi CHE(K HEC. TIMER ~ Sns
u €r 7 IWTERVAL ~y0 JEC

NUMER oF HM5G. BLlowED VO Miss 3
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PSN SWITCHOVER LOGIC
REDUNDANCY GROUP

PRIMARY CLUSTERS

LIM

1/0 MODULE

SPARE CLUSTER

LIM

LIM

/O MODULE

| VO MODULE

=]

DTE/DCE

13404A
11/22/86
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< 1-N BUSES
DTE/DCE

NO DTE/DCE
CONNECTION
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PSN SWITCHOVER LOGIC
PRIMARY PSC FAILURE DETECTION

A Backup Cluster will Spare for a Primary when it
Determines that Primary is not Fully Functional.
The Two Mechanisms by which the Backup can
Detect this are: | |

® Health Check Messages not Received on the
MIB from its Primary PSC(s)

® Bad Health Check Message Received by PM
from its Primary PSC(s)

e WoC OPERGTOR FORCES B SwiTCHOVER
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PSN SWITCHOVER LOGIC
PSC BACKUP SWITCH-IN

When the Backup Deems it Necessary to Switch in,
it will: |

® Restart and Downline Load the Software and
Configuration Data for the Primary PSC that it is
Switching for and Generate a “Cluster Startup”
Event

® Send the CLC ID Over the Backup Bus for the
- Primary it is Going to Switch-In for

e Start Operating as the Primary Would, and Send
a “Cluster Operational” Event

2-59E4256
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PSN SWITCHOVER LOGIC
WHEN BEING SWITCHED OUT
A PRIMARY WILL:

e Restart and Downline Load its Own Software
and Configuration Data

e Establish and Maintain Connections to NCS
Servers '

e Accept Calls for Normal Control, Monitor, and
Debug Functions

e Send Summary Status to its NCP

e Check its CLC to See if it has been Switched
Back In

e |t Stays Functionally Online but Regarding User
Traffic it is Offline

2-60E4256
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PSN SWITCHOVER LOGIC
PSC SPARING
CONFIGURATION RULES

® Sparing is Performed on a per Cluster Basis

o A Redundancy Group must be in the Same
Chassis or in Two Vertically Adjacent Chassis
(1&2, 2&3, 3&4)

® Sparing can only be Performed Between
Clusters that are Configured on the Same
1-for-N Bus -
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PSN SWITCHOVER LOGIC
PSC SPARING CONFIGURATION
RULES (Cont.)
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The Power must be Turned Off when a PSC is
Added to a Redundancy Group or when a
Redundancy Group is Added to a Node

The CLC Addresses for all LIM’s I/Os in a
Cluster must be the same. The CLC IDs for
Each Primary PSC must be Different in the same
Redundancy Group

The CLC ID of a Backup Cluster Must be 15,
Primaries can be O-E Hex

The Backup Cluster must be Set in Service at
the NOC in Order for it to Spare

The Backup Cluster must be a Superset of all
the Clusters in the Redundancy Group
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PSN SWITCHOVER LOGIC

THE PM/LIM HEX DISPLAY

INDICATES THE CLUSTER
SPARING STATE

PM
LED | Indication
A Primary in Service
B Backup in Service gy W2
C | Primary Out of Serviceé o M
D Backup Out of Service ;",ﬁgﬁb o

LM

LED | Indication

Not Used in Backup when Switched
Unswitched

Switched

W N =M

24541
11/23/86
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PSN SWITCHOVER LOGIC
CALLS ON BBLS
DURING SWITCH-OUT

e (Calls in Progress will be Dropped Back to the
Source, and Reconnected if Possible via an
Alternate Link

e Future Calls will be Routed Through the
Switched-In Backup
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PSN SWITCHOVER LOGIC
CALLS ON EDGE CLUSTERS
DURING SWITCH-OUT

¢ Calls in Progress will be Disconnected. Calls
must be Reestablished

® Future Calls will be Routed Through the
Switched-In Backup
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WHEN AUTOMATIC
SWITCHOVER OCCURS:

e Users Whose Source Cluster Switched Out
Complain of Disconnection

e Other Users will Generally not be Aware that
Anything Happened

2-66E4256
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PSN SWITCHOVER LOGIC

THE NOC OPERATOR HAS
- TWO SOURCES OF

SWITCHOVER INDICATION

e “Cluster Restart” and “Cluster Operational”
Events will be Sent

e |nthe Case of a Switched-In Backup, the Event
Object Type Code will Show up as BCLST
Rather than CLSTR

e Summary Status Monitoring will Indicate
Whether a Cluster is Switched In or Out
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PSN SWITCHOVER LOGIC
NOC OPERATOR CONTROL

® The NOC Operator can Force the Spare to
Switch In or Out, or to Spare for a PSC other
than the one it is Currently Switched in for when
Necessary
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CONFIGURATION RULES
SUMMARY
2.1.4
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CONFIGURATION RULES
SUMMARY
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Logical Elements

System

Node(s)
NCP(s)
NOC(s)

Network

Nodes Connected by Backbone Links

Node

All Clusters on a Single MIB

Cluster

Comprised of Intelligent Modules and I/O Modules
Two Types: PSC(s) and ASP(s)

PSC

PM
1-3 LIM(s)
One I/O per LIM (RS-232, V.35, RS-449)

ASP

PM

DIM

SASI
Controller
Disk Unit

Spare PSC I/Os
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CONFIGURATION RULES
SUMMARY

Physical Elements

1. Racks
e One or two Racks per Node
e Racks must be Adjacent -w: w30 cAELE LeweTH
® One to four Chassis
e Ventilation Plenum Between Chassis 2 and 3
® Factory Installed Blower

2. Chassis
a. Standard Chassis »

e Twelve Intelligent Module Slots (Front)

e Twelve I/O Module Slots (Rear)

e Two BRC Slots for 0 - 2 BRCs
— 0-Single Chassis Node (Standalone Chassis)
— 1-Single MIB
— 2 -Redundant MIB

e Four Power Supplies (DC)
— 1-for-3 Redundancy in Loaded Chassis
— One Supply per four Intelligent Modules.
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CONFIGURATION RULES
SUMMARY

Physical Elements (Cont.)

b. Storage Chassis

Four Intelligent Module Slots (Front)
Four 1/0 Module Slots (Rear)

Four Disk Positions (Front)

Two Disk Controller Slots (Rear)
Two BRC Slots (Rear)

Four Power Supplies

— Two for Disks

— Two for Modules

3. Intelligent Modules

e PM
e LIM
e DIM

4. 1/0 Modules
e One per LIM (RS-232, RS-449, V.35)
e One SASI per DIM
e BRC Extends Bussed MIB

5. MMB Jumper Block
e  One Jumper per LIM/DIM
e Two Terminators per Cluster

6. 1-for-N Cables
e Bus Length Limited to two Adjacent Chassis.
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OFFLINE
DIAGNOSTICS
OVERVIEW
2.1.5
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OFFLINE DIAGNOSTICS OVERVIEW
GENERAL

e Offline Diagnostics is a Software Tool Used to
Verify the Functionality and Integrity of the
CP9000 Series Il Hardware - PSN Components

¢ |tis Used not only as a Maintenance Device for
Debugging by Maintenance Personnel, but also
by Installation Personnel to Ensure Confidence
in the Hardware Before it is Brought Online

® The Offline Diagnostic Software Tool Provides a
Wide Variety of Commands and Tests which are
Used to Analyze and Troubleshoot Hardware
Problems to a Module and in many Cases a
Functional Block Level

e |s only run Locally at the Node and is Loaded via
the Point-to-Point Debug Port on any PM, LIM,
or DIM Using a Compatible PC in Conjunction
with a Terminal.
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OFFLINE DIAGNOSTICS OVERVIEW
CAPABILITIES

® The Offline Diagnostic Package (Diagnostic Task
Monitor, DTM) Provides the Following
Capabilities

— Exercises on PM, LIM, and DIM CPU; RAM; NVRAM;
MMB

— Exercises Module Specific Areas such as: MIB for PMs;
DMA and Line Tests for LIMs; Disk Tests for DIM

— Exercises Cluster Level Capabilities via Cluster Tests

— Exercises System Communications Capabilities via
System Tests

— Provides Error Messages upon Failure Indicating Failed
Area

— Provides Operational Status Information, Hardware Status
Information, and Error Reports

— Provides NVRAM Configuration Capability Important to
Network Operations/Configuration

— Relatively Easy to Learn
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OFFLINE DIAGNOSTICS OVERVIEW
COMMAND LISTING

There are 14 Different Commands and 59* Different
Subcommands

e CONTROL/STATUS COMMANDS
— Start
— Terminate
— Chain
— End Chain
— Ex Chain
— Report
— Reconfigure
— ERR

e MEMORY READ/WRITE COMMANDS
— Display -- Bytes
— Display -- Words
— Set -- Byte
— Set -- Word

e UTILITY COMMANDS
- ECC
NVRAM*
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AUXILIARY
SERVICE
PROCESSOR

2.2
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AUXILIARY SERVICE PROCESSOR
FUNCTIONS

e Downline Load of Operational Software and
Configuration Data for PSCs

® Fast Local Reload

e Upline Dump of PSC Memory to NCP

® Loads Data from NCP as Requested by its PSCs
e (Call Setup Assistance

® Spooling of Call Records/Statistics/Events.-whgn 8¢
LR 19 UNQORLABLE .
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AUXILIARY SERVICE PROCESSOR
FUNCTIONS

Downline Load

PSCs request pieces of downline load information from the ASP.
The ASP sends the pieces it caches on its disk to the requester.

If the ASP does not have a piece of information, it request it of its NCS server
and, when it arrives, both caches it and sends it to the requestor.

Change Notices and Reconciliation

The ASP receives change notices from its NCS server and checks them
against the information it is holding. If the change corresponds to held PSC
information, the ASP forwards the change notice to the PSCs it serves.

The ASP also checks the contents of its disk cache to be sure the pieces of
information are not obsolete or corrupted, and replaces those that are.

Upline Dump

PSCs starting up may send a memory image dump to the ASP. The ASP
stores these dumps (one per PSC) in a dump cache on its disk.

Certain control commands (discussed in the next subsection, “Network
Service Interface Functions”), transfer these dumps from an ASP to the NCP
or allow them to be examined by an NOC operator.
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AUXILIARY SERVICE PROCESSOR
FUNCTIONS
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Network Service Interface Functions
— Request network services from the NCS

— Forward information to the NCS

— Respond to NCP Commands.

Forward Information to the NCS
— Call records (duplicates)

— Statistics

— Summary Status

— Events

Responding to NCP Commands
— Report detailed status

— Set up an upline dump trigger

—~ Dump memory

— Patch RAM

— Change state

— Restart cluster
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NETWORK
CONTROL
PROCESSOR
2.3
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NCP
HARDWARE CONFIGURATION
AND PROCESSOR

Hardware Configuration - VAX 11/750

Depending upon the network size and the computer power
needed, various DEC VAX computers can be used in the Network
Control System. For this discussion of the Network Control
System, the hardware components of the VAX 11/750 are used for
the NCP of the system presented. The NCP VAX 11/750
configuration is shown in the following slide.

Processor

The processor of the VAX 11/750 is a 32-bit microprogrammed
processor. The VAX 11/750 includes the following hardware
- components:

8 kilobyte two-way set associative memory cache
8 byte prefetch instruction buffer

128 entry address translation buffer

24 kilobyte writable diagnostic control store
Time-of-year clock

Programmable realtime clock

Integral memory management

Optional customer-writable control store.
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NCP
TYPICAL CONFIGURATION

CHRONOLOGICALLY
LOGS NETWORK PERY@JETR
EVENTS |
COMMAND
CONSOLE v
& ERROR/STATUS CONé)(;LE
OUTPUTTING [ VAX
/ v 11/750 OR 11/780
6 Mb OR GREATER
REPORT BULK
GENERATION PRINTER X25
ACC -
/ _ X.25 THE
o NETWORK
BACKUPS
1y MAGNETIC
ARCHIVING TAPE
SYSTEM O
DISK
o VAX/VMS RA8O
( 121 Mb
APPL. DISK 6
. mGPREs
o NC
SOFTWARE \-J
196078
11/22/86
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NCP
MAIN MEMORY

Each VAX 11/750 is Configured with Six
Megabytes of Dynamic MOS Random Access
Memory. The Memory Features an Error
Checking and Correcting Scheme (ECC) Which
can Detect all Double Bit Errors and Detect and
Correct all Single Bit Errors.
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NCP
VAX CONSOLE

Each VAX 11/750 has an LA100-BA Send/Receive Hardcopy
Terminal to Function as a Console. The LA100-BA is a Desktop,
Microprocessor Controlled, Multifont Hardcopy Terminal. The
Print Speed is 240 Characters per Second. The VAX Console will
be used to Perform the Following Functions:

e Boot the Operating System and Application Software
® Run Standalone Diagnostics

e Control the Master and Backup Roles of the VAX 11/750 as
used in this System Application

e Perform VAX Maintenance Functions such as Backups,
Making Tapes, and Transferring Files Using the Digital
Command Language (DCL).
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NCP
PRINTERS

Hardcopy Printers are used on the VAX 11/750
as Implemented for each NCP of this System.
Each of These VAX 11/750s has a LA100-BA
Receive Only Hardcopy Terminal to Function as
an Event Printer. The Event Printer will Display
Events as Generated by the System. An LP32
Bulk Printer is also Provided to Permit the
Generation of Hardcopy Reports as Required.
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NCP
COMMUNICATION CONTROLLERS

Each VAX 11/750 is Configured with Several
Types of Communication Controllers. The
Following are Types of Controllers used in the
VAX System: |

e DMF 32

e ACC IF - 11/X.25 Synchronous Interface
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NCP
DMF 32 MULTIPURPOSE

COMMUNICATIONS CONTROLLER

The DMF 32 is an intelligent, high performance communication
controller which enables a combination of modems and terminals to
communicate with the VAX system. The DMF 32 uses Direct Memory Access
(DMA) mode and Buffers in the controller to permit fast data transfers and
reduce CPU overhead. It controls three basic interface types as follows:

a.

2-88E4256
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An eight line, asynchronous interface for operation with modems
and terminals. The eight lines can support speeds up to 19.2
kilobits per second each (full duplex). Two of the lines have
modem control and split speed capability. The other six lines are
for local terminal connections only. These lines may be used to
connect VT100 terminals to the VAX 11/750. These additional
terminals may be used to perform VAX operator functions as
outlined above.

A single line synchronous interface for connection to a
communication facility such as DECNET. This supports speeds up
to 19.2 kilobits per second with double buffered DMA, modem
control and support for both bit and byte oriented protocols. This
interface can be used to perform intercomputer file transfers with
remote VAXs (e.g., via DECNET)

A parallel interface for operating the LP 32 bulk printer.
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NCP
ACC IF - 11/X.25
SYNCHRONOUS INTERFACE
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Each VAX 11/750 will be Configured with Two Advanced
Computer Communications (ACC) IF - 11/X.25 Synchronous
Interface Cards. Each VAX 11/750 can Support up to Four of
These Interface Cards. The ACC Interface Card is a Unibus
Device which Allows the VAX to Communicate with the
Network. The Features of the ACC X.25 Interface are as
Follows:

DMA Transfers from the Host

User Data Field of 128 Bytes Within Data Packets
Fast Select Facility |

32 Full Duplex Virtual Circuits per Card

X.25 Level 1 in Hardware, Levels 2 and 3 in Firmware
Network Link Speeds up to 19.2

RS-232 Serial Interface
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NCP
DISK SUBSYSTEMS

Each VAX 11/750 will have one System Disk and
one Database Disk. Each of These Disk Types is
Described on the Following Slides.
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NCP
SYSTEM DISK

The System Disk Consists of an RA80
Subsystem which Includes a 121 Megabyte
RA80. This Disk will be Used to Store the
Following File Types:

e Operating System and Utility Programs

e Operating System Swap and Page Files

e Application Code and Program Data
The RA80 is Fixed Disk Based on Winchester

Technology. It Supports Transfer Rates to 1.2
Megabytes per Second.
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NCP
DATABASE DISK

Each VAX 11/750 will have one 456 Megabyte
RA81 Disk Subsystem Functioning as the
Database Disk. This RA81 Disk Subsystem
Consists of a High Performance Winchester
Technology RA81 Fixed Disk and a UDA 50
Intelligent Controller. This Controller
Accelerates I/O Throughput, Performs Expanded
Error Recovery, and Contains a Twelve Sector
Data Buffer to Match the Disk’s 2.2 Megabyte
per Second Burst Data Rate to the VAX.
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NCP
TAPE DRIVE

Each VAX 11/750 is Configured with One TU81
Magnetic Tape Subsystem. Magnetic Tape is
Used for Operational Functions such as
Intercomputer File Transfers and Disk Backups.

e Storage Capacity per 2400 Foot Reel is
140 Megabytes at 6250 Bits per Inch.

e Maximum Data Transfer Speed is 468
Kilobytes per Second

2-93E4256
30-OCT-87



IPN™

Training Department

NCP
REQUIREMENTS FOR VAX
HARDWARE ENVIRONMENT

e Operator’s Consoles Dedicated to Running
the NCP

® Tape Drive (1600 BPI)

e System Disk

® Unused 456 MB Hard Disk

e Report Printer

e Event Printer (LA100)

e 1 or2ACC Boards (UNAO: and UNBO:)

e VT100 (or VT102 or Equivalent) Terminal
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NCP
SOFTWARE CONFIGURATION

The VAX 11/750 will use the standard VAX operating system
VMS. VMS is a virtual memory, multitasking, multiprocessing
operating system.

In addition to these DEC software products, and to the
application software developed by HNS for this system, two non-
DEC software packages are used on the NCP.

1. The driver for the ACC X.25 interface card(s). This driver
will handle all of the I/O between the VAX 11/750 and the
Network. ’

2. The INGRES DBMS package which will be used to
manage some VAX 11/750 databases.

It should be noted that a VAX operator is required to start up
the operating system and associated application software for the
NCP. VAX operator services are also required to perform utility
functions supported by VMS. These functions are performed at
the VAX console required for each machine.
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NCP
SOFTWARE INSTALLATION

® Takes Approximately one full day, Including
INGRES

e Utilizes DEC Utility VMSINSTAL
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NCP REDUNDANCY
2.3.1
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NCP
REDUNDANCY AND
LOAD SHARING

® Two NCPs Online Simultaneously via the
Supervisory Network

® C(Critical Network Data Sent to Two NCPs
(such as Call Records)

e Automatic Load Sharing of Network Services
via Proper Configuration of the Supervisory
Network

e Colocation not Required

® Remote NOCs.
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NCP REDUNDANCY AND LOAD
SHARING AS SHOWN BY THIS
SUPERNET CONFIGURATION

NCP A

T__ SECONDARY
PRIMARY SERVER
SERVER
' »
e e S )

|
THE N|ETWORK

\_/V\/\_/v\—”

L PRIMARY
SECONDARY SERVER
SERVER

NCP B

13492A
11/22/86
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NETWORK OPERATOR’S CONSOLE
(NOC)
2.4
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NOC GENERAL

In Previous Implementations, Convergent
Technology (CT) Intelligent Work Station (IWS) was
Used to Provide the IPN NOC Function. In Current
and Future Implementations, The CT NGEN will be
Used. The NOC Provides an Interface to Network
Operators which Allows them to Monitor and
Control the Network.

The CT NGEN is Supplied with an Operation
System (CTOS) and a Number of Optional Software
Packages. The NOC Application Uses:

e Forms Management
e X.25 Interface
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NOC
HARDWARE CONFIGURATION

e  Processor Module (CP-002)
— 80286 Microprocessor ‘
— One MB RAM (256K + 3 Expansion Cartridges)
— Two RS-232 Ports
— Centronics Parallel Printer Port
— CTOS Clustering Ports (RS-422)

e Mass Storage Module (HD-013)
— Twenty MB Hard Disk
— Floppy Disk Drive

e VIDEO Module (VM-002)
— Fourteen Inch Monochrome Monitor (Hi-Res)
— Twenty-Nine Lines of 8 Chars

e Keyboard Module (KM-001)
— Typewriter Style Plus Numeric, Soft-Function, and “Special” Keys
— 80S1 Microprocessor

e  Power Supply (Two Needed: PS-001)
— Switch Selectable 110 V or 220 V Operation
— Modular

e CTOS Proprietary X-Bus
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NOC
TYPICAL CONFIGURATION
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e 80286 Processor
e 20 MB Disk '
e 14" CRT
e Keyboard
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NOC
OPERATING SYSTEM

The CT NGEN Uses the Standard Convergent Technologies
Operating System (CTOS). This Provides a Realtime, Multitasking
Environment. Any Number of Tasks and any Number of
Processes per Task can be Run. The CTOS Kernal Provides an
Event Driven, Priority Scheduling Dispatcher. Other Features of
the Operating System are:

e Virtual Memory Segment Management
® |nterprocess Communication Management
e File Management

e Device Management
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NOC
SOFTWARE

Forms Package:

The forms management package is used to format single screen
displays. It consists of an interactive editor and runtime procedures that are
called by the CT IWS application program. The editor is used to create the
forms on the development system, and the runtime procedures are provided
with the standard CT IWS. The forms prompt the user for data and return the
data to the calling application.

X.25 Interface Package:

The X.25 network interface package provides three levels of access to an
X.25 network.

a. Packet Access Method - This allows the application program to
send and receive individual control and data packets and to directly
monitor the establishment of connections.

b. Sequential Access Method - This is built on the packet access level
and provides the means for sending single bytes or streams of
bytes without the application program being aware of lower level
protocol considerations. ‘

The package is Telenet and Tymnet certified and contains support of the
1980 CCITT Recommendations X.3, X.21, X.25, X.28, and X.29.
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NOC
SYSTEM CONTROL
FUNCTIONS - BY COMPONENT

M
Components P I
N A P 0 P
C S S R A
Functions P P C T D
Desired State Control + + + V
Restart Control + + + ¢{ \
Call Clear Control + / \
Call Reset Control + /
PSC Redundancy Control + + / h
File Control + + V |
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NOC SCREENS
START-UP LOGO
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NOC SCREENS

DATE AND TIME SETUP SCREEN

JUL 18, 1985

PAGE NO. 3

BenesisNOC BenesisNOC BenesisNOC BenesisNOC BenesisNOC BenesisNOC BenesisNOC
BenesisNOC BenesisNOC BenesisNOC BenesisNOC BenesisNOC BenesisNOC BenesisNOC 6

enesisNd
nesisNOC
esisNOC

Welcome to the Genesis Network Operator’s Console
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