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CUSTOMER SUPPORT
' CUSTOMER SUPPORT - A '

Customer Support is Intel’s complete support service that provides Intel customers with hardware support, software
support, customer training, and consulting services. For more information contact your local sales offices.

After a customer purchases any system hardware or software product, service and support become major factors in
determining whether that product will continue to meet a customer’s expectations. Such support requires an interna-
tional support organization and a breadth of programs to meet a variety of customer needs. As you might expect,
Intel’s customer support is quite extensive. It includes factory repair services and worldwide field service offices
providing hardware repair services, software support services, customer training classes, and consulting services.

HARDWARE SUPPORT SERVICES . gy

Intel is committed to providing an international service support package through a wide variety of service o#erings
available from Intel Hardware Support.

SOFTWARE SUPPORT SERVICES

Intel’s software support consists of two levels of contracts. Standard support includes TIPS (Technical Information
Phone Service), updates and subscription service (product-specific troubleshooting guides and COMMEN T mrty®
zine). Basic support includes updates and the subscription service. Contracts are sold in environments which repre-
sent product groupings (i.e., iRMX environment).

CONSULTING SERVICES

Intel provides field systems engineering services for any phase of your development or support effort. You can use
our systems engineers in a variety of ways ranging from assistance in using a new product, developing an application, -
personalizing training, and customizing or tailoring an Intel product to providing technical and management con-
sulting. Systems Engineers are well versed in technical areas such as microcommunications, real-time applications,
embedded microcontrollers, and network services. You know your application needs; we know our products. Work-
ing together we can help you get a successful product to market in the least possible time.

CUSTOMER TRAINING

Intel offers a wide range of instructional programs covering various aspects of system design and implementation. In
just three to ten days a limited number of individuals learn more in a single workshop than in weeks of self-study. .
For optimum convenience, workshops are scheduled regularly at Training Centers worldwide or we can take our
workshops to you for on-site instruction. Covering a wide variety of topics, Intel’s major course categories include:
architecture and assembly language, programming and operating systems, bitbus and LAN applications.

viii
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OVERVIEW

INTRODUCTION

Intel microprocessors and peripherals provide a complete
solution in increasingly complex application environ-
ments. Quite often, a single peripheral device will replace
anywhere from 20 to 100 TTL devices (and the associated
design time that goes with them).

Built-in functions and standard Intel microprocessor/
peripheral interface deliver very real time and perfor-
mance advantages to the designer of microprocessor-
based systems.

REDUCED TIME TO MARKET

‘When you can purchase an off-the-shelf solution that
replaces a number of discrete devices, you’re also replac-
ing all the design, testing, and debug zime that goes with
them.

¥

INCREASED RELIABILITY

At Intel, the rate of failure for devices is carefully tracked.
Highest reliability is a tangible goal that translates to
higher reliability for your product, reduced downtime,
and reduced repair costs. And as more and more
functions are intergrated on a single VLSI device, the
resulting system requires less power, produces less heat,
and requires fewer mechanical connections—again re-
sulting in greater system reliability.

LOWER PRODUCTION COST

By minimizing design time, increasing reliability, and

replacing numerous parts, microprocessor and peripheral
solutions can contribute dramatically to lower product
costs.

HIGHER SYSTEM PERFORMANCE

Intel microprocessors and peripherals provide the highest
system performance for the demands of today’s (and
tomorrow’s) microprocessor-based applications. For exam-
ple, the 80386 32 bit offers the highest performance for
multitasking, multiuser systems. Intel’s peripheral pro-
ducts have been designed with the future in mind. They
support all of Intel’s 8, 16 and 32 bit processors.

HOW TO USE THE GUIDE

The following application guide illustrates the range of
microprocessors and peripherals that can be used for the
applictions in the vertical column of the left. The
peripherals are grouped by the I/ O function they control.
CRT datacommunication, universal (user programmable),
mass storage dynamic RAM controllers, and CPU/bus
support.

An “X” in a horizontal application row indicates a
potential peripheral or CPU, depending upon the features
desired. For example, a conversational terminal could
use either of the three display controllers, depending
upon features like the number of characters per row or
font capability. A “Y” indicates a likely candidate, for
example, the 8272A Floppy Disk Controller in a small
business computer.

The Intel microprocessor and peripherals family provides
a broad range of time-saving, high performance solutions.
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LOCAL DATA
COMMUNICATION
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" Get Your Kit Together!
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8203

64K DYNAMIC RAM CONTROLLER

m Fully Compatible with Intel® 8080A,
8085A, IAPX88, and iAPX 86 Family
Microprocessors ‘

B Decodes CPU Status for Advanced
Read Capability in 16K Mode with the
8203-1 and the 8203-3.

m Provides All Signals Necessary to
Control 64K and 16K Dynamic
Memories

m Directly Addresses and Drives Up to 64

Devices Without External Drivers

m Provides Address Multiplexing and

Strobes

m Provides a Refresh Timer and a
Refresh Counter

m Provides Refresh/Access Arbitration

m Internal Clock Capability with the
-8203-1 and the 8203-3

B Provides System Acknowledge and
Transfer Acknowledge Signals

m Refresh Cycles May be Internally or
Externally Requested (For Transparent
Refresh)

m Internal Series Damping Resistors on
All RAM Outputs

The Intel® 8203 is a Dynamic RAM System Controller designed to provide all signals necessary to use 64K or
16K Dynamic RAMs in microcomputer systems. The 8203 provides multiplexed addresses and address
strobes, refresh logic, refresh/access arbitration. Refresh cycles can be started internally or externally. The
8203-1 and the 8203-3 support an internal crystal oscillator and Advanced Read Capability. The 8203-3is a

+5% Vgc part.

[ —

ALo-ALy

81/0P¢

L ee—

TIRNG
GENERATOR

REFRESH
beed X0/0P2
Xy/CK

Figure 1. 8203 Block Diagram

-210444-2
Figure 2.
Pin Configuration

210444-1

1-1

October 1986
Order Number: 210444-005
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Table 1. Pin Descriptions

Symbol ::‘ Type | Name, and Function -
Alg ‘ 6 | ADDRESS LOW: CPU address inputs used to generate memory row
AL4 8 | ' address :
ALy 10 |
ALz 12 1
ALy 14 |
Als . 16 l
ALg 18 1
AHp 5 | ADDRESS HIGH: CPU address inputs used to generate memory
AH;4 4 1. ‘column address.
AHo 3 |
AH3 2 1
AH4 1 |
AHs 39 |
AHg 38 | B} . -
Bo/AL7 24 | BANK SELECT INPUTS: Used to gate the appropriate RAS output for
B1/0OP¢/ 25 | a memory cycle. B1/0P1 option used to select the Advanced Read
AH7 Mode. (Not available.in 64K mode.) See Figure 5. ; K
When in 64K RAM Mode, pins 24 and 25 operate as the AL7 and AHz
address inputs. -
PCS 33 | PROTECTED CHIP SELECT: Used to enable the memory read and
write inputs. Once a cycle is started, it will not abort even if PCS goes
inactive before cycle completion. .
WR 31 | MEMORY WRITE REQUEST.
RD/St1 32 I MEMORY READ REQUEST: S1 function used in Advanced Read
mode selected by OP4 (pin 25).
REFRQ/ 34 | EXTERNAL REFRESH REQUEST: ALE function used in Advanced
ALE Read mode, selected by OP4 (pin 25).
0OUT, 7 (o] OUTPUT OF THE MULTIPLEXER: These outputs are des1gned to
OUT4 9 0 drive the addresses of the Dynamic RAM array. (Note that the OUTq_7
OUT, 11 0 pins do not require inverters or drivers for proper operation.)
OUT3 13 (0]
UTy4 15 (o]
UTsg 17 (0]
UTg 19 (0] .
WE 28 (0] WRITE ENABLE: Drives the Write Enable inputs of the Dynamic RAM
3 array.
CAS 27 (o} COLUMN ADDRESS STROBE: This output is used to latch the
Column Address into the Dynamic RAM array.
RASo 21 (0] ROW ADDRESS STROBE: Used to latch the.Row Address into the
RAS; 22 (o] bank of dynamic RAMs, selected by the 8203 Bank Select plns (Bo,
RAS,/ 23 o) B41/0P4). In 64K mode, only RAS) and RAS; are available; pin 23
ouUT, operates as OUT5 and pin 26 operates as the By bank select input. -
RAS3/Bg 26 1/0 ' )
XACK 29 o] TRANSFER ACKNOWLEDGE: This output is a strobe indicating valid

data during a read cycle or data written during a write cycle. XACK can

be used to latch valid data from the RAM array.
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Table 1. Pin Descriptions (Continued)

Symbol :r 1 Type Name and Function

SACK 30 (o] SYSTEM ACKNOWLEDGE: THis output indicates the beginning of a
memory access cycle. It can be used as an advanced transfer
acknowledge to eliminate wait states. (Note: If a memory access
request is made during a refresh cycle, SACK is delayed until XACK in

. the memory access cycle).
Xo/OP3 36 1/0 OSCILLATOR INPUTS: These inputs are designed for a quartz crystal
X4/CLK 37 1/0 to control the frequency of the oscillator. If Xo/OP2 is shorted to pin 40
. - | (Vco) orif Xo/OP3 is connected to + 12V through a 1 KQ resistor then .
X4/CLK becomes a TTL input for an external clock. (Note: Crystal
‘ mode for the 8203-1 and the 8203-3 only).

16K/64K 35 | MODE SELECT: This input selects 16K mode or 64K mode. Pins
23-26 change function based on the mode of operation.

Vee 40 POWER SUPPLY: +5V.

GND 20 GROUND.

FUNCTIONAL DESCRIPTION

The 8203 provides a complete dynamic RAM con-
troller for microprocessor systems as well as expan-
sion memory boards.

The 8203 has two modes, one for 16K dynamic
RAMs and one for 64Ks, controlled by pin 35.

i Xo — WE
. 1 4
4 4 = s
CsE < . .
1 2 KO _
1 9 5% X1 | RASo
| Y 8: i
-— °sL 2! —— mas,
1 eson T 8203-3
= +5% 1 ——— RAS2
= ——— RAS3
——— XACK
Cs < 10 pF
Fundamental XTAL |——— SACK
210444-4

Figure 3. Crystal Operation for ‘
the 8203-1 and 8203-3

All 8203 timing is generated from a single reference
clock. This clock is provided via an external oscilla-
tor or an on-chip crystal oscillator. All output signal

transitions are synchronous with respect to this
clock reference, except for the trailing edges of the
CPU handshake signals SACK and XACK ‘

CPU memory requests normally use the RD and WR
inputs. The Advanced-Read mode allows ALE and
S1 to be used in place of the RD input.

Failsafe refresh is- provided via an-internal timer
which generates refresh requests. Refresh requests
can also be generated via the REFRQ input. :

An on-chip synchronizer/arbiter prevents memory
and refresh requests from affecting a cycle in prog-
ress. The READ, WRITE, and external REFRESH
requests may be asynchronous to the 8203 clock;
on-chip logic will synchronize the requests, and the
arbiter will decide if the requests should be delayed,
pending completion of a cycle in progress.

16K/64 Option Selection ‘

Pin 35 is a strap input that controls the two 8203
modes. Figure 4 shows the four pins that are muilti-
plexed. _n_LGL(__m_m__(pln 35 tied to Vg or left
open), the 8203 has two Bank Select inputs to sa-_
Ject one of four RAS outputs. Ln_thwj_e_,_’;hg_&ﬂ:i,
“e.éxactly compatible with_the In

-RAM Controller In 64K mode (pin 35 tied to GND),

“there is onlz one Bank Select input (pin 26) to select
the two RAS outputs. More than two banks of 64K

_dynamic RAMs can be used with external logic.



intel

8203

Other Option Selections

The 8203 has two strapping optlons When OP1 is

selected (16K mode only), pin 32 changes from a
RD input to an S1 input, and pin 34 changes from a
REFRQ input to an ALE input. See “Refresh Cycles”
and “Read Cycles” for more. detail. OP4 is selected
by tying pin 25 to + 12V through a 5.1 KQ resistor
on the 8203-1 or 8203-3 only.

When OP;, is selected, the internal oscillator is dis-
abled and pin 37 changes from a crystal input (X1) to
a CLK input for an external TTL clock. OPy is select-
ed by shorting pin 36 (Xy/OP2) directly to pin 40
(Vce)- No current limiting resistor should be used.
OP> may also be selected by tying pin 36 to +12V
through a 1 KQ resistor.

Refresh Timer

The refresh timer is used to monitor the time since
the last refresh cycle occurred. When the appropri-
ate amount of time has elapsed, the refresh timer
will request a refresh cycle. External refresh re-
quests will reset the refresh timer.

Refresh Counter

The refresh counter is used to sequentially refresh
all of the memory’s rows. The 8-bit counter is incre-
mented after every refresh cycle.

Pin # | 16K Function 64K Function
23 | RAS, . | Address Output (OUT?7)
24 | Bank Select (Bg) | Address Input (AL7)

25 | Bank Select (B1) | Address Input (AH7)
26 | RAS3 Bank Select (Bo)

Figure 4. 16K/64K Mode Selection

Inputs Outputs

By | Bo | RASg RAS{ RAS; RAS;
16K (0| O 0 1 1 1
Mode | 0 1 1 (O 1. 1-

1o 1 1 o1

1 1 1 1 1 0
64K | — | O 0. 1 — —
Mode | — | 1 1 0 — —

' Figure 5. Bank Selection

'Address Multiplexer

The address multiplexer takes the address inputs
and the refresh counter outputs; and gates them
onto the address outputs at the appropriate time.
The address outputs, in conjunction with the RAS
and CAS outputs, determine the address used by
the dynamic RAMs for read, write, and refresh cy-
cles. During the first part of a read or write cycle,
ALo-AL7 are gated to OUTo-OUT7, then AHg—AH7
are gated to the address outputs.

During a refresh cycle, the refresh counter is gated
onto the address outputs. All refresh cycles are
RAS-only refresh (CAS inactive, RAS active).

To minimize buffer delay, the information on the ad-
dress outputs is inverted from that on the address
inputs.

OUTp-0UT7 do not need inverters or buffers unless
additional drive is required.

Synchronizer/Arbiter

The 8203 has three inputs, REFRQ/ALE = (pin 34),
RD (pin 32) and WR (pin 31). The RD and WR inputs
allow an external CPU to request a memory read or
write cycle, respectively. The REFRQ/ALE input al-
lows refresh requests to be requested external to
the 8203.

All three of these inputs may be. asynchronous with
respect to the 8203’s clock. The arbiter will resolve
conflicts between refresh and memory requests, for
both pending cycles and cycles in progress. Read
and write requests will be given priority over refresh
requests.

System Operation

The 8203 is always in one of the following states

a) IDLE

b) TEST Cycle

c) REFRESH Cycle
d) READ Cycle

e) WRITE Cycle

The 8203 is normally in the IDLE state. Whenever
one of the other ¢ycles is requested, the 8203 will

Description Pin # Normal Function Option Function
B1/OP4 (16K only)/AH7 | 25 | Bank (RAS) Select Advanced-Read Mode (8203-1, -3)
Xo/OP2 36 | Crystal Oscillator (8203-1 and 8203-3) | External Oscillator

Figure 6. 8203 Option Selection
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leave the IDLE state to perform the desired cycle. If
no other cycles are pending, the 8203 will return to
the IDLE state.

Test Cycle

The TEST Cycle is used to check operation of sever-
al 8203 internal functions. TEST cycles are request-
ed by activating the PCS, RD and WR inputs. The
TEST Cycle will reset the refresh address counter
and perform a WRITE Cycle. The TEST Cycle

should not be used in normal system operation,
since it would affect the dynamic RAM refresh.

Refresh Cycles

The 8203 has two ways of providing dynamic RAM
refresh:

1) Internal (failsafe) refresh
2) External (hidden) refresh

Both types of 8203 refresh cycles activate all of the
§outputs, whﬂeﬁ S, WE, SACK, and XACK re-

main inactive.

|nternal refresh is generated by the on-chip refresh
timer. The timer uses the 8203 clock to ensure that
refresh of all rows of the dynamic RAM occurs every
2 milliseconds (128 cycles) or every 4 milliseconds
(256 cycles). If REFRQ is inactive, the refresh timer
will request a refresh cycle every 10-16 microsec-
onds.

External refresh is requested via the REFRQ input
(pin 34). External refresh control is not available
when the Advanced-Read mode is selected. Exter-
nal refresh requests are latched, then synchronized
to the 8203 clock.

The arbiter will allow the refresh request to start a
refresh cycle only if the 8203 is not in the middle of a
cycle.

When the 8203 is in the idle state a simultaneous
memory request and external refresh request will re-
sult in the memory request being honored first. This
8203 characteristic can be used to “hide” refresh
cycles during system operation. A circuit similar to
Figure 7 can be used to decode the CPU’s instruc-
tion fetch status to generate an external refresh re-
quest. The refresh request is latched while the 8203
performs the instruction fetch; the refresh cycle will
start immediately after the memory cycle is complet-
ed, even if the RD input has not gone inactive. If the
CPU’s instruction decode time is long enough, the
8203 can complete the refresh cycle before the next
memory request is generated.

if the 8203 is not in the idle state then a simulta-
neous memory request and an external refresh re-
quest may result in the refresh request being hon-
ored first.

210444-5

Figure 7. Hidden Refresh

Certain system configurations require complete ex-
ternal refresh requests. If external refresh is request-
ed faster than the minimum internal refresh timer
(trer), then, in effect, all refresh cycles will be
caused by the external refresh request, and the in-
ternal refresh timer will never generate a refresh re-
quest.

Read Cycles

The 8203 can accept two different types of memory
Read requests:
1) Normal Read, via the RD input

2) Advanced Read, using the S1 and ALE mputs
(16K mode only)

The user can select the desired Read request con-
figuration via the B1/OP hardware strapping option
on pin 25.

Normal Read | Advanced Read
Pin 25 B4 Input OP¢ (+12V)
Pin 32 RD Input S1 Input
Pin 34 REFRQ input | ALE Input
# RAM Banks | 4 (RASy_3) 2 (RAS,_3)
Ext. Refresh Yes No

Figure 8. 8203 Read Options

Normal Reads are requestéi:l by activating the RD
input, and keeping it active until the 8203 responds
with an XACK pulse. The RD input can go inactive -

~as soon as the command hold time (tcHs) is met.

Advanced Read cycles are requested by pulsing
ALE while S1 is active; if S1 is inactive (low) ALE is -
ignored. Advanced Read timing is similar to Normal
Read timing, except the falling edge of ALE is used
as the cycle start reference.
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If a Read cycle is requested while a refresh cycle is
in progress, then the 8203 will set the internal
delayed-SACK latch. When the Read cycle is even-
tually started, the 8203 will delay the active SACK
transition until XACK goes active, as shown in the
A.C. timing diagrams. This delay was designed to
compensate for the CPU’'s READY setup and hold
times. The delayed-SACK latch is cleared after ev-
ery READ cycle.

Based on system requirements, either SACK or
XACK can be used to generate the CPU READY
signal. XACK will normally be used; if the CPU can
tolerate an advanced READY, then SACK can be
used, but only if the CPU can tolerate the amount of
advance provided by SACK. If SACK arrives too ear-
ly to provide the appropriate number of WAIT states,
then either XACK or a delayed form of SACK should
be used.

Write Cycles

Write cycles are similar to Normal Read cycles, ex-
cept for the WE output. WE is held inactive for Read
cycles, but goes active for Write cycles. All 8203
Write cycles are “early-write” cycles; WE goes ac-
tive before CAS goes active by an amount of time
sufficient to keep the dynamic RAM output buffers
turned off.

General System Considerations

All memory requests (Normal Reads, Advanced
Reads, Writes) are qualified by the PCS input. PCS
should be stable, either active or inactive, prior to
the leading edge of RD, WR, or ALE. Systems which
use battery backup should pullup PCS to prevent
.erroneous memory requests.

in order to minimize propagation delay, the 8203

uses an inverting address multiplexer without latch-
es. The system must provide adequate address set-
‘up and hold times to guarantee RAS and CAS setup
and hold times for the RAM. The tap A.C. parameter
should be used for this system calculation.

- The Bg-B1 inputs are similar to the address inputs in
that they are not latched. Bg and B¢ should not be
changed during a memory cycle, since they directly
control which RAS output is activated.

The 8203 uses a two-stage synchronizer for the
~ memory request inputs (RD, WR, ALE), and a sepa-
" rate two stage synchronizer for the external refresh
input (REFRQ). As with any synchronizer, .there'is
always a finite ‘probability of ‘'metastable states in-
ducing system errors. The ‘8203 synchronizer was

designed to have a system error rate less than 1
memory cycle every three years based on the full
operating range of the 8203.

A microprocessor gLstem is concerned when the
data is valid after RD goes low. See Figure 9. In
order to calculate memory read access times, the
dynamic RAM’s A.C. specifications must be exam-
ined, especially the RAS-access time (trac) and the
CAS-access time (tcac). Most configurations will be

CAS-access limited; i.e., the data from the RAM will

be stable tcc max (8203) + tcac (RAM) after a mem-
ory read cycle is started. Be sure to add any delays
(due to buffers, data latches, -etc.) to calculate the
overall read access time.

Since the 8203 normally performs “early-write”’ .cy-
cles, the data must be stable at the RAM data inputs
by the time CAS goes active, including the RAM’s
data setup time. If the system does not normally
guarantee sufficient write data setup, you must ei-
ther delay the WR input signal or delay the 8203 WE
output.

Delaying the WR lnput will delay all 8203 timing, in-
cluding the READY handshake signals, SACK and
XACK, which may increase the number of WAIT
states generated by the CPU.

-\

tRLDV '
o

]
:<—-———|m.c
1

tcac

I—

Bl

210444-6

Figure 9. Read Access Time

If the WE output is externally delayed beyond the-
CAS active transition, then the RAM will use the fall-
ing edge of WE to strobe the write data into the
RAM. This WE transition should not occur too late
during the CAS active transition, or else the WE to
CAS requurements of the RAM will not be met.

The RASy_3, CAS, OUT(_7, and WE.outputs con-
tain on-chip series damping resistors (typically 209.)
to mlmmlze overshoot ,
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Some dynamic RAMs require more than 2.4V V4. adding pull-up resistors to the 8203's outputs. Intel
Noise immunity may be improved for these RAMs by RAMs do not require pull-up resistors.

DYNAMIC RAM ARRAY
\
Ag-15 | ALo-6 OUTo-6 '_—““‘;:'1> A0-6 .
AHo-6 BANK 0
8088 6203 3 Dout
(16K MODE) WE O L] WE_ !
ADg-7 . casp > g‘_: g
RO g o ro/sy  Raso P DN DouT
WR - WR 1 l
RASY ]
] RAS2 — A
~dsack  gass P B ho-6 ' 1 )
XACK DIN !
T a WwE Doyt
S 3
1 —f 7S
DiN DouT
A Ao-6 .
BANK 2
o
L e Doyt
4 | —] Eas
—={ RAS
DN Dout
Dout
OE ST8
DATABUS | PATA. N
|
210444-7

Figure 10. Typical 8088 System
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Figure 11. 8086/256K Byte System
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ABSOLUTE MAXIMUM RATINGS*

Ambient Temperature Under Bias ...... 0°Cto 70°C
Storage Temperature .......... —65°Cto +150°C
Voltage On Any Pin

With Respectto Ground ........... -0.5Vto +7V
Power Dissipation.............cooveueen 1.6 Watts

*Notice: Stresses above those listed under “Abso-
lyte Maximum Ratings” may cause permanent dam-
age to the device. This is a stress rating only and
functional operation of. the device at these or any
other condiitions above those indicated in the opera-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended periods may affect device reliability.

D.C. CHARACTERISTICS T, = 0°Cto 70°C; Vg = 5.0V £10% (5.0V +5% for 8203-3); GND = 0V

Symbol Parameter Min Max Units Test Conditions
Ve Input Clamp Voltage -1.0 \ Ic= -5 mA
lcc Power Supply Current 290 mA
3 Forward Input Current
CLK, 64K/16K Mode Select -20 mA Vg = 0.45V
All Other Inputs@) —-320 pA Vg = 0.45V
IR Reverse Input Current(3) 40 wA VR = V(- 9)
VoL Output Low Voltage
SACK, XACK 0.45 \ loL = 5mA
All Other Outputs 0.45 v loL=3mA
VoH Output High Voltage Vi = 0.65V
SACK, XACK 2.4 v loH= —1mA
All Other Outputs 2.6 \" lon= —1mA
ViL Input Low Voltage 0.8 v Vce = 5.0V
ViH1 Input High Voltage 2.0 Vee v Voo = 5.0V
ViH2 Option Voltage Vce Y ()
.CiN Input Capacitance 30 pF F=1MHz
VBias = 2.5V, Vgc = 5V
Ta = 25°C6)
NOTES:
1. Iy = 200 pA for pin 37 (CLK).
2. For test mode RD & WR must be held at GND.
3. Except for pin 36 in XTAL mode.
4.-8203-1 and 8203-3 support both OP4 and OP3, 8203 only supports OP».
5.1KQ .
poy s B
8203
aw—22 o,
Resi T +5% :
210444-3

5.1 = 150 pA for pin 35 (Mode Select 16K/64K).
6. Sampled not 100% tested.
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A.C. CHARACTERISTICS

Ty =10C to 70°C; Vcc = 5V +10% (5 0V'.+5% for 8203-3); GND = OV - ..
Measurements made with respect to R §0—HA83, CAS, _? OUTy~OUTg are at 2.4V and 0 8V. All other pms
are measured at 1.5V. All times are in ns. ‘

Symbol " Pparameter N . Min " Max | Notes
tp Clock Period N ‘ 40 54 c
tPH External Clock High Time 20

tpL External Clock Low Time—Above (>) 20 MHz 17

tpL . External Clock Low Time—Below (<) 20 MHz 20 . "

trc Memory Cycle Time 10tp — 30 12tp 4,5
tReF Refresh Time (128 cycles) 264tp 288tp

trp RAS Precharge Time | 4tp — 30

tRsH RAS Hold After CAS 5tp — 30 3
tasr Address Setupto RAS tp — 30 3
tRAH Address Hold From RAS tp — 10 3
tasc Address Setup to CAS tp — 30 3
tcAH Address Hold from CAS , 5tp — 20- 3
tcas CAS Pulse Width ) 5tp — 10

twes ~ WE Setup to CAS tp — 40

twecH WE Hold After CAS 5tp —~ 35 8
trs RD, WR, ALE, REFRQ Delay From RAS . 5tp. 2,6
tMRP RD, WR Setup to RAS ' 0 o

tRms REFRQ Setup to RD, WR ) S 2t

trRmP REFRQ Setup to RAS 2tp

trcs PCS Setup to RD, WR, ALE 20

taL S1 Setup to ALE ’ 15

LA $1 Hold From ALE . 30 ,

tcr RD, WR, ALE to RAS Delay ‘ tp+30 | 2p+70 2 .
tce RD, WR, ALE to CAS Delay L tp+ 25 4tp + 85 2
tsc CMD Setup to Clock 15 1
tMRs RD, WR Setup to REFRQ 5 , 2
tca | RD, WR, ALE to SACK Delay ; ' 2tp + 47 2,9
tox CAS to XACK Delay | st —25 5tp + 20 |

tcs CAS to SACK Delay : 5tp — 25 5tp + 40 2,10
tack XACK to CAS Setup \ 10

txw XACK Pulse Width | t-25 7
tok SACK, XACK Turn-Off Delay » | 35

tkcH CMD Inactive Hold After SACK, XACK 10 ‘
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A.C. CHARACTERISTICS (Continued)

Ty = 0°C to 70°C; Vgc = 5V £10% (5.0V 5% for 8203-3); GND = 0V
Measurements made with respect to RASy-RAS3, CAS, WE, OUTo-OUTg are at 2.4V and 0.8V. All other pins
are measured at 1.5V. All times are in ns.

Symbol Parameter " Min Max Notes
L REFRQ Pulse Width . | 20
tcHs CMD Hold Time 30 11
tRER REFRQ to RAS Delay . 4tp + 100 6
tww . WR'to WE Delay : 0 50
taD CPU Address Delay 0 40

NOTES:

1. tgg is a reference point only. ALE, RD, WR; and REFRQ input$ do not have to be externally synchronized to 8203 clock.
2. If trg min and tyrs min are met then tca, tcr, and toc are valid, otherwise tcg is valid.

3. tasr, tRAH: tasc: tcan, and tgsH depend upon Bp-B¢ and CPU address remaining stable throughout the memory cycle.
The address inputs are not latched by the 8203.

4. For back-to-back refresh cycles, tgg max = 13 tp.
5. tgc max is valid only if tamp min is met (READ, WRITE followed by REFRESH) or tyrp min is met (REFRESH followed by
READ, WRITE). ' .

6. trFR is valid only if trg min and trms min are met. o

7. txw min applies when RD, WR has already gone high. Otherwise YKC K follows RD, WR.

8 ﬁg goes high according to twcH or tww, whichever occurs first.

9. tca applies only when in normal SACK mode.

10. tcs applies only when in delayed SACK mode.

11. tgHg must be met only to ensure a SACK active pulse when in delayed SACK mode. XACK will always be activated for
at least tyw (tp — 25 ns). Violating tcys min does not otherwise affect device operation.

WAVEFORMS

Normal Read or Write Cycle

RS

' 1
1cK
‘ Lee tacK—] < tKCH —

- | | ) .c: «tcns-ﬂ ]r"——"‘
' < toa—] o a— =
o X —zlx Vi

210444-9
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WAVEFORMS (Continued) Co _—

Advanced Read Mode

tRs

4—((5‘—> ) \
210444-10
Memory Compatibility Timing
Bo-B1y
ALo-ALg, VALID ADDRESS
AHQ-AHg
N
tRSH — |
tcas
CAs {
. ’ .
[+—tASR— !-—'RAH-ﬁ le—tasc tCAH
* — s
OUTo-0UTe X ROW x ' COLUMN
] : ¥ y, 2
. ’ 210444-11
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WAVEFORMS (Continued)

Write Cycle Timing

- \

g
!
B
L
iy L
B
i
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WAVEFORMS (Continued)

External Refresh Followed By Read or Write

A
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Table 2. 8203 Output Loading. All specifications
‘are for the Test Load unless otherwise noted.

' The typical risin% and falling characteristic curves for
A

Pin Test Load
SACK, XACK CL= 30pF
OUT,-OUTg CL = 160 pF
.RAS,-RAS; CL = 60 pF
WE CL = 224 pF
CAS CL = 320 pF

A.C. TESTING LOAD CIRCUIT

DEVICE

TEST

NOTE:
Cy includes jig capacitance.

]

210444-16

the OUT, RAS, and WE output buffers can be
used to determine the effects of capacitive loading
on the A.C. Timing Parameters. Using this design
tool in conjunction with the timing waveforms, the
designer can determine typical timing shifts based
on system capacitive load.

Example: Find the effect on tcgr and tgg using 32
64K Dynamic RAMs configured in 2 banks.

1) Determine the typical RAS and CAS capacitance:

From the data sheet RAS = 5 pF and CAS =
5 pF.

.. RAS load = 80 pF + board capacitance.
CAS load = 160 pF + board capacitance.

Assume 2 pF/in (trace length) for board ca-
acitance and for this example 4 inches for
RAS and 8 inches for CAS.

2) From the waveform diagrams, we determine that
the falling edge timing is needed for tcg and tcc.
Next find the curve that best approximates the
test load; i.e., 68 pF for RAS and 330 pF for CAS.

3) If we use 88 pF for RAS loading, then tcg (min.)
spec should be increased by about 1 ns, and tcg
(max.) spec should be increased by about 2 ns.
Similarly if we use 176 pF for CAS, then tcg (min.)
should decrease by 3 ns and tcc (max.) should
decrease by about 7 ns.
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A.C. CHARACTERISTICS FOR DIFFERENT CAPACITIVE LOADS

! CAPACITANCE: pF
80 T 2

L/_‘___’_
/ —
gu NO LOAD //“‘ é/? %\ 60 ‘

0.0

] |

X \%%\

NN
ERANSSuNN
R

Use the Test Load as the base capacitance for estimating timing shifts for system critical timing parameters.

MEASUREMENT CONDITIONS

Pins not measured are loaded with the Test Load capacitance
Ta = 25°C Voo = +5V tp = 50 ns

i

. 1-16 .
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ERROR DETECTION AND CORRECTION UNIT

m Detects All Single Bit, and Double Bit
and Most Muitiple Bit Errors

m Corrects All Single Bit Errors

m '3Selections | 8206-1 | 8206
Detection | 35ns 42ns
Correction 55ns 67 ns

n Syndrome Outputs for Error Logging
m Automatic Error Scrubbing with 8207
m Expandable to Handle 80 Bit Memories

Separate Input and Output Busses—No
Timing Strobes Required

Supports Read With and Without
Correction, Writes, Partial (Byte)
Writes, and Read-Modify-Writes

HMOS lli Technology for Low Power
68 Pin Leadless JEDEC Package
68 Pin Grid Array Package

The HMOS 8206 Error Detection and Correction Unit is a high-speed device that provides error detection and
correction for memory systems (static and dynamic) requiring high reliability and performance. Each 8206
handles 8 or 16 data bits and up to 8 check bits. 8206’s can be cascaded to provide correction and detection
for up to 80 bits of data. Other 8206 features include the ability to handle byte writes, memory initialization, and

error logging.
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_Table 1. szoé Pin Description

Symbol 'Type Name and Function
Dlg-15 1,68-61, | * 1 DATA IN These inputs accepta 16 bit data word fromy RAM for
59-53 error detection and/or correction. )

CBI/SYly - 5 ‘I | CHECK BITS IN/SYNDROME:IN: In a single 8206 systém,or in the

CBI/SYl4 6 I | master in a multi-8206 system, these inputs accept the check bits (5

CBI/SYls ° 7 { - | to8)from the RAM. In a singlé 8206 16 bit system, CBlg_g are

CBI/SYlg 8 |. | used.In slave 8206’s these inputs accept the syndrome from the

CBI/SYl4 9 | | master.

CBI/SYl5 10 |

CBI/SYlg 11 |

CBI/SYl; 12 I

DO/WDlg 51 1/0 | DATA OUT/WRITE DATA IN: In aread cycle, data accepted by

-DO/WDI4 50 110 | Dlo-15 appears at these outputs corrected if CRCT is low, or

DO/WDIs 49 1/0 | uncorrected if CRCT is high. The BM inputs must be high to enable

DO/WDl3 48 /o0 | the output buffers during the read cycle. In a write cycle, data to be

DO/WDI, 47 17O written into the RAM is accepted by these inputs for computing the

DO/WDI 46 /0 write check bits. In'a pamal-wnte cycle, the byte not to be modified

. 5 appears at either DOg_7 if BMo is high, or DOg_15 if BMy is high, for

DO/WDlg 45 170 writing to the RAM. When WZ is active, it causes the 8206 to output

DO/WDI7 44 10 | all zeros at DOg_1s, with the proper write check bits on CBO.

DO/WDig 42 110

DO/WDlg 41 1710

DO/WDlyg 40 1/0

DO/WDl44 39 1710

DO/WDil 3 38 170

DO/WDl3 37 110

DO/WDil 4 36 170

DO/WDly5 35 1/0 ‘

SYO/CBO/PPOg 23 O | SYNDROME OUT/CHECK BITS OUT/PARTIAL PARITY OUT: In

SYO/CBO/PPO4 24 O | asingle 8206 system, or in the master in a multi-8206 system, the

SYO/CBO/PPO, 25 fo) syndrome appears at these outputs during a read. During a write,

SYO/CBO/PPO, 27 o | the write check bits appear. In slave-8206’s the partial parity bits

SYO/CBO/PPO, 28 0 used by the master appear at these outputs. The syndrome is-

SYO/CBO/PPOs 29 o latched (during read-modify-writes) by R/W going low.

SYO/CBO/PPOg 30 o} o

SYO/CBO/PPO7 31 o . ‘ .

PPlg/POSy 13 | PARTIAL PARITY IN/POSITION: In the master in a multi-8206

PPl41/POS4 14 l. system, these inputs accept partial parity bits 0 and 1 from the

B slaves. In a slave 8206 these inputs inform it of its position within
the system (1 to 4), Not used in a-single 8206 system.

PPI2/NSLg 15 | PARTIAL PARITY IN/NUMBER OF SLAVES: In the masterina

PPl3/NSL4 16 | multi-8206 system, these inputs accept partial parity bits 2 and 3
from the slaves. In a multi-8206 system these inputs are used in
slave number 1 to tell it the total number of slaves in the system (1
to 4). Not used in other slaves or in a single 8206 system.

PPI4CE 17 I1/0 | PARTIAL PARITY IN/CORRECTABLE ERROR: In the masterin a

multi-8206 system this pin accepts partial parity bit 4. In slave
number 1 only, or in a single 8206 system, this pln outputs the
correctable error flag. CE is latched by R/W going low. Not used in
other slaves.
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Table 1. 8206 Pin Description (Continued) .

Symbol Pin No. | Type Name and Function
"PPlg 18 | PARTIAL PARITY IN: In the master in a multi-8206 system these

PPlg 19 | pins accept partial parity bits 5 to 7. The number of partial parity bits

PPI7 20, | equals the number of check blts Not used in single 8206 systems

. | orin slaves.

ERROR 22 O | ERROR: This pin outputs the error flag in a single 8206 system orin
the master of a multi-8206 system. it is latched by R/W going low.
Not used in slaves.

CRCT 52 ] CORRECT: When low this pin causes data correction during a read
or read-modify-write cycle. When high, it causes error correction to

‘ be disabled, although error checking is still enabled.

§TB 2 | STROBE: STB is an input control used to strobe data at the Di
inputs and check-bits at the CBI/SYI inputs. The signal is active
high to admit the inputs. The signals are latched by the high-to-low
transition of STB.

BMy 33 | BYTE MARKS: When high, the Data Out pins are enabled for a

BM, 32 I read cycle. When low, the Data.Out buffers are tristated for a write
cycle. BMg controls DOg_7, while BM; controls DOg_1s. In partial
(Byte) writes, the byte mark input is low for the new byte to be

_written.
R/W 21 | READ/WRITE: When high this pin causes the 8206 to perform
‘ detection and correction (if is low). When low, it causes the
8206 to generate check-bits. On the high-to-low transition the
syndrome is latched internally for read-modify-write cycles.

Wz 34 I WRITE ZERO: When low this input overrides the BMy.1 and R/W
inputs to cause the 8206 to output all zeros at DOg_15 with the
corresponding check-bits at CBOg._7. Used for memory initialization.

M/S 4 1 MASTER/SLAVE: Input tells the 8206 whether it is a master (high)

‘ or a slave (low).

SEDCU 3 I SINGLE EDC UNIT: Input tells the master whether it is operating as
a single 8206 (low) or as the master in a multi-8206 system (high).
Not used in slaves.

Vce 60 | POWER SUPPLY: +5V

Vss 26 | LOGIC GROUND

Vss 43 1 OUTPUT DRIVER GROUND
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FUNCTIONAL DESCRIPTION

The 8206 Error Detection and Correction Unit pro-
vides greater memory system reliability through its

- ability to detect and correct memory errors. It is a
single chlp device that can detect and correct all
single bit errors and detect all double bit and some
higher multnple bit errors. Some other odd multlple
bit errors (e.g., 5 bits in error) aré interpreted as sin-
gle bit errors, and the CE flag is raised. While some
even multiple bit errors (e.g., 4 bits in error) are inter-
preted as no error, most are detected as double bit
errors. This error handling is a function of the num-
ber of check bits used by the 8206 (see Figure 2)
and the specific Hamming code used. Errors in
check bits are not distinguished from errors in a
word.

" For more information on error correction codes, see
Intel Application Notes AP-46 and AP-73.

READ CYCLE
With the R/W pin high, data is received from the

. RAM outputs into the DI pins where it is optionally:

latched by the STB signal. Check bits are generated

_ from the data bits and compared to the check bits
read from the RAM into the CBI pins. If an error is

detected the E ERROR flag is activated and the cor-
rectable error flag (CE) is used to inform the system
whether the error was correctable or not. With the
BM inputs high, the word appears corrected at the
DO pins if the error was correctable, or unmodlﬁed if
the error was uncorrectable.

If more ‘than one 8206 is being used, then the check
bits are read by the master. The slaves generate a

- partial parity output (PPO) and pass it to the master.

A single 8206 handles 8 or 16 bits of data, and up to

5 8206’s can be cascaded in order to handle data
paths of 80 bits. For a snngl_e_8206 8 bit system, the
Dlg_15, DO/WDlIg_45 and BM; inputs are grounded.
See the Multi-Chip systems section for information
on 24-80 bit.systems.

The 8206 has a “flow through" archltecturé It sup-
ports two kinds of error correction architecture: 1)
Flow-through, or correct-always; and 2) Parallel, or

check-only. These are two separate 16-pin busses,’

Data Word Bits ‘Check Bits

8 5
16 6

24 6
32 7
40 7
48 8
56 8
64 8
72 8
' 80 8

Figure 3. Number of Check Bits Used by 8206

one to accept data from the RAM (DI) and the other
to deliver corrected data to the system bus (DO/
WDI). The logic is entirely combinatorial during a
read cycle. This is in contrast to an architecture with
only one bus, with bidirectional bus drivers that must
first read the data and then be turned around to out-
put the corrected data. The latter architecture typi-
cally requires additional hardware (latches and/or
transceivers) and may be slower in a system due to
timing skews of control signals.

The master 8206 then generates and returns the
syndrome to the slaves (SYO) for correction of the
data.

The. 8206 may alternatively be used in a “check-
only” mode with the CRCT pin left high. With the
correction facility turned off, the propagation delay
from memory outputs to 8206 outputs is significantl
shortened. In this mode the 8206 issues an ﬁﬁG%
flag to the CPU, which can then perform one of sev-
eral options: lengthen the current cycle for correc-
tion, restart the instruction, perform a diagnostic rou-
tine, etc.

* A syndrome word, five to eight bits in length and

containing all necessary information about the exis-,
tence and location of an error, is made available to.

. the system at the SYOgq_7 pins. Error logging may be

accomplished by latching the syndrome and the
memory address of the word in error.

WRITE CYCLE

For a full write, in which an ‘entire word is written to
memory, the data is written directly to the RAM, by-

.passing the 8206. The same data enters the 8206
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through the WDI pins where check bits are generat-
ed. The Byte Mark inputs must be low to tristate the
DO drivers. The check bits, 5 to 8 in number, are
then written to the RAM through the CBO pins for
storage along with the data word. In a multi-chip sys-
tem, the master writes the check bits using partial
parity information from the slaves.

In a partial write, part of the data word is overwritten,
and part is retained in memory. This is accomplished
by performing a read-modify-write cycle. The com-
plete old word is read into the 8206 and corrected,
with the syndrome internally latched by R/W going
low. Only that part of the word. not to be modified is
output onto the DO pins, as controlled by the Byte
Mark inputs. That portion of the word to be overwrit-
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ten is supplied by the system bus. The 8206 then
calculates check bits for the new word, using the
byte from the previous read and the new byte from
the system bus, and writes them to the memory.

READ-MODIFY-WRITE CYCLES

Upon detection of an error the 8206 may be used to
correct the bit in error in memory. This reduces the
probability of getting multiple-bit errors in subse-
quent read cycles. This correction is handled by exe-
cuting read-modify-write cycles. : C

The read-modify-write cycle is controlled by the R/W
input. After (during) the read cycle, the system dy-
namic RAM controller or CPU examines the 8206
ERROR and CE outputs to determine if a correct-
able error occurred. If it did, the dynamic RAM con-
troller or CPU forces R/W low, telling the 8206 to
latch the generated syndrome and drive the correct-
ed check bits onto the CBO outputs. The corrected
data is available on the DO pins. The DRAM control-
ler then writes the corrected data and corresponding
check bits into memory.

The 8206 may be used to perform read-modify-
writes in one or two RAM cycles. If it is done in two
cycles, the 8206 latches are used to hold the data
and check bits from the read cycle to be used in the
following write cycle. The Intel 8207 Dual Port Dy-
namic RAM controller allows read-modify-write cy-
cles in one memory cycle. See the System Environ-
ment section.

INITIALIZATION

A memory system operating with ECC requires some
form of initialization at system power-up in or-

der to set valid data and check bit information in
memory. The 8206 supports memory initialization by
the write zero function. By activating the WZ pin, the
8206 will write a data pattern of zeros and the asso-
ciated check bits in-the current write cycle. By thus
writing to all memory at ‘power-up, a controller can’

- set memory to valid data and check bits. Massive
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memory failure, as signified by both data and check
bits all ones or zeros, will be detected as an uncor-
rectable error.

MULTI-CHIP SYSTEMS

A single 8206 handles 8 or 16 bits of data and 5 or 6
check bits, respectively. Up to 5 8208's can be cas-
caded for 80 bit memories with 8 check bits.

When cascaded, one 8206 operates as a master,
and all others as slaves. As an example, during a
read cycle in a 32 bit system with one master and
one slave, the slave calculates parity on its portion
of the word—*'partial parity’”’—and presents it to the
master through the PPO pins. The master combines
the partial parity from the slave with the parity it cal-
culated from its own portion of the word to generate
the syndrome. The syndrome is then returned by the
master to the slave for error correction. In systems
with more than one slave the above description con-
tinues to apply, except that the partial parity outputs
of the slaves must be XOR’d externally. Figure 4
shows the necessary external logic for multi-chip
systems. Write and read-modify-write'cycles are car-
ried out analogously. See the System ‘Operation sec-
tion for multi-chip wiring diagrams.

There are several pins used to define whether the
8206 will operate as a master or a slave. Tables 3
and 4 illustrate how these pins are tied.
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” MASTER SLAVE 1 - SLAVE2
Cept PPO " ppo
) /ﬁ o /! /' }
/i :
L
\
- 205220-3
3a. 48 Bit System
MASTER SLAVE 1 SLAVE 2 SLAVE 3
PPl PPO PPO PPO
. A s
<
< ‘ \
\ ' -
A ‘ ’ 205220-4
. 3b. 64 Bit System
MASTER SLAVE 1 SLAVE 2 SLAVE 3 SLAVE 4
PPl : PPO PPO PPO PPO.
¢ f
OR
Xi k A | k‘
205220-5
3c. 80 Bit System
Figure 4. External Logic for Multi-Chip Sytems
Table 3. Master/Slave Pin Assignments
Pin No. Pin Name Master Slave 1 Slave 2 Slave 3 Slave 4
4 M/S +5v gnd gnd gnd gnd
3 SEDCU +5V +5V +5V +5V +5V
13 PPlg/POSg PPI gnd +5V gnd +5V
14 PP14/POS4 PPI gnd gnd +5V +5V
15 PPl2/NSLg PPI * +5V - +5V +5V
16 PPI3/NSL4 PPI * +5V +5V +5V
NOTE:

Pins 13, 14, 15, 16 have internal pull-up resistors and may be left as N.C. where specified as connecting to +5V.
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Table 4. NSL Pin Assignments for Slave 1

Number of Slaves
Pin 1 2 3 4
PPI2/NSLg GND +5V GND +5V
PPI3/NSL4 GND GND +5V +5V

The timing specifibations for multi-chip systems
must be calculated to take account of the external
XOR gating in 3, 4 and 5-chip systems. Let tXOR be
the delay for a single external TTL XOR gate. Then
the following equations show how to calculate the
relevant timing parameters for 2-chip (n =0), 3-chip
(n = 1), 4-chip (n = 2), and 5-chip (n = 2) systems:
Data-in to corrected data-out (read cycle) =

TDVSV + TPVSV +TSVQV + ntXOR
Data-in to error flag (read cycle) =

TDVSV + TPVEV + ntXOR

Data-in to correctable error flag (read cycle) =

TDVSV + TPVSV + TSVCV + ntXOR
Write data to check-bits valid (full write cycle) =
~ TQVQV + TPVSV + ntXOR
Data-in to check-bits valid (read-mod-write cycle) =

TDVSV + TPVSV + TSVQV + TQvVQV + TPVSV +
2ntXOR

Data-in to check-bits valid (non-correcting read-
modify-write cycle) =

TDVQU + TQVQV + TPVSV + ntXOR

HAMMING CODE

The 8206 uses a modified Hamming code which was
optimized for multi-chip EDCU systems. The code is
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such that partial parity is computed by all 8206’s in
parallel. No 8206 requires more time for propagation
through logic levels than any other one, and hence
no one device becomes a bottleneck in the parity
operation. However, one or two levels of external
TTL XOR gates are required in systems with three to
five chips. The code appears in Table 5. The check
bits are derived from the table by XORing or XNOR-
ing together the bits indicated by ‘X’s in each row
corresponding to a check bit. For example, check bit
0 in the MASTER for data word 1000110101101011
will be “0”. It should be noted that the 8206 will
detect the gross-error condition of all lows or all
highs.

Error correction is accomplished by identifying the
bad bit and inverting it. Table 5 can also be used as
an error syndrome table by replacing the ‘X's with
‘1’s. Each column then represents a different syn-
drome word, and by locating the column corre-
sponding to a particular syndrome the bit to be cor-
rected may be identified. If the syndrome cannot be
located then the error cannot be corrected. For ex-
ample, if the syndrome word is 00110111, the bit to
be corrected is bit 5 in the slave one data word (bit
21).

The syndrome decading is also summarized in Ta-
bles 6 and 7 which can be used for error logging. By
finding the appropriate syndrome word (starting with
bit zero, the least significant bit), the result is either:
1) no error; 2) an identified (correctable) single bit
error; 3) a double bit error; or 4) a multi-bit uncorrect-
able error.
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Table 5. Modified Hamming Code Check Bit Generation

Check bits are generated by XOR’ing (except for the CBO and CB1 data bits, which are XNOR’ed in the Master) the data bits in the rows correspondmg to
the check bits. Note there are 6 check bits in a 16-bit system, 7 in a 32-bit system, and 8 in 48-or-more-bit systems.

BYTE NUMBER 0 1 OPERATION 2 . 3 OPERATION
BITNUMBER ([0 1 2 3 4 5 6 7|0 1 2 3 456 7 ’ 012345617|012345¢67
CBO=|x X - X - X X -|X = - X - - - XNOR - X X X - X X -|- XX - - - - XOR
CBl=|x - x - - x - X|- X - X X - X - XNOR X X X = = X = X{X X = - - - - X XOR
CB2=|- x x - X - X X[=- - X = '%X - - X XOR - KX X - X X X}- - X X - - - = XOR .
CHECK|CB3=|x x X X X - = =|X X X = = = = - XOR X X = - X = X X[X - = X X = - = XOR
BITS |[CB4=]- - - X X X X X[- - < - -"X X X XOR' X X - = X X X X|- - - - X - X - XOR
CB5={f- - - - - - - -IX X X X X X X X XOR - - X X X X x|- - - - - x x x XOR
CB6=|- - - - - - - |- -« = - -« -« - - XOR - - - - - - - AIX X X X X X X X .XOR
cB7={- - - - - - A TR XOR T R XOR
000O0OO0OOOOIOO 1T 1T 1111 11112222/22222233
DATA BITS 01234561789 0123 7890123456789 0T1
16 BIT OR MASTER SLAVE #1
BYTE NUMBER 4 5 6 7 8 9 S
- , OPERATION
BITNUMBER |01234567{01234567(0123456701234567(01234567/012345637 .
CBO=|Xx X - X - X X -|X - = X = AIX - X = XX = -X - XX - =X -[-XXX=XX-=]-XX<~-X-~- - XOR
CB1=|x - X - - X - X}]- X - XX~ X XX = - - XXXXX-==-=-X-[-XXX=-XXX|-=-XxXx=--=--]. XOR
CB2=|- XX -X-XX|--X=-X=--X[/-XXX=-XX-=/-XX=--X-=--[Xx--X-XX-=-]-%XxXx--Xx-Xx| - XOR
CHECKCB3 =|X X X X X = - =|X X X - = = = = X=X = = XX-|XX=- XX - XX XX - - X|XX--X- - - XOR
BITS CB4=|- - - x XXX X|- - - - - X X X|= = =X XXX X[- = - = = X X X[ XX - - = XX|XXX=-~--X -~ XOR
CB5 =X X X XXXXX|== == == -]~~~ - XX XXXXXX[X=-XXXX-=-X|---Xx---x] ~XOR:
CB6=|X X X XXXXX[===-=+---- XXX X XXX X[~ ===« =+« XX = - XXXX[----X-=-X - XOR
CB7 ={- - - - - - - - X X X XX X|= - = - - - - - X XX XX X|--=------ XXX XXX XX XOR
DATA BITS 33333333|44444444/44555555/55556666|(66666677|(77777777
23456789|/01234567|89012345/67890123/45678901/23456789
SLAVE #2 SLAVE #3 SLAVE #4

92028
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Table 6. 8206 Syndrome Decoding

0 o 1 0 1 0 1 0 1 0 i 0 1 0 1 0 1

Syndrome |1 0 0 1 1 0 o 1 1 0 o 1 1 0 0 1 1

Bits 2 0 0 0 0 1 1 1 1 0 o 0o o 1 1 1 1

7 6 5 4/3 0 0 0 0 0 0 o0 O 1 i 1 1 1 1 1 1
0 0 0O N CB0O CB1 D CB2 D D 18 CB3 D D 0 D l 1 2 D
0 0 0 1 CB4 D D 5 D 6 7 D D D 6 D 4 D D 17
0 0 10 CcB5 D D 1 D 19 12 D D 8 9 D 10 D D 67
00 1 1 D 13 14 D 15 D D 21 20 D D 66 D 22 23 D
0100 cBé D D 25 D 26 49 D D 48 24 D 27 D D 50
01 0 1 D 52 56 D 51 D D 70 28 D D 65 D 53 54 D
01 10 D 29 31 D 64 D D 69 68 D D 32 D 33 3 D
01 1 1 30 D D 37 D 3 3 D D 3 71 D 3 D D U
1000 cB7 D D 43 D 77 44 D D 4 4 D 42 D D U
100 1 D 45 46 D 47 D D 74 72 D D U D 78 U D
10 10 D 59 7% D 79 D D 58 60 D D 56 D U 57 D
10 11 63 D D 62 D Uu U D D Uu U D 61 D D U
1100 D U U D U D b uyu 7% D D UD U U D
1101 78 D D U D Uu U D D u U b U b D U
1110 U D D U D u U D D u U b U b D U
11 11 D U U D U D D U U b b U D U U D

= No Error ' ’

CBX = Error in Check Bit X

X = Error in Data Bit X

D = Double Bit Error

U = Uncorrectable Multi-Bit Error

SYSTEM ENVIRONMENT

The 8206 interface to a typical 32 bit memory sys-
tem is illustrated in Figure 5. For larger systems, the
partial parity bits from slaves two to four must be
XOR’ed externally, which calls for one level of XOR
gating for three 8206’s and two levels for four or five
8206’s.

The 8206 is designed for direct connection to the
Intel 8207 Advanced Dynamic RAM Controller.
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The 8207 has the ability to perform dual port memo-
ry control, and Figure 6 illustrates a highly integrated
dual port RAM implementation using the 8206 and
8207. The 8206/8207 combination permits such
features as automatic scrubbing (correcting errors in
memory during refresh), extending RAS and CAS
timings for Read-Modify-Writes in single memory cy-
cles, and automatic memory initialization upon reset.
Together these two chips provide a complete dual-
port, error-corrected dynamic RAM subsystem.
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Figure 6. Dual Port RAM Subsystem with 8206/8207 (32-bit bus)
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MEMORY BOARD TESTING

The 8206 lends itself to straightforward memory
board testing with a minimum of hardware overhead.
The following is a description of four common test
modes and their implementation.

Mode 0— Read and write with error correction.
Implementation: This mode is the normal
8206 operating mode.

Mode 1— Read and write data with error correction
disabled to allow test of data memory.

Implementation: This mode is performed'

with CRCT deactivated.

Mode 2— Read and write check bits with error cor-
rection disabled to allow test of check bits
memory.

Implementation: Any pattern may be writ-
ten into the check bits memory by judi-
ciously choosing the proper data word to
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generate the desired check bits, through
the use of the 8206 Hamming code. To
read out the check bits it is first necessary
to fill the data memory with all zeros,
which may be done by activating WZ and
incrementing memory addresses with WE
to the check bits memory held inactive,
and then performing ordinary reads. The
check bits will then appear directly at the
SYO outputs, with bits CBO and CB1 in-
verted. ’

Mode 3— Write data, without altering or writing
check bits, to allow the storage of bit
combinations to cause error correction
and detection.

Implementation: This mode is implement-
ed by writing the desired word to memory
with WE to the check bits array held inac-
tive.
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Figure 8a. 8206 Leadless Chip Carrier (LCC) Pinout Diagram
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Figure 8b. 8206 Pin Grid Array (PGA) Package and Pinout Diagram
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ABSOLUTE MAXIMUM RATINGS*

Ambient Temperature Under Bias ...... 0°Cto 70°C
Storage Temperature ......... . —65°C to +150°C
Voltage On Any Pin - . . .

with Respect to Ground. ........... —-0.5Vto +7V
Power Dissipation. ...........ccovieiiiiinnnn 1.5W

*Notice: Stresses above those listed under “Abso-
lute Maximum Rat/ngs" may cause permanent dam-
age to the device. This is a stress rating only and
functional operation of the device at these or any
other conditions above those indicated in the opéra-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended periods may affect device reliability.

D.C. CHARACTERISTICS T = 0°Cto 70°C, Voc = 5.0V + 1.0%, \)ss = GND.

Symbol Parameter Min Max Units Test Conditions
lcc Power Supply Current
—Single 8206 or 270° ‘mA
Slave #1 : '
—Master in Multi-Chip 230 mA
or Slaves #2, 3, 4
vii Input Low Voltage —0.5 0.8 \'
Vi Input High Voltage 20 Vo + \'
. 0.5V
VoL Output Low Voltage |
—DO 0.45 \' loL = 8mA
—All Others 0.45 \" loL = 2.0mA
VoH Output High Voltage ‘ o
—DO, CBO 26 \'% loH = —2mA
—All Other Outputs 2.4 \ loH = —0.4mA"
ILo 1/0 Leakage Current -
—PPI4/CE +20 rA 0.45V < Vy/0 < Voe
—DO/WDlg_-15 +10 MA-
I Input Leakage Current
—PPlg_3, 5-7, CBlg.7, SEDCUR) +20 RA OV < ViN € Ve
—All Other Input Only Pins +10 rA '
NOTES:

1. SEDCU (pin 3) and M/3 (pin 4) are device strapping options and should be tied to Vg or GND. Vi min = Vg —0.5V

and V). max = 0.5V.

2. PPlg_7 (plns 13-20) and CBlg.7 (pins 11, 12) have internal pull-up resistors and if left unconnected will be pulled to Vee.

A.C. TESTING INPUT, OUTPUT WAVEFORM

om= X

205220-14
A.C. Testing: Inputs are driven at 2.4V for a Logic “1” and 0.45V
for a Logic “0”. Timing measurements are made at 2.0V for a
Logic “1” and 0.8V for a Logic “0”.

A.C. TESTING LOAD CIRCUIT

DEVICE R
UNDER -
TEST

:I;c

205220-15

Ci Includes Jig Capacitance
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A.C. CHARACTERISTICS

TA = 0°C 10 70°C, Vo = +5V £'10%, Vs =

' ’Q>

ov, RL = 220, C|_ = 50 pF aII t|mes are in ns

Symbol Parameter .. 82081 8206 | Notes
L Min | Max | Min | Max |

TRHEV ERROR Valid from R/W T ‘ 20 25

TRHcv | CE Vélid from R/W T (Single 8206) 34 44

TRHQV Corrected Data Valid from RW T 44 54 1

TRvsv SYO/CBO/PPO Valid from R/W 32 42 1

Tovev | ERROR Valid from Data/Check Bits In 35 42

Tovecv CE Valid from Data/Check Bits In 50 70

Tpvav Corrected Data Valid from Data/Check Bits In 55 67

Tpvsv SYO/PPO Valid from Data/Check Bits In 40 55

TeHQV Corrected Data Access Time 35 37

Texax Hold Time from Data/Check Bits In 0 ' 0 1

TeLaz Corrected Data Float Delay 25 0 28 1

TSHIV STB High to Data/Check Bits In Valid 30 30 2

TivsL Data/Check Bits In to STB | Set-Up 5 5

Tsux Data/Check Bits In from STB | Hold 15 25

Tpvev ERROR Valid from Partial Parity In 21 30 3

Tpvav Corrected Data (Master) from Partial Parity In 46 61 1,3

Tpvsv Syndrome/Che‘ék Bits Out from Partial Parity In 32 43 1,3

Tsvav Corrected Data (Slave) Valid from Syndrome 41 51

Tsvcv CE Valid from Syndrome (Slave Number 1) 43 48 3

Tavav Check Bits/Partial Parity Out from Write Data In 44 64 1

TRHSX Check Bits/Partial Parity Out from R/W, WZ Hold 0 1

TRLSX Syndrome Out from R/W Hold_ 0

Taxax Hold Time from Write Data In’ 0

TsvRL Syndrome Out to R/W |, Set-Up 5 17 3

TovRL Data/Check Bits to R/W Set-Up 24 39

Tovau Uncorrected Data Out from Data In ’ 29 32

Trvav Corrected Data Out from CRCT J, 25 30

TwiaL | WZ ! to Zero Out ' E 25 30°

Twhax | Zero Outfrom WZ T Hold ] o | 0
NOTES: l

1. A.C. Test Levels for CBO and DO are 2.4V and 0.8V. o

2. TsHiv is required to guarantee output delay timings: Tpvev, Tovcy: Tovav: Tgysv, TsHiy + Tivst guarantees a min STB
pulse width of 35 ns,

3. Not required for 8/16 bit systems.
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DUAL-PORT DYNAMIC RAM CONTROLLER

8207

Provides All Slbnals Necessary to
Control 16K, 64K and 256K Dynamic
RAMs

Directly Addresses and Drives up to 2
Megabytes without External Drivers

Supports Single and Dual-Port [ ]
Configurations

Automatic RAM Initialization in All

Modes |

Four Programmable Refresh Modes

Transparent Memory Scrubbing in ECC
Mode

Fast Cycle Support for 8 MHz 80286
with 8207-16

Slow Cycle Support for 8 MHz, 10 MHz
8086/88, 80186/188 with 8207-8,
8207-10

Provides Signals to Directly Control the
8206 Error Detection and Correction
Unit

Supports Synchronous or
Asynchronous Operation on Either Port

68 Lead JEDEC Type A Leadless Chip
Carrier (LCC) and Pin Grid Array (PGA),
Both in Ceramic.

The Intel 8207 Dual-Port Dynamic RAM Controller is a high-performance, systems-oriented, Dynamic RAM
controller that is designed to easily interface 16K, 64K and 256K Dynamic RAMs to Intel and other microproc-
essor systems. A dual-port interface allows two different busses to independently access memory. When
configured with an 8206 Error Detection and Correction Unit the 8207 supplies the necessary logic for design-
ing large error-corrected memory arrays. This combination provides automatic memory initialization and trans-
parent memory error scrubbing. '

PORTA
o1 INTER-
] Face

PORT B
INTER-
FACE

DIRECT REQUEST BUS

REFRESH
INTER-
FACE

RFRQ —»

'CONFIGURATION BUS

ERROR
CE

T

|-= LEN

|- XACKA/ACKA
L= XACKB/ACKB
i

> AACKB/R'W
>~ oem

[ este

= MUX/PCLK
™ PSEL

> PSEN

> WE

:>Risg N
[ >cas,

QuTPUT

REFRESH
TIMER

‘\Ilcc —_—— L ADDRESS PATH CONTROL
nsgsﬁ; ; BANK ADDRESS
REFRESH/ COLUMN
‘ECIWI | ADDRESS, CoLUMN
COUNTER ADDRESS
LATCH
MUX MUX AQg_g
Algs
ROW ADDRESS
) en—
Y ——
. h . 210463-1
Figure 1. 8207 Block Diagram
October 1986
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Table 1. Pin Description

Pin

Type

Name and Function

ADDRESS LATCH ENABLE: In two-port configurations, when Port A i$
running with iAPX 286 Status interface mode, this output replaces the ALE

~ signal from the system bus controller of port A and generates an address

latch enable signal which provides optimum setup and hold timing for the
8207. This signal is used in Fast Cycle operation only.

3
3

TRANSFER ACKNOWLEDGE PORT A/ACKNOWLEDGE PORT A: Innon-
ECC mode, this pin is XACKA and indicates that data on the bus is valid
during a read cycle or that data may be removed from the bus during a write
cycle for Port A. XACKA is a Multibus-compatible signal. In ECC.mode, this
pin is ACKA which can be configured, depending on the programming of the X
program bit, as an XACK or AACK strobe. The SA g(rogramming bit
determines whether the AACK will be an early EAACKA or a late LAACKA
interface signal.

TRANSFER ACKNOWLEDGE PORT B/ACKNOWLEDGE PORT B: In non-
ECC mode, this pin is XACKB and indicates that data on the bus is valid
during a read cycle or that data may be removed from the bus during a write
cycle for Port B. XACKB is a Multibus-compatible signal. In ECC mode, this
pin is ACKB which can be configured, depending on the programming of the X
program bit, as an XACK or AACK strobe. The SB programming bit
determines whether the AACK will be an-early EAACKB or a late LAACKB
interface signal. )

'%

/

ADVANCED ACKNOWLEDGE PORT A/WRITE ZERO: In non-ECC mode,
this pin is AACKA and indicates that the processor may continue processing
and that data will be available when required. This signal is optimized for the
system by programming the SA program bit for synchronous or asynchronous
operation. In ECC mode, after a RESET, this signal will cause the 8206 to
force the data to all zeros and generate the appropriate check bits.

ADVANCED ACKNOWLEDGE PORT B/READ/WRITE: In non-ECC mode,
this pin is AACKB and indicates that the processor may continue processing
and that data will be available when required. This signal is optimized for the
system by programming the SB program bit for synchronous or asynchronous
operation. In ECC mode, this signal causes the 8206 EDCU to latch the
syndrome and error flags and generate check bits.

lw)
5]
<

DISABLE BYTE MARKS: This is an ECC control output signal indicating that
a read or refresh cycle is occurring. This output forces the byte address
decoding logic to enable all 8206 data output buffers: In ECC mode, this
output is also asserted during memory initialization and the 8-cycle dynamic
RAM wake-up exercise. In non-ECC systems this signal indicates that either a
read, refresh or 8-cycle warm-up is in progress.

ESTB

ERROR STROBE: In ECC mode, this strobe is activated when an error is
detected and allows a negative-edge triggered flip-flop to latch the status of
the 8206 EDCU CE for systems with error logging capabilities. ESTB will not
be issued during refresh cycles.

LOCK

LOCK: This input instructs the 8207 to lock out the port not being serviced at
the time LOCK was issued. o

Vee

43

DRIVER POWER: + 5 volts. Supplies Vg for the output drivers.
LOGIC POWER: + 5 volts. Supplies V¢ for the internal logic circuits.

CE

10

CORRECTABLE ERROR: This is an ECC input from the 8206 EDCU which
instructs the 8207 whether a detected error is correctable or not. A high input
indicates a correctable error. A low input inhibits the 8207 from activating WE
to write the data back into RAM. This should be connected to the CE output of
the 8206. - . .
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Table 1. Pin Description (Continued)

Pin

Type

Name and Function

Symbol

1

ERROR: This is an ECC input from the 8206 EDCU and instructs the 8207
that an error was detected. This pin should be conneeted to the ERROR
output of the 8206.

MUX/
PCLK

12

MULTIPLEXER CONTROL/PROGRAMMING CLOCK: Immediately after a
RESET this pin is used to clock serial programming data into the PDI pin. In
normal two-port operation, this pin is used to select memory addresses from
the appropriate port. When this signal is high, port A is selected and when it is
low, port B is selected. This signal may change state before the completion of
a RAM cycle, but the RAM address hold time is satisfied.

PSEL

13

PORT SELECT: This signal is used to select the appropriate port for data
transfer. When this signal is high port A is selected and when it is low port B is
selected.

PSEN

14

| PORT SELECT ENABLE: This signal used in conjunction with PSEL provides

contention-free port exchange on the data bus. When PSEN is low, port
selection is allowed to change state.

WE

15

WRITE ENABLE: This signal provides the dynamic RAM array the write
enable input for a write operation.

16

FULL WRITE: This is an ECC input signal that instructs the 8207, in an ECC
configuration, whether the present write cycle is normal RAM write (full write)
or a RAM partial write (read-modify-write) cycle.

RESET

17

RESET: This signal causes all internal counters and state flip-flops to be reset
and upon release of RESET, data appearing at the PDI pin is clocked in by the
PCLK output. The states of the PDI, PCTLA, PCTLB and RFRQ pins are
sampled by RESET going inactive and are used to program the 8207. An 8-
cycle dynamic RAM warm-up is performed after clocking PDI bits into the
8207.

CAS0-CAS3

18-21

COLUMN ADDRESS STROBE: These outputs are used by the dynamic RAM
array to latch the column address, present on the AO0-8 pins. These outputs
are selected by the BSO and BS1 as programmed by program bits RBO and
RB1. These outputs drive the dynamic RAM array directly and need no
external drivers.

RAS0-RAS3

22-25

'ROW ADDRESS STROBE: These outputs are used by the dynamic RAM

array to latch the row address, present on the AO0-8 pins. These outputs are
selected by the BS0 and BS1 as programmed by program bits RBO and RB1. -
These outputs drive the dynamic RAM array directly and need no external
drivers.

Vss

26
60

DRIVER GROUND: Provides a ground for the output drivers.
LOGIC GROUND: Provides a ground for the remainder of the device.

AO0-AO8

35-27|

ADDRESS OUTPUTS: These outputs are designed to provide the row and
column addresses of the selected port to the dynamic RAM array. These
outputs drive the dynamic RAM array directly and need no external drivers.

BS0-BS1

36-37

BANK SELECT: These inputs are used to select one of four banks of the
dynamic RAM array as defined by the program bits RBO and RB1.

ALO-ALS8

38-42
44-47

ADDRESS LOW: These lower-order address inputs are used to generate the
row address for the internal address multiplexer.

AHO-AH8

48-56

ADDRESS HIGH: These higher-order address inputs are used to generate
the column address for the internal address multiplexer.
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Table 1. Pin Description (Continued)

Symbol

Pin

Type

Name and Function

PDI

57

PROGRAM DATA INPUT: This input programs the various user—selectable

options in the 8207. The PCLK pin shifts programmmg data into the PDI input
from optional external shift registers. This pin may be strapped high or low to
a default ECC (PDI = Logic “1”") or non-ECC (PDI = Logic “0”) mode
configuration.

RFRQ

58 |

REFRESH REQUEST: ThIS input is sampled on the falling edge of RESET. If
it is high at RESET, then the 8207 is programmed for internal refresh request
or external refresh request with failsafe protection. If it is low at RESET, then
the 8207 is programmed for external refresh without failsafe protection or
burst refresh. Once programmed the RFRQ pin accepts signals to start an
external refresh with failsafe protection or external refresh without failsafe
protection or a burst refresh.

59

CLOCK: This input provides the basic timing for sequencing the internal logic.

61

READ FOR PORT B: This pin is the read memory request command input for
port B. This input also directly accepts the S1 status line from Intel
processors. .

62

63

WRITE FOR PORT B: This pin is the write memory request command input

“for port B. This input also directly accepts the SO status line from Intel

processors.
PORT ENABLE FOR PORT B: This pin serves to enable a RAM cycle request
for port B. It is generally decoded from the port address.

64

PORT CONTROL FOR PORT B: This pinis sampled on the falling edge of
RESET. If low after RESET, the 8207 is programmed to accept memory read
and write commands, Multibus commands or iAPX 286 status inputs. If high

" after RESET, the 8207 is programmed to accept status inputs from iAPX 86 or

iAPX 186 processors. The S2 status line should be connected to this input if

programmed to accept iAPX 86 or iAPX 186 status inputs. When programmed -

to accept commands or IAPX 286 status, it should be tied low or it may be
used as a Multibus-compatible inhibit signal..

D.

|
>

65

READ FOR PORT A: This pin is the read memory request command input for
port A. This input also directly accepts the ST status line from Intel
processors.

=
Y
>

66

WRITE FORPORT A: This pin is the write memory request command input -
for port A. This mput also dlrectly accepts the SO status line from Intel
processors.

ne
m
>

67

PORT ENABLE FOR PORT A: This pin serves to enable a RAM cycle request ‘

for port A. It is generally decoded from the port address.

PCTLA

68

PORT CONTROL FOR PORT A: This pin is sampled on the falling edge of

'RESET. If low after RESET, the 8207 is programmed to accept memory read
- and write commands, Multibus commands or iAPX 286 status inputs. If high

after RESET, the 8207 is programmed to accept status inputs from iAPX 86 or
iAPX 186 processors. The S2 status line should be connected to this input if

programmed to accept iAPX 86 or iAPX 186 status inputs. When programmed

to accept commands or iAPX 286 status, it should be tied low or |t may be
connected to INHIBIT when operatlng with Multibus.
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GENERAL DESCRIPTION

The Intel 8207 Dual-Port Dynamic RAM Controller is
a microcomputer peripheral device which provides
the necessary signals to address, refresh and direct-
ly drive 16K, 64K and 256K dynamic RAMSs. This
controller also provides the necessary arbitration cir-
cuitry to support dual-port access of the dynamic
RAM array.

The 8207 supports several microprocessor interface
options including synchronous and asynchronous
connection to iAPX 86, iAPX 88, iAPX 186,
iAPX 188, iAPX 286 and Multibus.

This device may be used with the 8206 Error Detec-
tion and Correction Unit (EDCU). When used with
the 8206, the 8207 is programmed in the Error
Checking and Correction (ECC) mode. In this mode,
the 8207 provides all the necessary control signals
for the 8206 to perform memory initialization and
transparent error scrubbing during refresh.

FUNCTIONAL DESCRIPTION

Processor Interface

The 8207 has control circuitry for two ports each
capable of supporting one of several possible bus

1-43

structures. The ports are independently configurable
allowing the dynamic RAM to serve as an interface
between two different bus structures.

Each port of the 8207 may be programmed to run
synchronous or asynchronous to the processor
clock. (See Synchronous/Asynchronous Mode.) The
8207 has been optimized to run synchronously with
Intel’s iIAPX 86, iAPX 88, iAPX 186, iAPX 188, and
iAPX 286. When the 8207 is programmed to run in
asynchronous mode, the 8207 inserts the necessary
synchronization circuitry for the RD, WR, PE, and
PCTL inputs. '

The 8207 achieves high performance (i.e., no wait
states) by decoding the status lines directly from the
iAPX 86, iAPX 88, iAPX 186, iIAPX 188 and iAPX 286
processors. The 8207 can also be programmed to
receive read or write Multibbus commands or com-
mands from a bus controller. (See Status/Command
Mode.)

The 8207 may be programmed to accept the clock
of the iAPX 86, 88, 186, 188 or 286. The 8207 ad-
justs its internal timing to allow for the different clock
frequencies of these microprocessors. (See Micro-
processor Clock Frequency Option.)

Figures 2A and 2B show the different processor in-
terfaces to the 8207 using the synchronous or asyn-
chronous mode and status or command interface.
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So CLK
S1 8288
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Figure 2A. Slow-Cycle (CFS = 0) Port Interfaces Supported by the 8207

Single-Port Operation

The use of an address latch with the iAPX 286
status interface is not needed since the 8207 can
internally latch the addresses with an internal signal
similar in behavior to the LEN output. This operation
is active only in single-port applications when the
processor is interfaced to port A.

Dual-Port ‘Operatibn

The 8207 provides for two-port operation. Two inde-
pendent processors may access memory controlled

1-44

by the 8207. The 8207 arbitrates between each of
the processor requests and directs data to or from
the appropriate port. Selection is done on a priority
concept that reassigns priorities based upon past
history. Processor requests are internally queued.

Figure 3 shows a dual-port configuration with two
iAPX 86 systems interfacing to dynamic RAM. One
of the processor systems is interfaced synchronous-
ly using the status interface and the other is inter-
faced asynchronously also using the status inter-
face.
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wio LEN
ADDR I PE g7
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ADDRESS|
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210463-6
NOTE:

Address latch not required in single-port mode.
Fast-Cycle Synchronous-Status Interface

SYNCHRONOUS 80286

210463-8
Fast-Cycle Synchronous-Command Interface

210463-7

NOTE:
“Address latch not required in single-port mode.

Fast-Cycle Asynchronous-Status Interface

210463-9
*MULTI-BUS Option

Fast-Cycle Asynchronous-Command Interface

Figure 2B. Fast-Cycle (CFS 1) Port Interfaces Supported by the 8207

Dynamic RAM Interface

The 8207 is capable of addressing 16K, 64K and
256K dynamic RAMSs. Figure 4 shows the connec-
tion of the processor address bus to the 8207 using
the different RAMs.

The 8207 divides memory into as many as four
banks, each bank having its own Row (RAS) and
Column (CAS) Address Strobe pair. This organiza-
tion permits RAM cycle interleaving and permits er-

ror scrubbing during ECC refresh cycles RAM cycle
interleaving overlaps the start of the next RAM cycle
with the RAM Precharge period of the previous cy-

* cle. Hiding the precharge period of one RAM cycle

behind the data access period of the next RAM cy-
cle optimizes memory bandwidth and is effective as
long as successive RAM cycles occur in alternate
banks.

" Successive data access to the same bank will cause
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the 8207 to wait for the precharge time of the previ-
ous RAM cycle.
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3. Low order address bits are used as bank select inupts so that consecutive memory access requests are to alternate
banks allowing bank interleaving of memory cycles.

Figure 4. Processor Address Interface to the 8207 Using 16K, 64K, and 256K RAMs

If not all RAM banks are occupied, the 8207 reas-
signs the RAS and CAS strobes to allow using wider
data words without increasing the loading on the
RAS and CAS drivers. Table 2 shows the bank se-
lection decoding and the word expansion, including
RAS and CAS assignments. For example, if only two
RAM banks are occupied, then two RAS and two
CAS strobes are activated per bank. Program bits
RB1 and RBO are not used to check the bank select
inputs BS1 and BS0. The system design must pro-
tect from accesses to “illegal”, non-existent banks
of memory, by deactivating the PEA, PEB inputs
when addressing an illegal bank.

The 8207 can interface to fast or siow RAMs. The
8207 adjusts and optimizes internal timings for either
the fast or slow RAMs as programmed. (See RAM
Speed Option.)

Memory Initialization

After programming, the 8207 performs eight RAM
“warm-up” cycles to prepare the dynamic RAM for
proper device operation. During “warm-up” some
RAM parameters, such as tRAH, tASC, may not be
met. This causes no harm to the dynamic RAM ar-
ray. If configured for operation with error correction,

the 8207 and 8206 EDCU will proceed to initialize all

of memory (memory is written with zeros with corre-
sponding check bits).
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Table 2. Bank Selection
Decoding and Word Expansion

" Program | Bank
Bits Input RAS/CAS Pair
Allocation
RB1|RB0|BS1|BS0
0 0 0 0 | RAS(_3, CASp_3to Bank 0
0 0 0 1 |llegal
o o0 1] o [iegal
0 0 1 1 |lllegal
0 1 0 0 |RAS, 1, CASp, 1 to Bank 0
0 1 0 1 | RASp 3, CASp 3 to Bank 1
0 1 1 0 |lllegal
0 1 1 1 |lllegal
1 o] 0 0 |[RASg, CASpto Bank 0
110 0 1 |RAS4, CASqtoBank 1
1 0 1 0 |RASy, CAS,toBank 2
1 o | 1 1 |llegal .
1 1 0 0 | RASg, CASjto Bank 0
1| 1| 0| 1 |RAS;, CAS;toBank 1
1 1 1 0 |RAS,, CASyto Bank 2
1 1 1 1 | RAS3, CAS3to Bank 3
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Because the time to initialize memory is fairly long,

the 8207 may be programmed to skip initialization in

- ECC mode. The time required to initialize all of mem-
ory is dependent on the clock cycle time to the 8207
and can be calculated by the following equation:

" TiniT = (228) ToLoL (1)

if ToLoL = 125 ns then Tyt = 1 sec.

8206 ECC Interface

For operation with Error Checking and Correction
(ECC), the 8207 adjusts its internal timing and
changes some pin functions to optimize perform-
ance and provide a clean dual-port memory inter-
face between the 8206 EDCU and memory. The
8207 directly supports a master-only (16-bit word
plus 6 check bits) system. Under extended operation
and reduced clock frequency, the 8207 will support
any ECC master-slave configuration up to 80 data
bits, which is the maximum set by the 8206 EDCU.
(See Extend Option.)

Correctable errors detected during memory read cy-
cles are corrected immediately and then written
back into memory. .

In a synchronous bus environment, ECC system per-
formance has been optimized to enhance processor
throughput, while in an asynchronous bus environ-
ment (the Multibus), ECC performance has been op-
timized to get valid data onto the bus as quickly as
possible. Performance optimization, processor
throughput or quick data access may be selected via
the Transfer Acknowledge Option.

The main difference between the two ECC imple-
mentations is that, when optimized for processor
throughput, RAM data is always corrected and an
advanced transfer acknowledge is issued at a point
when, by knowing -the processor characteristics,
data is guaranteed to be valid by the time the proc-
essor-needs it.

When optimized for quick data access, (valid for
Multibus) the 8206 is configured in the uncorrecting
mode where the delay associated with error correc-
tion clrcumy is transparent, and a transfer acknowl-
edge is issued as soon as valid data is known to
exist. If the ERROR flag is activated, then the trans-
fer acknowledge is delayed until after the 8207 has
instructed the 8206 to correct the data and the cor-
rected data becomes available on the bus. Figure 5
illustrates a dual-port ECC system.

Figure 6 illustrates the interface 'required to drive the
CgﬁT pin of the 8206, in the case that one port

- (PORT A) receives an advanced acknowledge (not

Multibus-compatible), while the other port (PORT B)
receives ﬂéaR (which is Multibus-compatible).

Error Scrubbing

The 8207/8206 performs error correction during re-
fresh cycles (error scrubbing). Since the 8207 must
refresh RAM, performing error scrubbing during re-
fresh allows it to be accomplished without additional
performance penalties.

Upon detection of a correctable error during refresh,
the RAM refresh cycle is lengthened slightly to per-
mit the 8206 to correct the error and for the correct-
ed word to be rewritten into memory. Uncorrectable
errors detected during scrubbing are ignored.

Refresh
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The 8207 provides an internal refresh interval coun-
ter and a refresh address counter to allow the 8207
to refresh memory. The 8207 will refresh 128 rows
every 2 milliseconds or 256 rows every 4 millisec-
onds, which allows all RAM refresh options to be
supported. In addition, there exists the ability to re-
fresh 256 row address locations every 2 millisec-
onds via the Refresh Period programming option.

The 8207 may be programmed for any of four differ-
ent refresh options: Internal refresh only, External
refresh with failsafe protection, External refresh
without failsafe protection, Burst Refresh mode, or
no refresh. (See Refresh Options.)

It is possible to decrease the refresh time interval by
10%, 20% or 30%. This option allows the 8207 to
compensate for reduced clock frequencies. Note
that an additional 5% interval shortening is built-in in
all refresh interval options to compensate for clock
variations and non-immediate response to the inter-
nally generated refresh request. (See Refresh Peri-
od Options.)

External Refresh Requests after
RESET

External refresh requests are not recognized by the
8207 until after it is finished programming and pre-
paring memory for access. Memory preparation in-
cludes 8 RAM cycles to prepare and ensure proper
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Figure 6. Interface to 8206 CRCT Input
when Port A Receives AACK
and Port B Recelves XACK

‘ ndus). Differentiated reset is tmnecessary when the

'dynam|c RAM operatlon, and memory imtiahzatuon if -

error correction is used. Many dynamic RAMs re-.

quire this warm-up period for proper operation. The
time it takes for the 8207 to recognize a request is
shown below.
Non-ECC Systems: . , e
TRESP = TPROG + TPREP v @
where: . ' '
Trrog = (66) (Terew)
which is programming time

TeREP = (8) (32) (T CLCL)
which is the RAM warm-up tlme

if TcLoL =

ECC Systems:
Tresp = Tprog + TPHEP + TIN!T

125 ns then TResp = = 41ps

©®)
if ToLcL = 125 ns then Tresp = 1 sec.

RESET

RESET is an asynchronous input, the falling edge of
which is used by the 8207 to directly sample to logic
levels of the PCTLA, PCTLB, RFRQ, and PDI inputs.

@ -

default port synchronization programming is used.

The differentiated reseét pulse would be shorter than
the system reset pulse by at least the programming
period required by the 8207. The differentiated reset
pulse first resets the 8207, and system reset would
reset the rest of the system. While the rest of the
system is still in reset, the 8207 completes its pro-
gramming. Figure 7 ﬂlustrates a circuit to accomplish
this task.

Within four clocks after RESET goes active, all the
8207 outputs will go high, except for PSEN, WE, and
AQ0-2, which will go low.

OPERATIONAL DESCRIPTION

Programmmg the 8207

The 8207 is programmed after reset. On the falling
edge of RESET, the logic states of several input pins.
are latched internally. The falling edge of RESET ac-
tually performs the latching, which means that the
logic levels on these inputs must be stable prior to
that time. The Inputs whose logic levels are latched
at'the end of reset are the PCTLA, PCTLB, REFRQ,

and PDI pins. Figure 8 shows the necessary timing

. for programmlng the 8207.

The internally synchronized falling edge of RESET is

used to begin programming operations (shifting in
the contents of the external shift register into the
PDI input).

Until programmmg is complete the 8207 registers.

but does not respond to command or status inputs.
A simple means of preventing commands or status
from occurring during this period is to differentiate
the system reset pulse to obtain a smaller reset
pulse for the 8207. The total time of the reset pulse
and the 8207 programming time must be less than
the time before the first command. in systems that
alter the default port synchronization programming

bits (default-is Port A synchronous, Port B asynchro-
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t; Programming Time of 8207

- 8207
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' leferentlated Reset

NOTES:

1. Required only when the port synchronization options
(SA & SB) are altered from. their initial default values.

2. Vog must be stable before system reset is activated
when using this circuit.

Figure 7. 8207 Differentiated Reset Circuit
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NOTES:

TRTVCL—Reset is an asynchronous input, if reset occurs before T4, then it is guaranteed to be recognized.
TPGVCL—Minimum PDI valid time prior to reset going low.

TCLPC—MUX/PCLK delay.

TLOAD—Asynchronous load data propagation delay.

FIQure 8. Timing llldétrgtlng External Shift Register Requirements for Programming the 8207

Status/Command Mode Table 3A. Status Coding of
The tw ' rts of the 8207 are configured ‘: 5086, 80186 and 80288
e two processor ports of the re igur
by the states of the PCTLA and PCTLB pins. Which Status Code Function
interface is selected depends on the state of the S2|S1| S0 8086/80186 80286
individual port's PCTL pin at the end of reset, If
PCTL is high at the end of the reset, the 8086 Status 0] 0] 0 |Interrupt Interrupt
interface is selected; if it is low, then the Command ol ol 1|1ORead 1/0 Read
interface is selected.
0| 1] O |I/OWrite 1/0 Write
The status lines of the 80286 are similar in code and ol 1 1 | Halt Idle
timing to the Multibus command lines, while the -
status code and timing of the 8086 and 8088 are 1 | 0 | O | Instruction Fetch | Halt
identical to those of the 80186 and 80188 (ignoring
the differences in clock duty cycle). Thus there ex- 110 1 |MemoryRead | Memory Read
ists two interface configurations, one for the 80286 1 1 0 | Memory Write Memory Write
status or Muitibbus memory commands, which is
called the Command interface, and one for 8086, 1[1]1]!de Idle
8088, 80186 or 80188 status, called the 8086 Status
interface. The Command interface can also directly Table 3B. 8207 Response
interface to the command lines of the bus controllers
for the 8086, 8088, 80186 and the 80286. 8207 Function
‘ Command

The 8086 Status interface allows direct decoding of : !
the status of the IAPX 86, IAPX 88, iAPX 186 and the | peTL | BD | W eossst;:l?; 86 80?:::;:: or
iAPX 188. Table 3 shows how the status lines are Intert: Interf
decoded. While in the Command mode the iAPX 286 ntertace nteriace
status can be directly decoded. Microprocessor bus 0 0| O Ignore Ignore*
controller read or write commands or Multibus com- 0 ol 1 Ignore Read
mands can also be directed to the 8207 when in 0 110 Ignore Write
Command mode. o | 1] 1 Ignore Ignore*
o 1 o] o Read Ignore

( : 1 0 1 Read Inhibit
Refresh Options , ‘ 1 1] 0| we Inhibit
Immediately after system reset, the state of the 1 1 1 Ignore Ignore

REFRQ input pin is examined. If REFRQ is high, the *lllegal with CFS =

8207 provides the user with the choice between ooe ° -
self-refresh or user-generated refresh with failsafe

protection. Failsafe protection guarantees that if the
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"user does not come back with another refresh re-
quest before the internal refresh interval counter
times out, a refresh request will be automatically
generated. If the REFRQ pin is low immediately after
a reset, the 8207 is programmed in a non-failsafe
refresh mode. In this mode the refresh cycle is initia-
ted only upon receipt of an external refresh request.
The user has the choice of a single external refresh
cycle, burst refresh or no refresh.

Internal Refresh Only

For the 8207 to generate internal refresh requests, it
is necessary only to strap the REFRQ input pin high.

External Refresh with Failsafe

To allow user-generated refresh requests with fail-
safe protection, it is necessary to hold the REFRQ
input high until after reset. Thereafter, a low-to-high
transition on this input causes a refresh request to
be generated and the internal refresh interval coun-
ter to be reset. A high-to-low transition has no effect
on the 8207. A refresh request is not recognized
until a previous request has been serviced.

External Refresh wlthout Failsafe

To generate single external refresh requests without
failsafe protection, it is necessary to hold REFRQ
low until after reset. Thereafter, bringing REFRQ
high for one clock period causes refresh request to
be generated. A refresh request is not recognized
unitl a previous request has been serviced.

Burst Refresh

Burst refresh is implemented through the same pro-
cedure as a single external refresh without failsafe
(i.e., REFRQ is kept low until after reset). Thereafter,
bringing' REFRQ high for at least two clock periods
causes a burst of up to 128 row address locations to
be refreshed.

The ECC-configured systems, 128 locations are
scrubbed. Any refresh request is not recognized until
a previous request has been serviced (|e burst
completed). .

No Refresh

ltis necessary to hold REFRQ low until after reset.
This is the same as programmlng External Refresh
without Failsafe. No refresh is accomplished by
keeping REFRQ low.
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Option Program Data Word

The program data word consists of 16 program data
bits, PDO-PD15. If the first program data bit shifted
into the 8207 (PDO) is set to'logic 1, the 8207 is
configured to support ECC. If it is logic 0, the 8207 is
configured to support a non-ECC system. The re-
malnlng bits, PD1-PD15, may then be programmed
to optimize a selected configuration. Figures 9 and
10 show the Program words for non-ECC and ECC
operation

Using an External Shift Register

The 8207 may be configured to use an external shift
register with asynchronous load capability such as a
74L8165. The reset pulse serves to parallel load the
shift register and the 8207 supplies the clocking sig-
nal to shift the data in. Figure 11 shows a sample
circuit diagram of an externa| shift register circuit.

Serial data is shifted into the 8207 via the PDI pm
(57), and clock is provided by the MUX/PCLK pin
(12), which generates a total of 16 clock pulses Af-
ter programming is COmplete data appearlng at the
input of the PDI pin is ignored. MUX/PCLK is a dual-
function pin. During programming, it serves to clock
the external shift register, and after programmmg is
completed, it reverts to a MUX.conrol pin. As the pin
changes state to select different port addresses, it
continues to clock the shift register. This does not
present a problem because data at the PDI pin is
ignored after programming. Figure 8 illustrates the
t|m|ng requirements of the shift register circuitry.

ECC Mode (ECC Program Bit)

The state of PDI (Program Data In) pin at reset de-
termines whether the system is an ECC or non-ECC
configuration. It is used internally by the 8207 to be-
gln configuring timing circuits, even before program-
ming is completely finished. The 8207 then begms
programmmg the rest of the options.

Default Programm!ng Options

After reset, the 8207 senally shifts in a program data
word via the PDI pin. This pin may be strapped either
high or low, or connected to an external shift regis-
ter. Strapping PDI high causes the 8207 to default to
a particular system configuration with error correc-
tion, and strapping it low. causes the 8207 to default
to a particular system configuration without error
correction. Table 4 shows the default configurations.
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PD15 PD8 PD7 PDO
[ o |o[t™ 1]|PPR|FFS|EXT|PLS]| cio | o1 |RBT|RB0|RFS|CFS|sB[3A] o |

Program
Data Bit Name Polarity/Function
PDO ECC ECC = 0 For Non-ECC Mode
PD1 SA SA =0 PortA is Synchronous
SA =1 PortAis Asnychronous
PD2 SB SB = 0 Port B is Asynchronous
' SB =1 Port B is Synchronous
PD3 CFS CFS = 0 Fast-Cycle iAPX 286 Mode
CFS = 1 Slow-Cycle IAPX 86 Mode
PD4 RFS RFS = 0 Fast RAM
RFS = 1 Slow RAM
PD5 RBO RAM Bank Occupancy
PD6 RBT See Table 2
PD7 ci Count Interval Bit 1; see Table 6
PD8 Clo Count Interval Bit 0; see Table 6
PD9 PLS PLS = 0 Long Refresh Period
PLS = 1 Short Refresh Period
PD10 EXT EXT = 0 Not Extended
EXT = 1 Extended
PD11 FFS FFS = 0 Fast CPU Frequency
FFS = 1 Slow CPU Frequency
PD12 PPR PPR = 0 Most Recently Used Port Priority
PPR = 1 Port A Preferred Priority
PD13 T™1 TM1 = 0 Test Mode 1 Off
- TM1 = 1 Test Mode 1 Enabled
PD14 0 Reserved, Must be Zero
PD15 0 . Reserved, Must be Zero

Figure 9. Non-ECC Mode Program Data Word
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PD15

PD8 PD7 PDO

[Tz [Re1]RBo|PPR]FFS[EXT|PLS| C10 | Ot | XB[XA|RFS|cFS[SBsA] 1 |

Program . )
Data Bit Name Polarity/Function
PDO ECC ECC = 1 ECC Mode
PD1 SA SA = 0 Port A Asynchronous '
SA =1 Port A Synchronous
PD2 SB SB =0 PortB Synchronous
SB =1 Port B Asynchronous
PD3 CFS CFS = 0 Slow-Cycle iAPX 86 Mode
CFS = 1 Fast-Cycle iAPX 286 Mode
PD4 RFS RFS = 0 Slow RAM
RFS = 1 Fast RAM
PD5 XA XA =0 MULTIBUS-Compatible ACKA
XA =1 Advanced ACKA Not
Multibus-Compatible
PD6 XB 1 Advanced ACKB Not Multibus-Compatible
XB =1 Multibus-Compatible ACKB
PD7 ci Count Interval Bit 1; see Table 6
PD8 Cio Count Interval Bit 0; see Table 6
PD9 PLS PLS = 0" Short Refresh Period
PLS = 1 Long Refresh Period
PD10 EXT EXT = 0 Master and Slave EDCU
, EXT = 1 Master EDCU Only
PD11 FFS FFS = 0 Siow CPU Frequency
FFS = 1 Fast CPU Frequency
PD12 PPR PPR = 0 Port A Preferred Priority
PPR = 1 Most Recently Used Port Priority .
PD13 RBO RAM Bank Occupancy
PD14 RB1 See Table 2
PD15 TM2 TM2 = 0 Test Mode 2 Enabled
TM1 = 1 Test Mode 2 Off

Figure 10. ECC Mode Program Data Word
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Figure 11. External Shift Register Iinterface

Table 4A. Default Non-ECC Programming,
PDI Pin (57) Tied to Ground

Port A is Synchronous (EAACKA and XACKA)

Port B is Asynchronous (LAACKB and XACKB)

Fast-Cycle Processor Interface (IAPX 286)

Fast RAM

Refresh Interval uses 236 Clocks

128 Row Refresh in 2 ms; 256 Row Refresh in 4 ms

Fast Processor Clock Frequency (16 MHz)

“Most Recently Used” Priority Scheme

4 RAM banks occupied

Table 4B. Default ECC Programming,
PDI Pin (57) Tied to V¢c

Port A is Synchronous

Port B is Asynchronous

Fast-Cycle Processor Interface (IAPX 286)

Fast RAM

Port A has EAACKA strobe (non-multibus)

Port B has XACKB strobe (mulitibus)

Refresh interval uses 236 clocks

If further system flexibility is needed, one or two ex-
ternal shift registers can be used to tailor the 8207 to
its operating environment.

Synchronous/Asynchronous Mode
(SA and SB Program Bits)

Each port of the 8207 may be independently config-
ured to accept synchronous or asynchronous port
commands (RD, WR, PCTL) and Port Enable (PE)
via the program bits SA and SB. The state of the SA
and SB programming bits determine whether their
associated ports are synchronous or asynchronous.

While a port may be configured with either the
Status or Command interface in the synchronous
mode, certain restrictions exist in the asynchronous
mode. An asynchronous Command interface using
the control lines of the Multibus is supported, and an
asynchronous 8086 interface. using the control lines
of the 8086 is supported, with the use of TTL gates
as illustrated in Figure 2. In the 8086 case, the TTL
gates are needed to guarantee that status does not
appear at the 8207's inputs too much before ad-
dress, so that a cycle would start before address
was valid.

Microprocessor Clock Frequency
Option (CFS and FFS Program Bits)

The 8207 can be programmed to interface with
slow-cycle microprocessors like the 8086, 8088,
81088 and 80186 or fast-cycle microprocessors like
the 80286. The CFS bit configures the microproces-
sor interface to accept slow or fast cycle signals
from either microprocessor group.

The FFS bit is used to select the speed of the micro-
processor clock. Table 5 shows the various micro-
processor clock frequency options that can be pro-
grammed.

Table 5. Microprocessor

Clock Frequency Options
128 Row refresh in 2 ms; 256 Row refresh in 4 ms
Master EDCU only (16-bit system) ::;gram Tl:ss Processor Fr:c::::cy
Fast Processor Clock Frequency (16 MHz) 0 0 iAPX 86, < 6 MHz
“Most Recently Used” Priority Scheme 88, 186, 188
4 RAM banks ocuppied 0 1 iAPX 86, > 6 MHz
88, 186, 188
1 0 iAPX 286 <12MHz
1 iAPX 286 >12 MHz
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The external clock frequency must be programmed
so that the failsafe refresh repetition circuitry can
adjust its internal timing accordingly to produce a
refresh request as programmed.

RAM Speed ‘Option (RFS Program Bit)

The RAM Speed programming option determines
whether RAM timing will be optimized for a fast or
slow RAM.

Refresh Period Options
(Clo, Cit and PLS Program Bits)

The 8207 refreshes with either 128 rows every 2
milliseconds or 256 rows every 4 milliseconds. This
translates to one refresh cycle being executed ap-
proximately once every 15.6 microseconds. This
rate can be changed to 256 rows every 2 millisec-
onds or a refresh approximately once every 7.8 mi-
croseconds via the Period Long/Short, program bit
PLS, programming option. The 7.8 microsecond re-
fresh request rate is intended for those RAMs, 64K
and above, which may require a faster refresh rate.

In addition to PLS program option, two other pro-
gramming bits for refresh exist: Count Interval 0
(Cl0) and Count Interval 1 (Cl1). These two program-
ming bits allow the rate at which refresh requests
are generated to be increased in order to permit re-
fresh requests to be generated close to the same
15.6 or 7.8 microsecond period when the 8207 is
operating at reduced frequencies. The interval be-

tween refreshes is decreased by 0%, 10%, 20%, or
30% as a function of how the count interval bits are
programmed. A 5% guardband is built-in to allow for
any clock frequency variations. Table 6 shows the
refresh period options available.

The numbers tabulated under Count Interval repre-
sent the number of clock periods between internal
refresh requests. The percentages in parentheses
represent the decrease in the interval between re-
fresh requests. Note that all intervals have a built-in
5% (approximately) safety factor to compensate for
minor clock frequency deviations and non-immedi-
ate response to internal refresh requests.

Extend Option (EXT Program Bit)

The Extend option lengthens the memory cycle to
allow longer access time which may be required by
the system. Extend alters the RAM timing to com-
pensate for increased loading on the Row and Col-
umn Address Strobes, and in the multiplexed Ad-
dress Out lines.

Port Priority Option and Arbitration
(PPR Program Bit)

The 8207 has to internally arbitrate among three
ports: Port A, Port B and Port C—the refresh port.
Port C is an internal port dedicated to servicing re-
fresh requests, whether they are generated internal-
ly by the refresh interval counter, or externally by the
user. Two arbitration approaches are available via

Table 6. Refresh Count interval Table

Count Interval CI1, CI0
Ref. (8207 Clock Periods)
Period CFS PLS FFS
(u8) 00 01 10 11
(0%) (10%) (20%) (30%)
15.6 1 1 1 236 212 188 164
7.8 1 0 1 118 106 94 82
15.6 1 1 0 148 132 116 100
7.8 1 0 0 74 66 58 50
15.6 0 1 1 118 - 106 94 ) 82
7.8 0 0 1 59 83 47 41
15.6 0 1 0 74 66 58 50
7.8 o [ o 0 37 33 29 25
NOTE:

Refresh period = clock period X refresh.count interval.
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the Port Priority programming option, program bit
PPR. PPR determines whether the most recently
used port will remain selected (PPR = 1) or whether
Port A will be favored or preferred over Port B
(PPR = 0).

A port is selected if the arbiter has given the select-
ed port direct access to the timing generators. The
front-end logic, which includes the arbiter, is de-
signed to operate in parallel with the selected port.
Thus a request on the selected port is serviced im-
mediately. In contrast, an unselected port only has
access to the timing generators through the front-
end logic. Before a RAM cycle can start for an unse-
lected port, that port must first become selected
(i.e., the MUX output now gates that port’s address
into the 8207 in the case of Port A or B). Also, in
order to allow its address to stabilize, a newly select-
ed port’s first RAM cycle is started by the front-end
logic. Therefore, the selected port has direct access
to the timing generators. What all this means is that
a request on a selected port is started immediately,
while a request on an unselected port is started two
to three clock periods after the request, assuming

that the other two ports are idle. Under normal oper-
ating conditions, this arbitration time is hidden be-
hind the RAM cycle of the selected port so that as
soon as the present cycle is over a new cycle is
started. Table 7 lists the arbitration rules for both
options.

Port LOCK Function

The LOCK function provides each port with the abili-
ty to obtain uninterrupted access to a critical region
of memory and, thereby, to guarantee that the oppo-
site port cannot “sneak in” and read from or write to
the critical region prematurely.

Only one LOCK pin is present and is multiplexed
between the two ports as follows: when MUX is high,
the 8207 treats the LOCK input as originating at
PORT A, while when MUX is low, the 8207 treats
LOCK as originating at PORT B. When the 8207 rec-
ognizes a LOCK, the MUX output will remain pointed
to the locking port until LOCK is deactivated. Re-
fresh is not affected by LOCK and can occur during
a locked memory cycle.

Table 7. The Arbitration Rules for the Most Recently Used Port Priority
and for Port A Priority Options Are As Follows:

selected.

If only one port requests service, then that port—if not already selected—becomes

2a.

When no service requests are pending, the last selected processor port (Port A or B) will
remain selected. (Most Recently Used Port Priority Option.)

2b.
not. (Port A Priority Option.)

When no service requests are pending, Port A is selected whether it requests service or

During reset initialization only Port C, the refresh port, is selected.

If no processor requests are pending after reset initialization, Port A will be selected.

5b.

If Ports A and B simultaneously(*) request service while Port C is selected, then the next
port to be selected is Port A. (Port A Priority Option.)

to the selected port.

If a port simultaneously requests service with the currently selected port, service is granted

The MUX output remains in its last state whenever Port C is selected.

If Port C and either Port A or Port B (or both) simultaneously request service, then service
is granted to the requester whose port is already selected. If the selected port is not
requesting service, then service is granted to Port C.

If during the servicing of one port, the other port requests service before or simultaneously
with the refresh port, the refresh port is selected. A new port is not selected before the
presently selected port is deactivated.

10.

from Port A if the MUX output is low.

Activating LOCK will mask off service requests from Port B if the MUX output is hlgh or

NOTE:

*By “simultaneous” it is meant that two or more requests are valld at the clock edge at which the internal arbiter samples

them.
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Dual-Port Considerations

For both ports to be operated synchronously, sever-
al conditions must be met. The processors must be
the same type (Fast or Slow Cycle) as defined by
Table 8 and they must have synchronized clocks.
Also when processor types are mixed, even though
the clocks may be in phase, one frequency may be
twice that of the other. So to run both ports synchro-
nous using the status interface, the processors must
have related timings (both phase and frequency). If
these conditions cannot be met, then one port must
run synchronous and the other asynchrondus.

Figure 3 illustrates an example of dual-port opera-
tion using the processors in the slow cycle group.
Note the use of cross-coupled NAND gates at the
MUX output for minimizing contention between the

two latches, and the use of flip flops on the status
lines of the asynchronous processor for.delaying the
status and thereby guaranteeing RAS will not be is-
sued, even in the worst case, until address is valid.

Processor Timing

In order to run without wait states, AACK must be
used and connected to the SRDY input of the appro-
priate bus controller. AACK is issued relative to a
point within the RAM cycle and has no fixed relation-
ship to the processor’s request. The timing is such,
however, that the processor will run without wait
states, barring refresh cycles, bank precharge, and
RAM accesses from the other port. In non-ECC fast
cycle, fast RAM, non-extended configurations
(80286), AACK is issued on the next falling edge of

ADDRESS VALID

N

N

N
b

-

1
I

3

___ 1 [
cAs ' |

] " "
EAACK ! X |

1 |

! \___I/—___—\__'_/——\____

| 1

| |
PSEN ! |

1 . | |

1 ]
pSEL | X VALID m X VALID X K VALID

| | 1

|

i .

|~e—————— CYCLE DELAYED BY ————e=|e—— CYCLE WITHOUT —e

. ACCESS ON OTHER WAIT STATES

PORT, REFRESH CYCLE I I
OR BANK PRECHARGE
: 210463-20

NOTE:

1. The RAS and CAS shown in figure are different banks being accessed.

Figure 14.iAPX 286/8207 Synchronous-Status Timing Programmed in
non-ECC Mode, CO Configuration (Read Cycle)
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the clock after the edge that issues RAS. In non-
ECC, slow cycle, non-extended, or extended with
fast RAM cycle configurations (8086, 80188, 80186),
AACK is issued on the same clock cycle that issues
RAS. Figure 14 illustrates the timing relationship be-
tween AACK, the RAM cycle, and the processor cy-
cle for several different situations.

Port Enable (PE) setup time requirements depend
on whether the associated port is configured for syn-
chronous or asynchronous fast or slow cycle opera-

tion. In a synchronous fast cycle configuration, PE is -

required to be setup to the same clock edge as the
status or commands. If PE is true (low), a RAM cycle
is started, if not, the cycle is aborted. The memory
cycle will only begin when both valid signals (PE and
RD or WR) are recognized at a particular clock edge.
In asynchronous operation. PE is required to be set-
up to the same clock edge as the internally synchro-
nized status or commands. Externally, this allows

the internal synchronization delay to be added to the
status (or command)-to-PE delay time, thus allowing
for more external decode time that is available in
synchronous operation.

The minimum synchronization delay is the additional
amount that PE must be held valid. If PE is not held
valid for the maximum synchronization delay time, it
is possible that PE will go invalid prior to the status
or command being synchronized. In such a case the
8207 aborts the cycle. If a memory cycle intended
for the 8207 is aborted, then no acknowledge
(AACK or XACK) is issued and the processor locks
up in endless wait states. Figure 15 illustrates the
status (command) timing requirements for synchro-
nous and asynchronous systems. Figures 16 and 17
show a more detailed hook-up of the 8207 to the
8086 and the 80286, respectively.

COMMAND/STATUS

wes [T

S —

(A) PE Set-Up and Hold Time Requirements for Fast Cycle,
Synchronous Operation (80286 CMD/Status)

210463-21

we [T

[ I O A

Ge)
COMMAND/STATUS \ ~
@~
‘—@—D
PE

, _ (B) PE Timing Requirements for Fast or
Slow Cycle Asynchronous Operation

N

210463-22

Figure 15
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s — }
+_I_ v ﬂ | | BHE | al—*&
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16 /
! F:> 8287 A
T OE
: 16 7
8287 7
210463-23
NOTE: .
*These components are not necessary when usifig the 80186. These functions are provided directly by the 80186.

Figure 16. 8086/80186, 8207 Single Port Non-ECC Synchronous Systems

Memory Acknowledge
(AACK, XACK)

In system configurations without error correction,
two memory acknowledge signals per port are sup-
plied by the 8207. They are the Advanced Acknowl-
edge strobe gAACK) and the Transfer Acknowledge
strobe (XACK). The CFS programming bit deter-
mines for which processor AACKA and AACKB are
optimized, either 80286 (CFS = 1) or 8086/186
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(CFS = 0), while the SA and SB programming bits
optimize AACK for synchronous operation (“early”
AACK) or asynchronous operation (“late” AACK).

Both the early and late AACK strobes are three
clocks long for CFS = 1 and two clocks long for
CFS = 0. The XACK strobe is asserted when data is
valid (for reads) or when data may be removed (for
writes) and meets the Multibus requirements. XA

is removed asynchronously by the command going
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82284
READY gapv|=———C_B- OTHER AR INPUTS
CLK
CLK
DEN CLK AACK
OTRM ADDR,
s S sTRoBES|—— >
PCTL MEMORY MEMORY
Wio| I \va (UPPER) (LOWER)
§1 . o RD WE |—
$0 WR
80286 ADDR IN PSEN WE_ DI DO WE_ DI DO
ADDR
]
DATA ]
N—
CLK
AQ a8
+5V
BHE* B1
1 V] 3
T OE
16,
7
8287 7
T OE
, 16
8207 < VA
210463-24
NOTE:
While the 8207 does not need the input addresses latched, A0, BHE must come from the latched address bus.

Figure 17. 80286 Hook-Up to 8207 Non-ECC Synchronous System-Single Port

ihactive. Since in asynchronous operation the 8207
removes read data before late or XACK is
recognized by the CPU, the user must provide for
data latching in the system until the CPU reads the
data. In synchronous operation, data latching is un-
necessary since the 8207 will not remove data until
the CPU has read it.

In ECC-based systems there is one memory ac-
knowledge (m% or AACK) per port and a program-
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ming bit associated with each acknowledge. If the X

rogramming bit is active, the strobe is configured as
%K, while if the bit is inactive, the strobe is config-
ured as AACK. As in non-ECC, the SA and SB pro-
gramming bits determine whether the AACK strobe
is early or late (EAACK or LAACK).

Data will always be valid a fixed time after the occur-
rence of the advanced acknowledge. Table 9 sum-
marizes the various transfer acknowledge options.
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Table 8. Processor Interface/Acknowledge sdmmary

Cycle Processor Request Type ‘S)Il:tz::g:c A °k'.'r‘;;':d9°
80286 Status ‘Sync EAACK
80286 Status Async [AACK
Fast 80286 Command Sync EAACK
Cycle 80286 Command Async [AACK
CFS=1 8086/80186 Status Async LCAACK
8086/80186 Command Async LAACK
Multibus Command Async XACK
8086/80186 Status Sync EAA
Slow 8086/80186 Status Async LAACK
Cycle 8086/80186 Command Sync EAACK
CFS=0 - 8086/80186 Command Async [AACK
‘ Multibus Command Async XACK
Table 9. Memory Acknowledge Option Summary
Synchronous Asynchronous ~ XACK
Fast Cycle AACK Optimized AACK Optimized for : Multibus Compatible
for Local 80286 Remote 80286 .
Slow Cycle AACK Optimized AACK Optimized for Multibus Compatible
for Local 8086/186 Remote 8086/186
Test Modes testing other than that covered in Test Mode 1, the"

Two special test modes exist in the 8207 to facilitate
testing. Test Mode 1 (non-ECC mode) splits the re-
fresh address counter into two separate counters
.and Test Mode 2 (ECC mode) presets the refresh

address counter to a value slightly less than rollover.

Test Mode 1 splits the address counter into two, and
increments both counters simultaneously with each
refresh address update. By generating external re-
fresh requests, the tester is able to check for proper
operation of both counters. Once proper individual
counter operation has been established, the 8207
must be returned to normal mode and a second test
performed. to check that the carry from the first
counter increments the second counter. The outputs
of the counters are presented on the address out
" bus with the same timing as the row and column

addresses of a normal scrubbing operatlon Dunng‘

Test Mode 1, memory initialization is inhibited, since
the 8207, be"definition, is in non-ECC mode.

Test Mode 2 sets the interﬁal refresh counter to a
value slightly less than rollover. During functional
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8207 will normally be set in Test Mode 2. Test Mode
2 eliminates memory initialization in ECC mode. This
allows quick examination of the circuitry which
brings the 8207 out of memory initialization and into
normal operation.

General System Considerations

The RASp-g3, CASp.3, AOg-g, output buffers were
designed to directly drive the heavy capacitive loads
associated with dynamic RAM arrays. To keep the
RAM driver outputs from ringing excessively in the
system environment and causing noise in other out-
put pins it is necessary to match the output imped-
ance of the RAM output bufférs with the RAM array
by using series resistors and to add series resistors
to other control outputs for noise reduction if neces-
sary. Each application may have different lmped-
ance characteristics and may require different series
resistance values. The series resistance values
should be determined for each application. In non-
ECC systems unused ECC input pins should be tied
high or low to improve noise immunity.
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52 AH4 134 A0t
53 AHS 33 A02
54 AHE 32 A03
55 AH7 31 A04
56 AH8 30 A0S
57 POI 29 A06
58 RFRQ 28 A07
59 CLK 27 A08
60 Vss 28 Vss
61 RDB 25 RAS3
62 WRB 24 AASZ
€3 PEB 23 RAS1
64 PCTLI 22 RASO
65 ADA 21 CASS
68 WHA 20 CAS2
67 PEA 19 CAST
68 PCTLA 18 TASO

AACKA/WZ
s AACKB/R/W
DBM
7 ESTB
8 LOCK
9 vce ]
10 CE =
11 ERROR
12 MUX/PCLK
13 PSEL

z z.eh

‘ﬂé 1y

-~ < wo egeen
210463-25

NOTE:
LCC is mounted lid-down into socket.

Figure 19. 8207 Pinout Diagram

TOP VIEW
© 68 669 64 629 60 589 569 54 52
*1 2 o 670650 630 619 59¢ 57¢ 550 53¢ 51

Ceramic Pin Grid Array Package Type A 3 04 « 500 49
68-Lead Ceramic Pin Grid Array e5 06 \ 048047
Package Type A . o7 o8 © 460 45

9 ¢ 10 ® 44043

1.165 (20591 11012 420 41

-——-m} —_ : *13¢ 14 040039

el PN 1\'D o150 16 38037

® 170 19e 21e 23 250 27¢ 20e 31 33 36 35

WAGED Pi ® 180 200 220 240 26e 28¢ 300 320 34
{4 PLACES) ’
1.165 (29.591)
.o(zo 7};:)? 1135 (28.829) 122 (3.099) 1060 (1.524)
X | § ¥ 7098 (2.489) E 376y STANDOFF
1 . 170
éosgs‘;x —.170 (4.318)
T f 7 750 (3.670)
el) STANDOFF M mﬂ- _@
ppov— o0 (2288) 090 (2288) 017 (045)
- 060 (T520)  py0463-37

8207 Pin Grid Array (PGA) Pin-Out

: eg: R8207-8  LGCC, 8 MHz DRAM Controller
Packgglng eg: A 8207-16 PGA, 16 MHz DRAM Controller
The 8207 is packaged in a 68 lead JEDEC Type A NOTE:

Leadless Chip Carrier (LCC) and in Pin Grid Array  The pin-out of the PGA is the same as the socket-
(PGA), both'in Ceramic. The package designations ed pinout of the LCC.
are R and A respectively.
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ABSOLUTE MAXIMUM RATINGS*
Ambient Temperature ' (

" UnderBias...............u..n. —0°Cto +70°C
Storage Temperature .......... —65°Cto + 1'50"‘,C )
Voltage on Any Pin with

Respectto Ground.............. —-0.5Vto +7V
Power Dissipation (Note 2) .................. 2.5W

*Notice: Stresses above those listed under “Abso-
lute Maximum Ratings” may cause permanent dam-
age to the device. This is a stress rating only and
functional operation of the device at these or any
other conditions above those indicated in the opera-
tional sections of this specification is not implied. Ex-
posure to absolute maximum rating conditions for
extended periods may affect device reliability.

D.C. CHARACTERISTICS V¢ = 5.0V +10% for 8207-10, 8207-8;

Ta = 0°C to 70°C; Vgg = GND; Vg = 5.0V 5% for 8207-16 (Note 2)

Symbol Parameter Min Max Units Comments

ViL Input Low Voltage -05 +0.8 v N

ViH " Input High Voltage 2.0 Vee +0.5 v

VoL Output Low Voltage 0.45 \ (Note 1)

VoH _ Output High Voltage 24 \" (Note 1)

VRoL RAM Output Low Voltage 0.45 % (Note 1)

VRoH | RAM Output High Voltage 2.6 v (Note 1)

lcc Supply Current 455 mA Ta = 0°C@)

I Input Leakage Current +10 MA 0V < V|N < Vco

VoL Clock Input Low Voltage. -0.5 +0.6 "

Ve Clock Input High Voltage 3.8 Vec + 0.5 \

CiN Input Capacitance 20 pF fc = 1 MHz(®)
NOTE:

1.loL = 5 mA and oy = —0.2 mA (Typically lp. = 10 mA and oy = ~0.88 mA). WE: loL =.8 mA.
2. These values are expected to improve with conversion to the HMOS Il process in 1987.

3. Sampled, not 100% tested.

A.C. TESTING LOAD CIRCUIT(2)

A.C. TESTING INPUT, OUTPUT WAVEFORM

R Rras
WM Reas I
8207 AOM Rao W“:I °T
Other Outputs .«N\,io = Cras
JRL :_x.:c Ccas
‘ L =™
o=
21046326
weIg EaIme
CAS = = p
Rao = 220 Cao = 380 pF
RL = 390 CL = 100 pF

24 20 2.4

ods 0.8 08
‘ - o 21046327
A.C. Testing inputs (except clock) are driven at 2.4V for a Logic
‘1" and 0.45V for a Logic “0” (clock is driven at 4.0V and 0.45V

for Logic “1” and “0” respectively). Timing measurements are
made at 2.0V, 2.4V for Logic “1” and 0.8V for'Logic “0”.
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A.C. CHARACTERISTICS :
Vcc = 5V £10% for 8207-8; Tp = 0°C to 70°C; Vgg = +5V 5% for 8207-16

Measurements made with respect to RASg_3, CASg-3, AOg-g, are a +2.4V and 0.8V. All other pins are
measured at 2.0V and 0.8V. All times are ns unless otherwise indicated. Testing done with specified test load.

) 8207-16, -8 8207-10
Ref Symbol Parameter ; Units | Notes
Min Max Min Max
CLOCK AND PROGRAMMING _
- tF Clock Fall Time 10 10 ns 3
— tR Clock Rise Time 10 10 ns 3
1 TCLCL Clock Period 8207-16 62.5 200 ns 1
8207-10 50.0 250 ns 2
8207-8 125 500 ns 2
2 TCL Clock Low Time  8207-16 15 180 ns 1
8207-10 TCLCL/2—-12 ns 2
8207-8 TCLCL/2—-12 ns 2
3 TCH Clock High Time  8207-16 20 180 ns 1
8207-10 TCLCL/3-3 ns 2
8207-8 TCLCL/3-3 ns 2
4 | TRTVCL Reset to CLK |, Setup 20 40 ns 4
TRTH Reset Pulse Width 4TCLCL 4TCLCL ns
6 | TPGVRTL | PCTL, PDI, RFRQto 125 125 ns | 5
RESET | Setup
7 TRTLPGX | PCTL,RFRQto 10 10 ns
RESET | Hold
8 TCLPC PCLK from 45 45 ns
CLK | Delay
9 TPDVCL PDin to 60 60 ns
CLK | Setup
10 TCLPDX PDin to 40 40 ns 6
CLK | Hold
RAM WARM-UP AND INITIALIZATION
64 | TCLWZL WZ from 40 40 ns 7
CLK | Delay
SYNCHRONOUS P PORT INTERFACE
11 | TPEVCL PE to CLK | Setup 27 27 ns 2
12 | TKvCL RD, WR, PE, PCTL 20 ns 1
| to CLK ] Setup
13 | TCLKX RD, WR, PE, PCTL 0 0 ns
toCLK | Hold
14 TKVCH RD, WR, PCTL to : 20 20 ns 2
CLK T Setup
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A.C. CHARACTERISTICS (Continued)
Voc = 5V +10% for 8207-8; Tp = 0°C to 70°C; Vo = +5V +5% for 8207-16

Measurements made with respect to RASg_3, CASg_3, AOg_g, are a +2.4V and 0.8V. All other pins are
measured at 2.0V and 0.8V. All-times are ns unless otherwiseé indicated. Testing done with specified test load.

8207-16, -8 8207-10

Ref | Symbol Parameter Min I " Max Min - I Max Units | Notes

ASYNCHRONOUS P PORT INTERFACE

15 | TRWVCL |RD, WR 20 20 ns 8,9
to CLK | Setup

16 | TRWL RD, WR Pulse Width 2TCLCL+30 2TCLCL+30 ns

17 | TRWLPEV | PE fromRD, CFS=1 TCLCL-20 , ns 1
WRJ Delay CFS=0 TCLCL—30 TCLCL—20 | ns 2

18 | TRWLPEX | PE to RD, 2TCLCL+30 2TCLCL+30 ns
WR | Hold -

19 | TRWLPTV | PCTL from RD, TCLCL-30 TCLCL—30 | ns 2
WR | Delay

20 | TRWLPTX | PCTL to RD, 2TCLCL+30 2TCLCL+30 ns 2
WR ] Hold

21 | TRWLPTV | PCTL from RD,
WR | Delay 2TCLCL—-20 2TCLCL—30| ns 1

22 | TRWLPTX | PCTL to RD, 3TCLCL+30 3TCLCL+40 ns 1
WR | Hold

RAM INTERFACE

23 | TAVCL AL, AH, BS to 35+tASR 35+tASR ns 10
CLK ] Setup

24 | TCLAX AL, AH, BS to 0 0 hs
CLK | Hold

25 | TCLLN LEN from 35 ns 1
CLK | Delay

26 | TCLRSL |[RAS| from 35 35 ns
CLK | Delay

27 | TRCD RAStoCAS CFS=1| TCLCL-—25 ns 1,14
Delay CFS=0 | TCLCL/2—-25 ns 11,14

25 ns

28 | TCLRSH ' | RAS T from 50 50 ns -
CLK | Delay :

29 | TRAH Row AO to CFS=1 | TCLCL/2—11 ns 1,13,15
RAS Hold CFS=0 | TCLCL/4—11 18 ns 11,15

30 | TASR Row A0 to RAS Setup . 10,18

31 | TASC Column AOto CFS=1 0 ns |13,19,20
CAS | Setup CFS=0 5 5 ns |13,19,20
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A.C. CHARACTERISTICS (Continued)
Voc = 5V £10% for 8207-8; Ta =.0°C to 70°C; Vo = +5V +5% for 8207-16

Measurements made with respect to RASg.3, CASp-3, AOp-g, are a +2.4V and 0.8V. All other pins are
measured at 2.0V and 0.8V. All times are ns unless otherwise indicated. Testing done with specified test load.

. ' 8207-16, -8 8207-10
Ref | Symbol . Parameter Units | Notes
' Min ] Max Min LMax i
RAM INTERFACE (Continued)
32 | TCAH Column AO to (See DRAM Interface Tables) 21
CAS Hold -
33 | TCLCSL | CAS | from TCLCL/4+30 | TCLCL/1.8+53 | TCLCL/4+30| 100 [ ns [ 11,12
CLK ] Delay
34 | TCLCSL | CAS ] from 35 40 | ns 1
CLK | Delay
35 | TCLCSH CAS T from 50 50 | ns
CLK | Delay
36 | TCLW WE from CLK |, Delay 35 35 | ns
37 | TCLTKL | XACK | from 35 35 ns
CLK | Delay ,
38 | TRWLTKH | XACK 1 from 50 50 | ns
RD1T,WR T Delay
39 | TCLAKL AACK T from 35 35 ns
CLK | Delay
40 | TCLAKH | AACK J from 50 50 | ns
"| CLK | Delay
41 | TCLDL DBM from 35 35 | ns
CLK | Delay
ECC INTERFACE
42 | TWRLFV FWR from CFS=1 ?TCLCL—40 ns 1,22
WRJl Delay CFS=0 TCLCL+TCL—40 100 ns 2,22
43 |TFVCL | FWRtoCLK | Setup " 40 ’ 30, ns | 23
44 | TOLFX FWR to CLK | Hold 0 0 ns | 24
45 | TEVCL ERROR to 20 20 ‘ns | 26,26
CLK | Setup : ’
46 | TCLEX ERROR to 0 0 ns
CLK | Hold
47 | TCLRL R/W from 40 40 | ns
. 4 CLK ] Delay
48 | TCLRH R/W from ‘50 50 ns
CLK | Delay '
49 | TCEVCL | CEtoCLK | Setup 20 20 ns | 25,27
50 | TCLCEX | CEtoCLK ] Hold 0 0 ns
51 | TCLES | ESTB from ' 45 35 | ns
CLK ] Delay
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A.C. CHARACTERISTICS (Continued) , SR,
Vec = 5V £10% for 8207-8; Tp = 0°C to 70°C; Vg = +5V +5% for 8207-16 -

Measurements made with respect to RASg_3, CASp.3, AOg.g, are a +2.4V and 0.8V. ‘All other pins are
measured at-2.0V and 0.8V. All times are ns unless otherwise indicated. Testing done with specified test load.

8207-16, -8 i 8207-10
Ref | Symbol ' Parameter Units | Notes
g N Min ‘ Max Min | -~ Max
PORT SWITCHING AND LOCK
-52 | TCLMV MUX from 45 : 45 ns
i ‘ CLK | Delay )
| 53 | TCLPNV PSEN from TCL TCL+35 TCL TCL+35 ns 28
CLK | Delay
54 | TCLPSV PSEL from CLK | 35 35 . ns
55 | TLKVCL * | LOCKto CLK ] Setup 30 30 "1 ns | 30,81
56 | TCLLKX LOCK to CLK | Hold 10 10 ns 30, 31
57 | TRWLLKV | LOCK fromRD, - 2TCLCL—30 ' 2TCLCL—-30 ns 31,32
i WR | Delay |
58 | TRWHLKX | LOCKtoRD ), 3TCLCL+30 3TCLCL+30 , ns | 31,32
. WR | Hold )
REFRESH REQUEST "
59 | TRFVCL : | RFRQto CLK ] Setup. 20 20 ‘ ns
60 | TCLRFX RFRQ to CLK | Hold 10 10 ; ns
61 | TFRFH Failsafe RFRQ ' TCLCL+30 . TCLCL+30 ) ns 33
. Pulse Width L
62 | TRFXCL Single RFRQ Inactive 20 ] 20 ns 34
) B to CLK | Setup .
63 | TBRFH Burst RFRQ Pulse 2TCLCL+30 2TCLCL+30 : . ns 33
Width : :

NOTES:

1. Specification when programmed in the Fast Cycle processor mode (IAPX 286 mode).
2. Specification when programmed in the Slow Cycle processor mode (IAPX 186 mode).
3. tR and tF are referenced from the 3.5V and 1.0V levels.

4. RESET is internally synchronized to CLK. Hence a set-up time is required only to guarantee its recognition at a particular
clock edge.

5. The first programmmg bit (PDO) is also sampled by RESET going low.

6. TCLPDX is guaranteed if programming data is shifted usmg PCLK.

7. WZ is issued only in ECC mode.

8. TRWVCL is not required for an asynchronous command except to guarantee its recognition at a particular clock edge.

9. Valid when-programmed in either Fast or Slow Cycle mode. .

10. tASR is a user specified parameter and its value should be added accordingly to TAVCL.

11. When programmed in Slow Cycle mode and 125 ns < TCLCL < 200 ns. .

12. When programmed in Slow Cycle mode and 200 ns < TCLCL.

13. Specification for Test Load conditions. . .

14. tRCD (actual) = tRCD (specification) + 0.06 (ACras) — 0.6 (ACcas) where AC = C (test load) — C (actual) in pF
(These are first order approximations).

15. tRAH (actual) = tRAH (specification) + 0.06 (ACgras) — 0.022 (ACag) where AC = C (test Ioad) C (actual) in pF
(These are first order approximations.)

18. tASR (actual) = tASR (specification) + 0.06 (ACAo) — 0.025 (ACRas) where AC
(These are first order approximations.)

19. tASC (actual) = tASC (specification) + 0.06 (ACag) — 0.025 (ACcas) where AC
(These are first order approximations.)

C (test Ioad) -C (actua!) in pF.

C (test load) — C (actual) in pF.
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20. tASC is a function of clock frequency and thus varies with changes in frequency. A minimum value is specified.

21. See 8207 DRAM Interface Tables 14-18.

22. TWRLFV is defined for both synchronous and asynchronous FWR. In systems in which FWR is decoded directly from
the address inputs to the 8207, TCLFV is automatically guaranteed by TCLAV.

23, TFVCL is defined for synchronous FWR.

24, TCLFV is defined for both synchronous and asynchronous FWR. In systems in which FWR is decoded directly from the
address inputs to the 8207 TCLFV is automatically guaranteed by TCLAV.

25, EﬁR’G& and CE are set-up to CLK | in fast cycle mode and CLK T in slow cycle mode.

26. ERROR is set-up to the same edge as R/W is referenced to, in RMW cycles.

27. CE is set-up to the same edge as WE is referenced to in RMW cycles.

28. Specification when TCL < 25 ns.

29. Specification when TCL > 25 ns.

30. Synchronous operation only. Must arrive by the second clock falling edge after the clock edge which recognizes the
command in order to be effective.

31. LOCK must be held active for the entire period the opposite port must be locked out. One clock after the release of
LOCK the opposite port will be able to obtain access to memory.

32. Asynchronous mode only. In this mode a synchronizer stage is used internally in the 8207 to synchronize up LOCK.
TRWLLKV and TRWHLKX are only required for guaranteeing that LOCK will be recognized for the requesting port, but these
parameters are not required for correct 8207 operation.

33. TFRFH and TBRFH pertain to asynchronous operation only.

34. Single RFRQ cannot be supplied asynchronously.

WAVEFORMS

CLOCK AND PROGRAMMING TIMINGS

@@*ﬁ@
cLK @_/_\_/_\mmm

RESET 5 L
PCTL 3 3
REFRQ 1 3
POl P00 X P01 X—
MUX/PCLK 7 1__.___ O S
210463-28
RAM WARM-UP AND MEMORY INITIALIZATION CYCLES
w—/ S J\J\J-\W A/
RESET—-—-—/;\
m : ,
we__/ % @\_
w__/
- ~ O
) PROGRAMMING , LAST RAM WARM-UP OR .
{ RESET ! : FIRST RAM WARM-UP CYCLE i INITIALIZATION CYCLE i
21'0463-29
NOTES:

1. When in non-ECC mode or in ECC mode with the TM2 programming bit on, there are no initialization cycles, when in
ECC mode with TM2 off, the dummy cycles are followed by initialization cycles.
2. The present example assumes a RAS four clocks long.
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WAVEFORMS (Continued)

SYNCHRONOUS PORT INTERFACE

COMMAND MODE/
FAST CYCLE
RD, WR, PE

COMMAND MODE/

FAST CYCLE

PCTL (INHIBIT)

COMMAND MODE/
FAST CYCLE
INTERNAL INHIBIT

SLOW CYCLE
RDWR
i

—
%ELOW CYCLE ®_—

__.@._
SLOW CYCLE
PCTL j

INTERNAL

i
.
21

CYCLE REQUEST 7

NOTE:

Actual transitions are programmable. Refer to Tables 12 and 13.

210463-30
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WAVEFORMS (Continued)

ASYNCHRONOUS PORT INTERFACE

FAST CYCLE
INTERNAL INHIBIT

INTERNAL
CYCLE REQUEST

CLK
FAST/SLOW CYCLE @
RD, WR E ‘{
e
®
(1)
®
D
FAST/SLOW CYCLE
" /
()
@
SLOW CYCLE
PCTL
()
® Y
&/
FAST CYCLE
PCTL (INHIBIT)

210463-31
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WAVEFORMS (Continued)

RAM INTERFACE TIMING
ECC AND NON-ECC MODE

NOTE:

CLOCK 0 .
CLK Mm k_/_-\ &-_/_3 L'._/ \—/ e
commano —\ / 7 7 7
voLe nauest — X -y
ALg - ALg @ L©,
AHg - AHg c
BSg - BS,
LEN -® "—®l
__ -®-—t—@—]
RAS .
oo
AOg - AOg K
5
_ @ @ J@i_
cAs -
@] v
RO¥ .@_i
m 7 O I
- ‘@1 —@
XACK
RAGK L@l —j
! d
L ®
- B

Actual transitions are programmable. Refer to Tables 12 and 13.

210463-32
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WAVEFORMS (Continued)

PORT SWITCHING AND LOCK TIMING

NOTE:
Transients during MUX switching.

ok _ﬂm;/'\;_/'\_ﬂ;ﬂpﬂ.f\f\f!rﬂﬁp/'\f\f\_
COMMAND
PORT A |/
T
e\ |
@ @| .
Mux PORT A PORT B 7 PORT A ‘\l’g_g_r_g_lf_L_qt_:_'gi 0
Fas } e/ | \ /
PSEN o) / .
PSELH L"@
PORT A . PORT B 7 PORTA | 5 L @@ N\ _
Lock W/ /i X
FAST CYCLE I ] | 1 *
o
210463-33

REFRESH REQUEST TIMING

CLK

FAILSAFE REFRESH
REQUEST

SINGLE REFRESH
REQUEST

BURST REFRESH
REQUEST

210463-34
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WAVEFORMS (Continued)
ECC INTERFACE TIMING
© CLOCKO - .
CLK Jdﬂﬁmmmi—-
ﬂmm‘o—ﬂ_
(WR)
INTERNAL
CYCLE REQUEST ___| X
@a;
42) (43 lo
FAST CYCLE
FWR 4 VALID =
43 )
a2 [
%%w CYCLE X VALID K
1
- w— |-
ERROR ). VALID -
AW a2
\ | {
_ No
XACK
R
@
B o —+f 60— f—
CcE ) VALID XC
ESTB . [ C‘ —
' \) : Vi
@
36 ]
WE 7/
. ' 210463-35
NOTES: ’ - -
1. This parameter is set-up to the falling edge of clock, as shown, for fast cycle configurations. It is set-up to the rising
edge of clock if in slow cycle configurations.’ Table 13A shows which clock and clock edge these signals are set-up in
the R/W L column.
2. CE is set-up to the same edge as WE is referenced to in RMW cycles.
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CONFIGURATION TIMING CHARTS
The timing charts that follow are based on 8 basic system configurations where the 8207 operates.

Tables 10 and 11 give a description of non-ECC and ECC system configurations based on the 8207’s PDO,
PD3, PD4, PD10 and PD11 programming: bits.

Table 10. Non-ECC System Configurations

Non-ECC Mode: PDO = 0

Timing Conf. CFS(PD3) RFS(PD4) EXT(PD10) FFS(PD11)
Co iAPX286(0) Fast RAM(0) Not EXT(0) 12 MHz(1)
Co iAPX286(0) Fast RAM(0) EXT(1) 12 MHz(1)
Co iAPX286(0) Slow RAM(1) Nat EXT(0) 12 MHz(1)
Co iAPX286(0) Slow RAM(1) EXT(1) 12 MHz(1)
Co iAPX286/(0) Fast RAM(0) Not EXT(0) 16 MHz(0)
Cq iAPX286(0) Slow RAM(1) Not EXT(0) 16 MHz(0)
Cq IAPX286(0) Fast RAM(0) EXT(1) 16 MHz(0)
Co iAPX286(0) Slow RAM(1): EXT(1) 16 MHz(0)
Cs iAPX186(1) Fast RAM(0) Not EXT(0) 10, 8 MHz(0)
Csy iAPX186(1) Slow RAM(1) Not EXT(0) 10, 8 MHz(0)
Cs iAPX186(1) Fast RAM(0) EXT(1) 10, 8 MHz(0)
Cs iAPX186(1) Fast RAM(0) Not EXT(0) 6 MHz(1)
Cs iAPX186(1) Fast RAM(0) EXT(1) 6 MHz(1)
Ca iAPX186(1) Slow RAM(1) Not EXT(0) 6 MHz(1)
Cs iAPX186(1) Slow RAM(1) EXT(1) 6 MHz(1)
Cy iAPX186(1). Slow RAM(1) EXT(1) 10, 8 MHz(0)

: Table 11. ECC System Configurations
ECC Mode: PDO = 1 ’ .

Timing Conf. CFS(PD3) RFS(PD4) EXT(PD10) FFS(PD11)
Co iAPX286(1) Slow RAM(0) M/S EDCU(0) 10 MHz(0)
Co iAPX286(1) Slow RAM(0) M EDCU(1) 10 MHz(0)
Co iAPX286(1) Fast RAM(1) M/S EDCU(0) 10 MHz(0)
Co iAPX286(1) Fast RAM(1) M EDCU(1) 10 MHz(0)
Co iAPX286(1) Fast RAM(1) M EDCU(1) 16 MHz(1)
Cq iAPX286(1) Slow RAM(0) M EDCU(1) 16 MHz(1)
Co iAPX286(1) Fast RAM(1) M/S EDCU(0) 16 MHz(1)
Cs iAPX286(1) Slow RAM(0) M/8 EDCU(0) 16 MHz(1)
Ca iAPX186(0) Slow RAM(0) M/S EDCU(0) 6 MHz(0)
Cy iAPX186(0) Fast RAM(1) M/S EDCU(0) 6 MHz(0)
C4 iAPX186(0) Slow RAM(0) M EDCU(1) 10, 8 MHz(1)
Cy iAPX186(0) Fast RAM(1) M EDCU(1) 10, 8 MHz(1)
Cs iAPX186(0) Slow RAM(0) M/S EDCU(0) 10, 8 MHz(1)
Cs iAPX186(0) Fast RAM(1) M/S EDCU(0) 10, 8 MHz(1)
Ce iAPX186(0) Slow RAM(0) M EDCU(1) 6 MHz(0)
Ce iAPX186(0) Fast RAM(1) M EDCU(1) 6 MHz(0)
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Using the Timing Charts

The notation used to indicate which clock edge trig-
gers an output transition is “nT” or “n ] ”, where
“n” is the number of clock periods that have passed
since clock 0, the reference clock, and “ T refers
to rising edge and * | ” to falling edge. A clock peri-
od is defined as the interval from a clock falling edge
to the following falling edge. Clock edges are de-
fined as shown below.

n+1—sd

(n—1){ nt nl (n+1)t (n+1)b

210463-36

The clock edges which trigger transitions on each
8207 output are tabulated in Table 12 for non-ECC
mode and Table 13 for ECC mode. “H” refers to the
high-going transition, and “L” to low-going tran-
sition; “V” refers to valid, and “V” to non-valid.

Clock 0 is defined as the clock in which the 8207
begins a memory cycle, either as a ‘result of a port
request which has just arrived, or of a port request
which was stored previously but could not be serv-
iced at the time of its arrival because the 8207 was
performing another memory cycle. Clock 0 may be
identified externally by the leading edge of RAS,
which is always triggered on 0 ], .

Notes for interpreting the timing charts:

1. PSEL - valid is given as the latest time it can
occur. |t is entirely possible for PSEL to become
valid before the time given in a refresh cycle.
PSEL can switch as defined in the chart, but it has
no bearing on the refresh cycle itself, but only on
a subsequent cycle for one of the external ports.

1-76

2. LEN - low is given as the latest time it can occur.
LEN is only activated by port A configured in Fast
Cycle iAPX286 mode, and thus it is not activated
by a refresh cycle, although it may be activated by
port A during a refresh cycle.

. ADDRESS - col is the time column address be-
comes valid.

. In hon-ECC mode the CAS, EAACK, LAACK and
XACK outputs are not issued during refresh.

. In ECC mode there are really seven types of cy-
cles: Read without error, read with error, full write,
partial write without error, partial write with error,
refresh without error, and refresh with error.
These cycles may be derived from the timing
chart as follows:

A. Read without error: Use row marked ‘RD, RF'.

B. Read with error: Use row marked ‘RMW’, ex-
cept for EAACK and LAACK, which should be
taken from ‘RD, RF. If the error is uncorrect-
able. WE will not be issued.

. Full write: Use row marked ‘WR’. -

. Partial write without error: Use row marked
‘RMW’, except that DBM and ESTB will not be
issued.

. Partial write with error: Use row marked ‘RMW’,
except that DBM will not be issued. If the error
is uncorrectable, WE will not be issued.

F. Refresh without error: Use row marked ‘RD,

RF’, except that ESTB, EAACK, [AACK, and

XACK will not be issued.

Refresh with error: Use row marked ‘RMW’,
except that EAACK, LAACK, ESTB, and XACK
will not be issued. If the error is uncorrectable
WE will not be issued.

. XACK - high is reset asynchronously by com-
mand going inactive and not by a clock edge.

. MUX - valid is given as the latest time it can oc-
cur.

G.
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Table 12A. Timing Chart—Non-ECC Mode
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PSEN PSEL DBM LEN RAS CAS WE
Cn | Cycle L| V| V|[L|H]|L]|H L | H L|H]| H L

Co RD,RF |0} {3 [0l |4l |o)l |4d (ol |2l o) |3) |1 |4l
WR |0} |4l |0l |5] ol |20l |ol |5l |1d|5L]|2) (5]

cy RD,RF |0} |5 [0l |6l |ol |ed |0l |20 o) |4) |1 |6l
WR [0 (4l |0]) |5] ol |20l |ol |5l |1d |51 ]2)]|5]

Ca RD,RF |0} |5 |0l |6l |ol |6l (ol |2l o)l |4)l |1 |6l
WR 0] |40 |0]) |5] ol |2l ol |5l |1d |5l |2) |58l

Cs RD,RF |0} |2) [0 |3y |0l | 3] o (3l o]l |3)
WR [0) |30 |0l |4] ol [4) |0l {4 |21 |4l

Ca RD,RF |0} |3) [0 |4y |0] | 4] o (40 [0} | 4]
WR |0l |3l |0l |4l 0 |4 ol 4] |2T | 4]

Table 12B. Timing Chart—Non-ECC Mode
Col Addr AACK | LAACK | XACK MUX

Cn| Cycle | V V| L|H|L|H|L]|H ' v

Co RO,RF| 0J | 20 (1l |4d |2l |50 |3)|RD|-2] |2]

WR [0 [ 2] [1l]al |1l |4l |3) |WR|-2]]|2)

c RO,RF| 0) | 3y |24 |5l |20 |5 |4l |RD|-2]) (2]

WR [0 [ 3] |1l|al |1l 4]l |3)|WR|-2]]|2]

Ca RD,RF| 0} | 3y |2y |5d |3l |6l |4l |RD|-2] |2]

WR [0} | 3] [1l]4d |1l |4l |3l |WR|-2] (2]

Cs RD,RF{ 0l | 20 |ol {2l |1l |3l |20l |RD| -1 ]|2])

WR (o) | 2] (ol |2d|1T|3T|2) |WR|-1] 2]

Ca RD,RF| 0) | 20 [1l |3l 1L |3l |3T|RD|—-1d 2]

WR |0) | 2] |ol |2l |1T|3T|2) |WR|-1]) 2]
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Table 13B. Timing Chart—ECC Mode

Col Addr ESTB EAACK LAACK XACK ]
Cn| Cycle | Vv v L| H|{L|H|L|H|L]|H v v
RD,RF | 0} 2] 2l |5 |3l |6l |4l |RD|-2] |2]
Co| WR [ o) | 20 2l | 50 [2) |50 |4l |WR| -2] |20
RMwW [ ol .| 20 |6l | 8l |50 |8l |51 |8l [7l |WR]|-2] 24
RD,RF | 0l | 3l 3l [ el |3l |6l |4l |RD|-20 |21
ci| wr ol | 3¢ 2l |50 |20 |50 |40l |wR| -2] |21
RMwW [ ol | 30 |6l |8l [50 |8l [50 |8l [7)|WR]| -2 |2)
RD,RF | 0] 3l 41 |70 (40| 70 |50 |RD| —2] | 2]
C| WrR | ol | 3¢ . 3l |6l [3l |6l [5L|wWR|-20]2)
RMW | ol | 30 |8l |10l |7L [10d |70 [100 |9l [wR]| -2) |2)
RO,RF | 0y | 3l 4l |71 |50 |8l |50 |RD|-2] ]2y
Cs| WR [ol | 3¢ 3l |6l |3l |6d |50 |WR|-2]]2)
RMW | 0l 30 (8l |10l |7l {100 |74 100 |9d |WR| -2] |2
RO,RF | 0l | 2] 10130 |27 ] 41 |31 |mRD| -10 |20
‘C4| WR ol | 20 1413 [217 | 41 |38 [WR| -1 | 2]
RMwW | ol | 20 |57 | 6T [34 |50 |41 ] 6T |51 |WR| -1 2!
RD,RF | 0} 2] 2l |14l |37 | 5T [3T|RD| —-1) |21
Cs| WR [0l | 20 1030 |27 ] 41 |3l |wR| -1 [2)
RMW [ ol | 2] |57 | 61 |3l |50 |47 |67 |5l |WR|-10]2)
RD,RF [ 0l | 2l 11l sl |11 |31 |21 |mD|-1)|2)
Co WR ol 2] 130 |17 31T |20 [WR| =10 |20
RMW | 0] 2 |37 | 41T [1l | 3) |27 | 417 |3l |WR| -1 |2])
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8207—DRAM Interface Parameter
Equations

Several DRAM parameters, but not all, are a direct
function of 8207 timings, and the equations for these
parameters are given in the following tables. The fol-
lowing is a list of those DRAM parameters which

READ & REFRESH CYCLES

tRCH: WE always goes active after CAS goes ac-
tive, hence tRCH is guaranteed by tCPN.

WRITE CYCLE

tRC: guaranteed by tRWC.

have NOT been included in the following tables, with ~ tRAS:  guaranteed by tRRW.
an explanation for their exclusion. tCAS: guaranteed by tCRW.
M tWCS: WE always activated after CAS is activat-
ggegé\gﬁgYEéEEgD'MODFY'WRITE & ed, except in memory initialization, hence
tWCS is always negative (this is important
tRAC: response parameter. for RMW only) except in memory initializa-
{REF: See “Refresh Period Options” os: tlvetanddhas s:ve:al clockst of margin.
tCRP: must be met only if CAS-only cycles, which ’ System-dependent parameter.
, do not occur with 8207, exist. tDH:  system-dependent parameter.
tRAH: See “A.C. Characteristics” tDHR:  system-dependent parameter.
tRCD: See :A.C. Characteristics: READ-MODIFY-WRITE CYCLE
tASC:  See “A.C. Characteristics tRWD: don’t care in 8207 write cycles, but tabulat-
tASR: See “A.C. Characteristics” ed for 8207 RMW cycles.
tOFF: response parameter. tCWD: don't care in 8207 write cycles, but tabulat-
ed for 8207 RMW cycles.
Table 14. Non-ECC Mode—RD, RF Cycles
Parameter Fast Cycle Configurations Slow Cycle Configurations Notes
Co 2 C2 Cs Cq
tRP 3TCLCL—T26 | 4TCLCL—T26 | 4TCLCL—T26 | 2TCLCL—T26 | 2TCLCL—T26 1
tCPN 3TCLCL—T35 | 3TCLCL—T35 | 3TCLCL—T35 | 2.5TCLCL—T35 | 2.5TCLCL—T35 1
tRSH 2TCLCL—T34 | 3TCLCL—T34 | 3TCLCL—T34 | 3TCLCL—T34 | 4TCLCL-—-T34 1
tCSH 4TCLCL—T26 | 6TCLCL—T26 | 6TCLCL—T26 | 3TCLCL—T26 | 4TCLCL—T26 1
tCAH TCLCL—T34 | 2TCLCL—T34 | 2TCLCL—T34 | 2TCLCL—T34 | 2TCLCL-T34 1
tAR 2TCLCL—T26 | 3TCLCL—T26 | 3TCLCL—T26 | 2TCLCL—T26 | 2TCLCL—T26 1
tT 3/30 3/30 3/30 3/30 3/30 2
tRC 6TCLCL 8TCLCL 8TCLCL 5TCLCL 6TCLCL 1
tRAS 3TCLCL—T26 | 4TCLCL—T26 | 4TCLCL—T26 | 3TCLCL—T26 | 4TCLCL-—T26 1
tCAS 3TCLCL—T34 | 5TCLCL—T34 | 5TCLCL—T34 | 3TCLCL—T34 | 4TCLCL—T34 1
tRCS 2TCLCL—TCL | 2TCLCL—TCL | 2TCLCL—TCL | 1.5TCLCL—TCL | 1.5TCLCL—TCL 1
—T36—TBUF | —T36—TBUF | —T36—TBUF | —T36—TBUF —T36—TBUF
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Table 15. Non-ECC Mode—WR Cycle

Parameter Fast Cycle Configurations Slow Cycle Configurations Notes
Co Cq Cz Cs Cs

tRP 3TCLCL—T26 | 3TCLCL—T26 | 3TCLCL—T26 | 2TCLCL—T26 | 2TCLCL—T26 1

tCPN 4TCLCL—T35 | 4TCLCL—-T35 | 4TCLCL—T35 | 2.5TCLCL—T35 | 2.5TCLCL—T35 1

tRSH 4TCLCL—T34 | 4TCLCL—T34 | 4TCLCL—T34 | 4TCLCL-T34 | 4TCLCL—T34 1

tCSH 5TCLCL—T26 | 5TCLCL—T26 | 5STCLCL—T26 | 4TCLCL—T26 | 4TCLCL—T26 1

tCAH TCLCL—T34 | 2TCLCL—T34 | 2TCLCL—T34 | 2TCLCL—T34 | 2TCLCL—T34 1

tAR 2TCLCL—T26 | 3TCLCL—T26 | 3TCLCL—T26 | 2TCLCL—T26 | 2TCLCL—T26 | ' 1

tT 3/30 3/30 3/30 3/30 3/30 2

tRWC 8TCLCL 8TCLCL 8TCLCL 6TCLCL 6TCLCL 1

tRRW S5TCLCL—T26 | 5TCLCL—T26 | 5STCLCL—T26 | 4TCLCL—T26 | 4TCLCL—T26 1

tCRW 4TCLCL—T34 | 4TCLCL—T34 | 4TCLCL—T34 | 4TCLCL—T34 | 4TCLCL-T34 1

tWCH 3TCLCL+TCL | 3TGLCL+TCL | 3TCLCL+TCL | 3TCLCL+TCL | 3TCLCL+TCL 13
—T34 —T34 —T34 —T34 —T34 !

tWCR 4TCLCL+TCL | 4TCLCL+TCL | 4TCLCL+TCL | 3TCLCL+TCL | 3TCLCL+TCL | 1,3
—T26 '+ —T26 -T26 ~T26 —T26

tWP 2TCLCL+TCL | 2TCLCL+TCL | 2TCLCL+TCL | 2TCLCL—T36 | 2TCLCL—T36 1

—T36—TBUF | —T36—TBUF | —T36—TBUF —TBUF —TBUF
tRWL 3TCLCL—T36 | 3TCLCL—T36 | 3TCLCL—T36 | 3TCLCL—TCL | 3TCLCL—TCL 1
i —TBUF —TBUF —TBUF —T36—-TBUF | —T36—TBUF

tCWL 3TCLCL—T36 | 3TCLCL—T36 | 3TCLCL—T36 | 3TCLCL—TCL | 3TCLCL—-TCL 1

—TBUF —TBUF —TBUF —T36—TBUF | —T36—TBUF
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Table 16A. ECC Mode—RD; RF Cycles

Parameter Fast Cycle-Mode Notes
Co Cy © Cp. ‘ Cs
tRP 4TCLCL-T26 | 4TCLCL—T26 | 4TCLCL-T26 | 4TCLCL—T26 1
tCPN © 3TCLCL-T35 | B8TCLCL=T35 | .8TCLCL—T35 | '3TCLCL—T35 1
tRSH 3TCLCL-T34 | 3TCLCL-T34 | 4TCLCL—T34. | 4TCLCL—T34 1
tCSH 6TCLCL—-T26 | 6TCLCL-T26 | .7TCLCL—T26 | 7TCLCL—T26 1
tCAH TCLCL-T34 2TCLCL—T34 | 2TCLCL-T34 | 2TCLCL—T34 1
tAR 2TCLCL-T26 | 3TCLCL—T26 |.3TCLCL—T26. | 3TCLCL—T26 1
tT 3/30 3/30 3/30 3/30 2
tRC 8TCLCL 8TCLCL . " 9TCLCL 9TCLCL 1
tRAS 4TCLCL—-T26 | 4TCLCL—T26 | 5TCLCL—T26 | 5TCLCL—T26 1
tCAS 5TCLCL—T34 | S5TCLCL—T34 | 6TCLCL—T34. | 6TCLCL—T34 1
tRCS TCLCL—T36 TCLCL-T36 |~ TCLCL—T36. TCLCL-T36 1
~TBUF - —~TBUF ~TBUF ~TBUF
Table 16B. ECC Mode—RD, RF Cycles
Parameter SI9w Cycle Mode Notes
. Cq S Cs Ce <
1P 2TCLCL-T26 | 2TCLCL—T26 | 2TCLCL-T26 | 1
tCPN 1.5TCLCL—T35 | 1.5TCLCL—T35 | 1.5TCLCL~T35 | 1
tRSH 3TCLCL—T34 | 3TCLCL—T34 | 3TCLCL—T34 1
tCSH 4TCLCL—T26 | 4TCLCL—T26 | 4TCLCL—T26 1
tCAH 2TCLCL-T34 | 2TCLCL-T34 | 2TCLCL—T34 1
tAR 2TCLCL-T26 | 2TCLCL—T26 | 2TCLCL—T26 1
tT 3/30 3/30 3/30 2
tRC 5TCLCL 5TCLCL 5TCLCL 1
tRAS 3TCLCL-T26 | B3TCLCL—T26 | 3TCLCL—T26 1
| tCAS 4TCLCL-T34 | 4TCLCL—T34 | 4TCLCL-T34 1
tRCS 0.5TCLCL—T36 | 0.5TCLCL—T36 | 0.5TCLCL—T36 | 1
—~TBUF —~TBUF —TBUF
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Table 17A. ECC Mode—WR Cycle

Parameter . _Fast Cycle Mode Notes
; Co Cy C, Cs
tRP 3TCLCL—-T26 3TCLCL—T26 3TCLCL—-T26 3TCLCL—-T26 1
tCPN 4TCLCL—T35 4TCLCL—T35 4TCLCL—-T35 4TCLCL—T35 1
tRSH 5TCLCL—T34 5TCLCL—T34 6TCLCL—T34 6TCLCL—T34 1
tCSH 6TCLCL—-T26 6TCLCL-T26 7TCLCL—-T26 7TCLCL—T26 1
tCAH TCLCL—-T34 2TCLCL-T34 2TCLCL—-T34 2TCLCL—-T34 1
tAR 2TCLCL—-T26 3TCLCL—T26 3TCLCL—T26 3TCLCL—-T26 1
tT 3/30 3/30 3/30 3/30 2
tRWC 9TCLCL 9TCLCL 10TCLCL 10TCLCL 1
tRRW 6TCLCL—T26 6TCLCL—T26 7TCLCL—-T26 7TCLCL—-T26 1
tCRW 5TCLCL—T34 5TCLCL—T34 6TCLCL—T34 6TCLCL—T34 1
tWCH 5TCLCL—T34 5TCLCL—T34 6TCLCL—T34 6TCLCL—T34 1,4
tWCR 6TCLCL—-T26 6TCLCL—-T26 7TCLCL—-T26 7TCLCL—T26 1,4
twpP 3TCLCL-T36 3TCLCL-T36 |- 3TCLCL-T36 3TCLCL—-T36 1
~TBUF —TBUF —TBUF —TBUF
tRWL 3TCLCL-T36 | 8TCLCL-T36 | 3TCLCL—T36 | 3TCLCL—T36 1
—-TBUF —TBUF —TBUF —TBUF
tCWL 3TCLCL-T36 3TCLCL—T36 3TCLCL—T36 3TCLCL-T36 1
—TBUF —TBUF —TBUF —TBUF
Table 17B. ECC Mode—WR Cycle
Parameter Slow Cycle Mode Notes
Cq Cs Ce
tRP 2TCLCL—T26 2TCLCL—T26 2TCLCL—T26 1
‘tCPN 2.5TCLCL—T35 | 2.5TCLCL—T35 | 2.5TCLCL—T35 1
tRSH 5TCLCL—T34 5TCLCL—T34 4TCLCL—T34 1
tCSH 5TCLCL—T26 | 5TCLCL—T26 4TCLCL—T26 1
tCAH 2TCLCL—-T34 2TCLCL—-T34 2TCLCL—-T34 1
tAR 2TCLCL-T26 2TCLCL—-T26 2TCLCL—-T26 1
tT 3/30 3/30 3/30 2
tRWC 7TCLCL 7TCLCL 6TCLCL 1
tRRW 5TCLCL—T26 5TCLCL—-T26 4TCLCL—T26 1
tCRW S5TCLCL—-T34 5TCLCL—-T34 4TCLCL—T34 1
tWCH 5TCLCL—T34 5TCLCL—-T34 4TCLCL—-T34 1,4
tWCR 5TCLCL—-T26 5TCLCL—T26 4TCLCL—-T26 1,4
tWP 3TCLCL—TCL 3TCLCL—-TCL 3TCLCL—-TCL 1
—T36—TBUF —T36—TBUF —T36—TBUF
tRWL 3TCLCL-TCL 3TCLCL-TCL 3TCLCL-TCL 1
—T36—TBUF —T36—TBUF —T36—TBUF
tCWL 3TCLCL—-TCL 3TCLCL—-TCL 3TCLCL—-TCL 1
—T36—TBUF —T36—TBUF —T36—TBUF
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" Table 18A. ECC Mode--RMW

‘Pa‘ramete‘r : _ 'Féﬁt*Cycle Moge., "Notes
Co Cq | " Cg Cs .
tRP 3TCLCL—T26 | 3TCLCL-T26 |  3TCLCL—T26 3TCLCL—T26 1
" {CPN 4TCLCL—T35 | 4TCLCL-T35 | 4TCLCL-T35 |  4TCLCL—T35 1
| tRSH 8TCLCL—T34 | 8TCLCL—T34 | 10TCLCL—T34 | 10TCLCL—T34 1
tCSH 9TCLCL-T26 | OTCLCL—T26 | 11TCLCL-T26 | 11TCLCL—T26 1
tCAH TCLCL—T34 | 2TCLCL-T34 | 2TCLCL—T34 2TCLCL—T34 1
tAR 2TCLCL—T26 | STCLCL-T26 | 8TCLCL-T26 3TCLCL-T26 1
tT 3/30 3/30 3/30 3/30 2
tRWC 12TCLCL 12TCLCL - 14TCLCL 14TCLCL 1
tRRW 9TCLCL—T26 | OTCLCL-T26 | 11TCLCL-T26 | 11TCLCL—T26 1
tCRW '8TCLCL—T34 | BTCLCL—T34 | 10TCLCL—T34 | 10TCLCL—T34 1
tRCS TCLCL—T36 TCLCL~-T36 TCLCL-T36 TCLCL—T36 1
/ —TBUF —TBUF —-TBUF - TBUF
tRWD 6TCLCL—T26 | 6TCLCL—T26 | 8TCLCL—T26 8TCLCL—T26 1,4
tCWD  5TCLCL—T34 | 5TCLCL—T34 | 7TCLCL—T34 | 7TCLCL—T34 1
tWp 3TCLCL—T36 | 3TCLCL-T36 | 3TCLCL—T36 3TCLCL—T36 1
—TBUF —TBUF —TBUF ~TBUF
tRWL 3TCLCL-T36 | 3TCLCL-T36 | STCLCL-T36 | 3TCLCL-T38 1
—TBUF ~TBUF’ —TBUF —~TBUF
tCWL 3TCLCL—T36 | 3TCLCL-T36 | 3TCLCL—T36 3TCLCL—T36 1
—TBUF ' —TBUF —TBUF
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Table 18B. ECC Mode—RMW

Parameter — Stow Cycle Mode Notes
Cq Cs Ce
tRP 2TCLCL—-T26 | 2TCLCL—T26 | 2TCLCL-T26 1
tCPN | 2.5TCLCL—T35 | 25TCLCL—T35 | 25TCLCL—T35 1
tRSH 7TCLCL—-T34 | 7TCLCL—T34 | STCLCL—T34 1
tCSH 7TCLCL—T26 | 7TCLCL-T26 | S5TCLCL—T26 | - 1
tCAH 2TCLCL—T34 | 2TCLCL—T34 | 2TCLCL-T34 1
tAR 2TCLCL—T26 | 2TCLCL-T26 2TCLCL—T26 1
tT 3/30 3/30 3/30 2
tRWC 9TCLCL - 9TCLCL 7TCLCL 1
tRRW 7TCLCL—-T26 | 7TCLCL—T26 | 5TCLCL-T26 1
tCRW 7TCLCL—T34 | 7TCLCL—-T34 | S5TCLCL-T34 1
tRCS 0.5TCLCL—T36 | 0.5TCLCL—T36 | 0.5TCLCL—T36 1
—TBUF —TBUF —TBUF
tRWD 4TCLCL+TCL | 4TCLCL+TCL | 2TCLCL+TCL 1
—T26 —T26 —T26
tCWD 4TCLCL+TCL | 4TCLCL+TCL | 2TCLCL+TCL 1
—T34 —T34 —T34
twp 3TCLCL—-TCL | 3TCLCL—TCL | 3TCLCL-TCL 1
—T36—-TBUF —T36—-TBUF —T36—TBUF
tRWL 3TCLCL—TCL | 3TCLCL-TCL | 3TCLCL-TCL 1
—T36—TBUF —T36—TBUF —T36—TBUF
tCWL 3TCLCL—TCL | STCLCL-TCL | 3TCLCL-TCL 1
—T36—TBUF —T36—TBUF —T36—TBUF
NOTES:
1. Minimum.

2. Value on right is maximum; value on left is minimum.
3. Applies to the eight warm-up cycles during initialization only.

4. Applies to the eight warm-up cycles and to the memory initialization cycles during initiali-
zation only.
5. TP = TCLCL

T26 = TCLRSL

T34 = TCLCSL

T35 = TCLCSH

T36 = TCLW

TBUF = TTL Buffer delay.
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Memory Refresh using Battery Backup
' (See Intel Packaging; Order Number: 231369-001)
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The Intel 82C08 Dynamic RAM Controller is a CMOS, high performance, systems oriented, Dynamic RAM
controller that is designed to easily interface 64K and 256K Dynamic RAMs to Intel and other microproces-
sors. The 82C08 aiso has a power down mode where only the refresh logic is activated using battery backup.
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Table 1. Pin Description
Symbol ‘P’:: PLCC | Type Name and Function
ALO 5 55 ! ADDRESS LOW: These lower order address inputs are used to
AL1 4 56 | generate the column address for the internal address multiplexer.
AL2 3 57 | In iAPX 286 mode (CFS = 1), these addresses are latched
AL3 2 58 | internally.
AL4 1 59 1
AL5 47 63 |
AL6 46 64 - |
AL7 45 66 |
AL8 44 67 |
AHO .43 2 | ADDRESS HIGH: These higher order address inputs are used to
AH1 42 3 I generate the row address for the internal address multiplexer. In
AH2 41 4 | iAPX 286 mode, these addresses are latched internally.
AH3 40 5 |
AH4 39 6 I
AH5 38 7 |
AH6 37 8 |
AH7 35 12 |
AH8 34 13 |
BS 6 50 | BANK SELECT: This input is used to select one of the two banks
. ‘of the dynamic RAM array.
AOO 7 49 (o] ADDRESS OUTPUTS: These outputs are designed to provide the
AO1 8 48 (0] row and column addresses, of either the CPU or the refresh
AO2 9 47 fo) counter, to the dynamic RAM array. These outputs drive the
AO3 10. 46 o) dynamic RAM array directly and need no external drivers.
AO4 1 45 o However, they typically need series resistors to match
AO5 13 41 o impedances.
AO6 14 40 (o)
AO7 15 39 o
AO8 16 38 o .
RASO 19 33 (0] ROW ADDRESS STROBE: These outputs are used by the
RAST 18 36 0 ~dynamic RAM array to latch the row address, present on the AOO-~
8 pins. These outputs are selected by the BS pin. These outputs
drive the dynamic RAM array directly and need no external drivers.
ASO 21 | 30 O | COLUMN ADDRESS STROBE: These outputs are used by the
CAS1 20 31 0 dynamic RAM array to latch the column address, present on the
AO0-8 pins, These outputs are selected by the BS pin. These
outputs drive the dynamic RAM array directly and need no external
drivers.
RESET 23 28 | RESET: This active high signal causes all internal counters to be
. . reset. Upon release of RESET, data appearing at the PDI pin is
clocked-in by the PCLK output. The states of the PDI, PCTL, and
RFRQ pins are sampled by RESET going inactive and are used to
. program the 82C08. An 8-cycle dynamic RAM warm-up is
performed after clocking PDI bits into the 82C08.
WE/ 25 24 (o] WRITE ENABLE/PROGRAMMING CLOCK: Immediately after a
PCLK RESET this pin becomes PCLK and is used to clock serial

. programiming data into the PDI pin. After the 82C08 is programmed
this active high signal provides the dynamic RAM array the write
enable input for a write operation.
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Table 1. Pin Description (Continued)

DIP
Pin

PLCC

Type

Name and Function

26

23

o)

ADVANCE ACKNOWLEDGE/TRANSFER ACKNOWLEDGE:
When the X programming bit is set to logic 0 this pin is AACK and

" indicates that the processor may continue processing and that

data will be available when required. This signal is optimized for
the system by programming the S prog‘ram-bit for synchronous or
asynchronous operation. The S programming bit determines
whether this strobe will be early or late. If another dynamic RAM
cycle is in progress at the time of the new request, the AACK is
delayed. When the X programming bit is set to logic 1 this pin is

and indicates that data on the bus is valid during a read
cycle or that data may be removed from the bus during a write
cycle. XACK is a MULTIBUS compatible signal.

PCTL

27

22

PORT CONTROL: This pin is sampled on the falling edge of
RESET. It configures the 82C08 to accept command inputs or
processor status inputs. If PCTL is low after RESET the 82C08 is
programmed to accept bus/multibus command inputs or iAPX 286
status inputs. If PCTL is high after RESET the 82C08 is
programmed to accept status inputs from iAPX 86 or iAPX 186
type processors. The S2 status line should be connected to this
input if programmed to accept iAPX 86 or iIAPX 186 inputs. When
programmed to accept bus commands or iAPX 286 status inputs, it
should be tied low or it may be connected to INHIBIT when
operating with MULTIBUS.

™

28

21

PORT ENABLE: This pin serves to enable a RAM cycle request. It
is generally decoded from the address bus.

g
o

29

20

WRITE: This pin is the write memory request command input. This
input also directly accepts the SO status line from Intel processors.

30

19

READ: This pin is the read memory request command pin. This
input also directly accepts the ST status line from Intel processors.

CLK

31

16

CLOCK: This input provides the basic timing for sequencing the
internal logic.

RFRQ

32

15

REFRESH REQUEST: This input is sampled on the falling edge of
RESET. If RFRQ is high at RESET then the 82C08 is programmed
for internal-refresh request or external-refresh request with failsafe
protection. If RFRQ is low at RESET then the 82C08 is
programmed for external-refresh without failsafe protectionor
burst refresh. Once programmed the RFRQ pin accepts signals to.
start an external-refresh with failsafe protection or external-refresh
without failsafe protection or a burst refresh. RFRQ is also
sampled when PDD is activated. When RFRQ = 1 it will cause 3
burst refresh cycles.

PDI

33

14

PROGRAM DATA INPUT: This input is sampled by RESET going
low. It programs the various user selectable options in the 82C08.
The PCLK pin shifts programming data into the PDI input from an

- external shift register. This pin may be strapped low to a default

iAPX 186 mode configuration or high to a default iAPX 286 mode

| configuration.

*PDD

17

37

POWER DOWN DETECT: This input is sampled before every

‘memory cycle to inform the 82C08 of system detection of power

failure. When active, the 82C08 remains in power down mode and
performs memory-refresh only (RAS-only refresh). In power down
mode the 82C08 uses PDCLK for timing and VPD for power. -
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Table 1. Pin Description (Continued)

Symbol gl': PLCC | Type Name and Function
*PDCLK 22 29 | POWER DOWN CLOCK: This pin is used as a clock for internal
refresh circuits during power down. The input can be
asynchronous to pin 31. Extended refresh is achieved by slowing
down this clock. This pin should be grounded if not used.
*Vee/Vep |- 48 61, 62 | POWER: Power supply for internal logic. This should be held
active during power down.
Vce 24 | 26,27 | POWER: Supply for drivers. Need not be held active during power
down.
Vss 12 | 9,10, | GROUND
36 | 11,42, | GROUND
43,44
NC — | 17,18,
1, 25,
32, 34,
35, 51,
53, 54,
60, 65,
68
Vces 52

“*Different function than the HMOS 8208.

GENERAL DESCRIPTION

The Intel 82C08 Dynamic. RAM Controller is a micro-
computer peripheral device which provides the nec-
essary signals to address, refresh, and directly drive
64K and 256K dynamic RAMSs. It is compatible with
static column or ripple mode DRAMSs in the normal
mode. It does not support the fast transfer mode of
these DRAMSs.

The 82C08 supports several microprocessor inter-
face options including synchronous and asynchro-
nous operations for iAPX 86, iAPX 186, iAPX 286,
and MULTIBUS. The 82C08 will also interface to
non-Intel microprocessors.

The 82C08 is a CHMOS version of the 8208 and is
pin compatible with it. Three pins—17, 22, and 48—
of the 82C08 are different from the 8208. They pro-
vide a power down mode that allows the system to
run at a much lower ICC. In this mode, the 82C08
refreshes the DRAM using battery backup. The pow-
er down current (Ipp) that is drawn by the 82C08 is
very small compared to the Icc which allows memo-
ry to be kept alive with a battery. A separate refresh
clock, pin 22, allows the designer to take advantage
of RAMs that permit extended memory refresh.

The 82C08 also has some timing. changes versus
the 8208. In order to eliminate the external bus
latches, both WE and CAS timings are shortened.
These timing changes are backwards-compatible for
8208 designs.
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FUNCTIONAL DESCRIPTION

Processor Interface

The 82C08 has control circuitry capable of support-
ing one of several possible bus structures. The
82C08 may be programmed to run synchronous or
asynchronous to the processor clock. The 82C08
has been optimized to run synchronously with Intel’s
iAPX 86, iAPX 88, iAPX 186/188 and iAPX 286.
When the 82C08 is programmed to run in asynchro-
nous mode, the 82C08 inserts the necessary syn-
chronization circuitry for the RD, WR inputs.

The 82C08 achieves high performance (i.e. no wait
states) by decoding the status lines directly from the
processor. The 82C08 can also be programmed to
receive read or write MULTIBUS commands or com-
mands from a bus controller.

The 82C08 may be programmed to operate synchro-
nously to the processor. It can also be programmed
to run at various frequencies. (See Microprocessor
Clock Frequency Option.)

Figure 2 shows the different processor interfaces to
the 82C08 using the synchronous or asynchronous
mode and status or command interface. Figure 3
shows detailed interfaces to the iAPX 186 and iAPX
286 processors.



nte[ | | 82C08 | , L

m“cm
WR
T4HCT4
Y ‘ | 82C08
-[—_CLK - .
WR
RD s2cos .
R :
L e
ADDRESS e eIy
DECODE sz ‘CLOENTII?LLER
231367-3
231357-5
Slow-Cycle Synchronous-Status Interface Slow-Cycle Asynchronou&Status Interface

|c1.ocx| cLOCK E’;@

CLK - , ] cLK
CLK &p| 50 ! : CLK
0 »{50 MWTC WhR CLK [T 56 MWTC CLK
sosg S &7 MRDC %' . sosy S § MRDC %
8otse 52 52 8288 T 80186 52 §2 8288 VA o
82C08 ' ' . 8208
ADDR/DATA PE .. | ADDR/DATA PE
- ADDRESS ADDRESS
S— .7 E— |
= : 2313574 ’ . 2313576
Slow-Cycle Synchronous-Command interface Slow-Cycle Asynchronous-Command Interface

. Figure 2A. Slow-cycle (CFS. = 0) Port Interfaces Supported by the 82C08




ntel 82C08

CLOCK ICLOCK
CLK TLK CLK
0208 % g p 82C08
Wio) | e2c08 AATR

' e PE
ADOR
DECOOE .
231357-7 231357-9

Fast-Cycle Synchronous-Status Interface Fast-Cycle Asynchronous-Status Interface

_ 231357-10
231357-8 *MULTIBUS OPTION

Fast-Cycle Synchronous-Command Interface Fast-Cycle Asynchronous-Command interface

Figure 2B. Fast-cycle (CFS = 1) Port Interfaces Supported by the 82C08

1-91




nter . 82C08 | B

OTHER
AACK
SIGNALS

MEMORY
* (UPPER)

S8
LATCH
8287

SYSTEM
ADDRESS BUS

LATCHED
ADDRESS BUS
L4

231357-11

Figure 3A. 82C08 Interface to an 80186

LS 10
OTHER

SIGNALS

MEMORY
(UPPER)

saov cux

Wi

ovo

80288 ™/
82288, 82284

s18

-') wen HT > LATCHED
8282 BUS

| .
A N
ki SYSTEM
_%—_() s K g
N . L4

. 231357-12

Figure 3B. 82C08 Interface to an 80286

1-92




intel

82C08

Dynarﬁlc RAM Interface

The 82C08 is capable of addressing 64K and 256K
dynamic RAMSs. Figure 3 shows the connection of
the processor address bus to the 82C08 using the
different RAMs.

(NOTE 1),
i

A11-A19 A10-A17

AHO~AH8 AHO-AH7

(NOTE 1)

s
=

A2-A10

=

At,

—

ALO-ALS ALO-AL7

256K RAM
INTERFACE

64K RAM
INTERFACE

231357-13

NOTES:

1. Unassigned address input pins should be strapped
high.

2. A0 along with BHE are used to select a byte within a
processor word.

3. Low order address bit is used as a bank select input
so that consecutive memory access requests are to al-
ternate banks allowing bank interleaving of memory

cycles.

Figure 3. Processor Address Interface to the
82C08 Using 64K, and 256K RAMS

The 82C08 divides memo%&gto two, banks, each
bank having its own Row (RAS) and Column (CAS)
Address Strobe pair. This organization permits RAM
cycle interleaving. RAM cycle interleaving overlaps
the start of the next RAM cycle with the RAM pre-
charge period of the previous cycle. Hiding the pre-
charge period of one RAM cycle behind the data
access period of the next RAM cycle optimizes
memory bandwidth and is effective as long as suc-
cessive RAM cycles occur in the alternate banks.

Successive data access to the same bank cause the
82C08 to wait for the precharge time of the previous
RAM cycle. But when the 82C08 is programmed in
an iAPX 186 synchronous configuration, consecutive
cycles to the same bank do not result in addmonal
wait states (i.e. 0 wait state)

If not all RAM banks are occupied, the 82008 can
be programmed to reassign the RAS and CAS
strobes to allow using wider data words without in-
creasing the loading on the RAS and CAS drivers.

Table 2 shows the bank selection decoding and the
corresponding RAS and TAS assignments. For ex-
ample, if only one RAM bank is occupied, then the.

two RAS and CAS strobes are activated with the
same timing.
Table 2. Bank Selection Decoding
and Word Expansion
ngl:‘“‘ :‘:'L': s2c08
RB BS RAS/CAS Palr Allocation
0 0. RTSM,EEMtoBanko
0 1 llegal
1 0 RAS,, CAS to Bank 0
1 1 RAS;, CAS; to Bank 1

Program bit RB is not used to check the bank select
input BS. The system design must protect from ac-
cesses to “illegal”, non-existent banks of memory
by deactivating the PE input when addressing an “il-
legal”’, non-existent bank of memory.

The 82C08 adjusts and optimizes internal timings for
either the fast or slow RAMs as programmed. (See
RAM Speed Option.)

Memory Initialization

After programming, the 82C08 performs eight RAM
“wake-up” cycles to prepare the dynamic RAM for
proper device operation.

Refresh

The 82C08 provides an internal refresh interval
counter and a refresh address counter to allow the
82C08 to refresh memory. The 82C08 has a 9-bit
internal refresh address counter which will refresh
128 rows every 2 milliseconds, 256 rows every 4
milliseconds or 512 rows every 8 milliseconds, which
allows all RAM refresh options to be supported. In
addition, there exists the ability to refresh 256 row
address locations every 2 milliseconds via the Re-
fresh Period programming option.

The 82C08 may be programmed for any of five dif-
ferent refresh options: Internal refresh only, External

. refresh with failsafe ‘protection, External refresh

1-03

without failsafe protection, Burst refresh modes, or
no refresh. (See Refresh: Options.)

It is possible to decrease the refresh time interval by
10%, 20% or 30%. This option allows the 82C08 to
compensate for reduced clock frequencies. Note
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that an additional 5% interval shortening is built-in‘in
all refresh .interval options'to compensate for clock
variations and non-immediate response to the inter-
nally generated refresh request. (See Refresh Pen-
od Options.)

External Refresh Requests after
RESET

External refresh requests are not recognized by the
82C08 until after it is finished programming and pre-
paring memory for access. Memory preparation in-
cludes 8 RAM cycles to prepare and ensure proper
dynamic RAM operation. The time it takes for the
82C08 to recognize a request is shown below.

eg. 82C08 System Response:
TRESP = TPROG + TPREP
where: TPROG = (40) (TCLCL) programming time

TPREP = (8) (32) (TCLCL) RAM
warm-up time
if TCLCL = 125 ns then TRESP = 37 pus
Reset

RESET is an asynchronous input, its falling edge is‘

used by the 82C08 to directly sample the logic levels
of the PCTL, RFRQ, and PDI inputs. The internally
synchronized falling edge of reset is used to begin
programming operations (shifting in the contents of
the external shift register, if needed, into the PDI
input).

Differentiated reset is unnecessary when the default
synchronization programming is used.

Until programming is complete the 82C08 latches
but does not respond to command or status inputs.
A problem may occur if the S bit is programmed in-
consistently from the Command which was latched
before programming was completed. ‘A simple
means of preventing commands or status from oc-
curring during this period is to differentiate the sys-

tem reset pulse to obtain a smaller reset pulse for

the 82C08.

The differentiated reset pulse would be shorter than
the system reset pulse by at least the programming
period required by the 82C08. The differentiated re-
set -pulse first resets the 82C08, and system reset
would reset the rest of the system. While the rest of
the system is still in reset, the 82C08 completes.its
programming. Figure 4 illustrates a circuit to accom-
pllsh this task.

Sheser[

. 82608 [t
RESET o

t, PROGRAMMING TIME OF 82C08

v SYSTEM | ‘ RESET
RESET »{}—1@— B
DIFFERENTIATED RESET
NOTES: 231357-14

1. Required only when the synchronization option is al- |
tered from its initial default value.

2. Voc must be stable before system reset is activated
when using this circuit.’

Figure 4. 82C08 Differentiated Reset Circuit

Within four clocks after RESET goes active, all the
82C08 outputs will go high, except for AO0-2, which
will go Iow

OPERATIONAL DESCRIPTION

Programming the 82C08

The 82C08 is programmed after.reset. On the falling
edge of RESET; the logic states of several input pins
are latched internally. The falling edge of RESET ac-
tually performs the latching, which means that the
logic levels onythese inputs must be stable prior to
that time. The inputs whose logic levels are latched
at the end of reset are the PCTL RFRQ, and PDI
pins.

Status/Command Mode

The processor ‘port of the 82008 is conﬁgured by
the states of the PCTL pin. Which interface is select-
ed depends on the state of the PCTL pin at the end
of reset. If PCTL is high at the end of ‘reset, the
8086/80186 Status interface is selected; if it is low;
then the MULTIBUS or Command mterface is select-
ed.

" The status lines of the 80286 are similar in code and

timing to the Multibus command lines, while the
status code and timing of the 8086 and 8088 are
identical to those of the 80186 and 80188 (ignoring
the differences in clock ‘duty cycle). Thus there ex-
ists two interface configurations, one for.the 80286
status or Multibus memory commands, which is
called the Commiand interface, and one for 8086,
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8088, 80186 or 80188 status, called the 8086 Status
interface. The Command interface can also directly
interface to the command lines of the bus controllers
for the 8086, 8088, 80186 and the 80286.

The 80186 Status interface allows direct decoding of
the status lines for the iIAPX 86, iAPX 88, iAPX 186
and the iIAPX 188. Table 3 shows how the status
lines are decoded.

Table‘ 3A. Status Coding of 8086,

80186 and 80286
Status Code Function
$§2 §1 S0 8086/80186 80286*
0 0 0 INTERRUPT INTERRUPT
0 0 1 1/0 READ 1/0 READ
0 1 0 1/0 WRITE ' 1/O WRITE
0 1 1 HALT IDLE
1 0 0 INSTRUCTION | HALT
FETCH
1 0 1 MEMORY MEMORY
READ READ
1 1 0 MEMORY MEMORY
WRITE WRITE
1 1 1 IDLE IDLE
* Refer to 80286 pin description table
Table 3B. 82C08 Response
c:rfn?noasnd Function
8086/80186 | 80286 Status or
PCTL{RD|WR| Status Command
Interface Interface
0 0 0 IGNORE IGNORE*
0 0 1 IGNORE READ
0 1 0 IGNORE WRITE
0 1 1 IGNORE IGNORE
1 0 0 READ IGNORE
1 0 1 READ INHIBIT
1 1 0 WRITE INHIBIT
1 1 1 IGNORE IGNORE

*lllegal with CFS = 0

Refresh Options

Immediately after system reset, the state of the
RFRQ input pin is examined. If RFRQ is high, the
82C08 provides the user with the choice between
self-refresh and user-generated refresh with failsafe
protection. Failsafe protection guarantees that if the
user.does not come back with another refresh re-
quest before the internal refresh interval counter
times out, a refresh request will be automatically
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generated. If the RFRQ pin is low immediately after
a reset, then the user has the choice of a single
external refresh cycle without failsafe, burst refresh
or no refresh. ‘

Internal Refresh Only

For the 82C08 to generate internal refresh requests,
it is necessary only to strap the RFRQ input pin high.

External Refresh with Fallsafe

To allow user-generated refresh requests with fail-
safe protection, it is necessary to hold the RFRQ
input high until after reset. Thereafter, a low-to-high
transition on this input causes a refresh request to
be generated and the internal refresh interval coun-
ter to be reset. A high-to-low transition has no effect
on the 82C08. A refresh request is not recognized
until a previous request has been serviced.

External Refresh without Failsafe .

To generate single external refresh requests without
failsafe protection, it is necessary to hold RFRQ low
until after reset. Thereafter, bringing RFRQ high for
one clock period will cause a refresh request to be
generated. A refresh request is not recognized until
a previous request has been serviced.

Burst Refresh

Burst refresh is implemented through the same pro-
cedure as a single external refresh without failsafe
(i.e., RFRQ is kept low until after reset). Thereafter,
bringing RFRQ high for at least two clock periods
will cause a burst of up to 128 row address locations
to be refreshed. A refresh request is not recognized
until a previous request has been serviced (i.e. burst
is completed). -

No Refresh

It is necessary to hold RFRQ low until after reset.
This is the same as programming External Refresh
without Failsafe. No refresh is accomplished by
keeping RFRQ low.

Option Program Data Word

PROGRAMMING FOR SLOW CYCLE

The program data word consists of 9 program data
bits, PDO-PD8. If the first program data bit, PDO is
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set to logic:0, the+82C08 is configured to support
iAPX 186, 188, 86, or 88 systems. The remaining
bits, PD1-PD8, may then be programmed to opti~
mize a selected system configuration. A default of all
zeros in the remaining program bits optimizes the
82C08 timing for 8 MHz Intel CPUs using 150 ns (or
faster) dynamic RAMs with no performance. penalty.

PROGRAMMING FOR FAST CYCLE

If the first program data bit is set to logic 1, the
82C08 is configured to support iIAPX 286 systems
(Command mode). A default of all ones in the pro-
gram bits optimizes the 82C08 timing for an 8 MHz
286 using 120 ns DRAMs at zero wait states.. Note
that the programming bits PD1-8 change polarity
according to PDO. This ensures the same choice of
options for both default modes.

Table 4A shows the various options that can be pro-
grammed into the 82C08.

Table 4A. Program Data Word
Program “‘Name -
DataBit | ppo = 0| PDO = 1

Polarity/Function

CFS = 0 SLOW CYCLE
~CFS = 1 FAST CYCLE
"§=0
SYNCHRONOUS*
S§=1
ASYNCHRONOUS
RFS = 0 FAST RAM*.
RFS = 1 SLOW RAM

RAM BANK
OCCUPANCY
SEE TABLE 2

COUNT INTERVAL BIT 1;
SEE TABLE 6
COUNT INTERVAL BIT 0;
SEE TABLE 6
PLS = 0LONG
REFRESH PERIOD*
PLS = 1 SHORT
REFRESH PERIOD

FFS = 0FASTCPU
, FREQUENCY*
FFS = 1 SLOWCPU
FREQUENCY
X = 0 AACK*
X = 1XACK

PDO0 | CFS | cFs
PD1 5 s

PD2 RFS RFS

PD3 RB - RB

PD4 ci o

PD5 clo Cio

PDé PLS PLS

PD7 FFS | FFS

PD8 X X

* Default in both modes

Using an External Shift Register

The 82C08 may be programmed by using an exter-
nal shift register with asynchronous load capability

such as a-74HC165. The reset pulsé serves to paral-
lel load the shift register and the 82C08 supplies the
clocking signal (PCLK) to shift the data into'the PDI
programming 'pin.-Figure 6 shows:'a sample circuit
diagram of an external shift register circuit.

Serial data is shifted into the 82008 via the PDI pin
(33), and clock is provided by the WE/PCLK pin
(25), which generates a total of 9 clock pulses.

WE/PCLK is a dual function pin..-During program-
ming, it serves to clock the external shift register,
and after programming is completed, it reverts to the
write enable RAM control output pin. As the pin
changes state to provide the write enable signal to
the dynamic RAM array, it continues to clock the
shift register. This does not present a problem be-
cause data at the PDI pin is ignored after program-
ming. Figure 7 illustrates the timing requirements of
the shift register.

Default Proéramming Options

After reset, the 82C08 serially shifts in a program
data word via the PDI pin. This pin may be strapped
low or high, or connected to an external shift regis-
ter. Strapping PDI low causes the 82C08 to default
to the iAPX 186 system configuration, while high
causes a default to the iIAPX 286 configuration. Ta-
ble 4B shows the characteristics of the default con-
figuration for Fast.Cycle (PDI=1) and Slow Cycle
(PDI=0). If further system flexibility is needed, one
external shift register, like a 74HC165, can be used
to tailor the 82C08 to its operating environment.

Table 4B. Default Programming

Synchronous interface

Fast RAM (Note 1)

2 RAM banks occupied

128 row refresh in 2 ms; 256 in 4 ms, 512in 8 ms
Fast ‘processor clock frequency

Advanced ACK strobe

NOTE: ' :
1. For iAPX 86/186 systems either slow or fast (150 or
100 ns) RAMS will run at 8 MHz with zero wait states.

Synchronous/Asynchronous Mode
(S program bit) ‘

The 82C08 may be configured to accept synchro-
nous or asynchronous commands (RD, WR, PCTL)

.and Port' Enable (PE) via the S program bit. The

state of the S programming bit determines whether
the interface is'synchronous or asynchronous.
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TCLPC — MUX/PCLK delay.
TLOAD — Asychronous load data propagation delay.

82C08
82C08 H
RESET
SHID  74HC165 9, POI WE/PCLK |
F cLK
RESET
231357-15
Figure 6. External Shift Register Interface
cLK i
—»|a ——@4—
REsET__ £ b §
- ® ->l (8
WE/
ot/
TLoap> :
POI___ X PDO X PD1 X PD2 X
231357-16
NOTES

TRTVCL — Reset is an asychronous input, if reset occurs before TRTVCL, then it is guaranteed to be recogmzed
TPGVCL — Minimum PDI valid time prior to reset going low.

Figure 7. Timing lllustrating External Shift Register Requirements for Programming the 82C08

While the 82C08 may be configured with either the
Status or Command (MULTIBUS) interface in the
Synchronous mode, certain restrictions exist in the
Asynchronous mode. An Asynchronous-Command
interface is directly supported. An Asynchronous-
80186/80286 Status interface using the status lines
of the 80186/80286 is supported with the use of
TTL gates as illustrated in Figure 2. In the 80186
case, the TTL gates are needed to guarantee that
status does not appear at the 82C08’s. inputs too
much before address, so that a cycle would start
before address was valid. In the case of the 80286,
the TTL gates are used for lengthening the Status
pulse, as required by the TRWL timing.
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Microprocessor Clock Cycle Option
(CFS and FFS program bits)

The 82C08 is programmed to interface with micro-
processors with “slow cycle” timing like the 8086,
8088, 80186, and 80188, and with “fast cycle” mi-
croprocessors like the 80286. The CFS bit is used to
select the appropriate timing.

The FFS option is used to select the speed of the
microprocessor clock. Table 5 shows the various mi-
croprocessor clock. frequency options that can be
programmed. The external clock frequency must be
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programmed so that the failsafe refresh répetifion
circuitry can adjust its internal timing accordingly to
produce a refresh request as programmed.

Table 5. Microprocessor Clock

Frequency Options
Program Bits Clock
CFs “FES Processor | ..o quency
o | O iAPX 86, < 5MHz
88, 186, 188
0 1 iAPX 86, > 5 MHz
88, 186, 188
1 0 iAPX 286 ' < 10 MHz
1 1 iAPX 286 > 10 MHz

RAM Speed Option (RFS program bit)

The RAM Speed programming option determines
whether RAM timing will be optimized for a fast or
slow RAM. Whether a RAM is fast or slow is mea-
sured relative to 100 ns ‘DRAMs (fast) or 160 ns
DRAMs (slow). This option is only a factor in Fast
cycle Mode (CFS = 1).

Refresh Period Options (CI0, Ci1 and
PLS program bits)

The 82C08 refreshes with either 128 rows every 2
milliseconds, with 256 rows every 4 milliseconds or
512 rows every 8 milliseconds. This translates to
one refresh cycle being executed approximately
once every 15.6 microseconds. This rate can be
changed to 256 rows every 2 milliseconds or a re-
fresh approximately once every 7.8 microseconds
via the Period Long/Short, program bit PLS, pro-
gramming option.

The Cqunt Interval 0.(CI0) and Count Interval 1 (CI1)
programming options allow the rate at which refresh
requests are generated to be increased in order to
permit refresh requests to'be generated close to the
15.6 or 7.8 microsecond period ‘when the 82C08 is
operating at reduced frequencies. The interval be-
tween refreshes is decreased by 0%, 10%, 20%, or
30% as a function of how the count interval bits are
programmed. A 5% guardband is built-in to allow for
any clock frequency variations. Table 6 shows the
refresh period options available.

The numbers tabulated under Count Interval repre-
sent the number of clock periods between internal
refresh requests. The percentages in parentheses
represent the decrease in the mterval between re-
fresh requests.

TaBIe 6. Refresh Count Interval Table

‘ Count Interval
Ref. ci1,clo
Period|CFS|PLS|FFS| (82C08 Clock Perlods)
(ke [oo] o1 [ 10| 11
(0%)|(10%) | (20%)| (30%)
156 | 1 | 1|1 |236| 212 | 188 | 164
78 | 1| 0| 1]|118| 106 | 94 | 82
156 | 1| 1|0 |148]| 132 | 116 | 100
78 |1 |0| 0|74 | 66 | 58 |50
156 | 0 | 1 |1 [118| 106 | 94 | 82
78 | 0| 0| 1|59 53 | 47 | 41
156 | 0| 1|0 |74| 66 | 58 | 50
78 |o|o0o|o0o|37| 33 | 2 | 25

The refresh count interval is set up for the following
basic frequencies:

" 5 MHz slow cycle
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8 MHz slow cycle
10 MHz fast cycle
16 MHz fast cycle

Example: Best 12 MHz fast cycle performance can
be achieved using the basic frequency of 16 MHz
(CFS = 1, FFS = 1) and the appropriate count in-
terval bits (CI1 = 1, CI0 = 1) to reduce the frequen-
cy. ‘

clock period X refresh count interval = refresh period

i.6.83:3 ns X 164 = 13.6 us
Example: 10 MHz slow cycle
CFS = 0,FFS = 1,Cl1 = 0,Ci0 =0

i8.100 ns X 118 = 11.8 us

Processor Timing

In order to run without wait states, AACK must be
used and connected to the SRDY input of the appro-
priate bus controller. AACK is issued relative to a
point within the RAM cycle and has no fixed relatlon-
ship to the processors s request. The timing is such,
however, that the processor will run without wait
states, barring refresh’ cycles.’ in slow cycle, 'fast
RAM conflguratlons (8086, 80186), AACK is issued
on the same clock cycle that issues R RAS.

Port Enable (PE) set-up time requirements depend
on whether the 82C08 is configured for synchronous
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or asynchronous, fast or slow cycle operation. In a
synchronous fast cycle configuration, PE is required
to be set-up to the same clock edge as the com-
mands. If PE is true (low), a RAM cycle is started; if
not, the cycle is not started until the RD or W line
goes inactive and active again.

In asychronous operation, PE is required to be set-
up to the same clock edge as the internally synchro-
nized status or commands. Externally, this allows
the internal synchronization delay to be added to the
status (or command) -to-PE delay time, thus allowing
for more external decode time ‘than is available'in
synchronous operation. ‘

The minimum synchronization delay is the additional
amount that PE must be held valid. If PE is not held
valid for the maximum synchronization delay time, it
is possible that PE will go invalid prior to the status
or command being synchronized. In such a case the
82C08 may not start a memory cycle. If a memory
cycle intended for the 82C08 is not started, then no
acknowledge (AACK or XACK) is issued and the
processor locks up in endless wait states.

Memory Acknowledge (AACK, XACK)

Two types of memory acknowledge signals are sup-
plied by the 82C08. They are the Advanced Ac-
knowledge strobe ) and the Transfer Ac-
knowledge strobe (XACK). The. S programming bit
optimizes AACK for synchronous operation (“‘early”

or asynchronous operation (“late” K).
Both the early and late AACK strobes are two clocks
long for CFS = 0 and three clocks long for CFS_ =
1. .

The XACK strobe is asserted when data is valid (for
reads) or when data may be removed (for writes)
and meets the MULTIBUS requirements. XACK is
removed asynchronously by the command going
inactive.

Since in an asynchronous operation the 82C08 re-
moves read data before late AACK or is rec-
ognized by the CPU, the user must provide for data
latching in the system until the CPU reads the data.
In synchronous operation data latching is unneces-
sary, since the 82C08 will not remove data until the
CPU has read it. ‘ '

Table 7. Memory Acknowledge Summary

If the X programming bit is high, the strobe is config-
ured as , While if the bit is low, the strobe is
configyred as AACK. . -

Data will always be valid a fixed time after the occur-
rence of the advanced acknowledge. Thus, the ad-
vanced acknowledge may also serve as a RAM cy-
cle timing indicator. - !

General System Considerations

1. The RAS0, 1, CAS0, 1, and AO0-8 output buffers
are designed to directly drive the heavy capacitive
loads of the dynamic RAM arrays. To keep the
RAM driver outputs from ringing excessively in the
system environment it is necessary to match the
output impedance with the RAM array by using
series resistors. Each application may have differ-
ent impedance characteristics and may require
different series resistance values. The series re-
sistance values should be determined for each
application.

2. Although the 82C08 has programmable options,
in practice there are only a few choices the de-
signer must make. For iAPX 86/186. systems
(CFS = 0) the C2 default mode (pin 33 tied low)
is the best choice. This permits zero wait states at
8 and 10 MHz with 150 ns DRAMSs. The only con-
sideration is the refresh rate, which must be pro-
grammed if the CPU is run at less than 8 MHz.

For iAPX 286 systems (CFS = 1) the designer
must choose between configuration CO (RFS =
0) and C1 (RFS = 1, FFS = 0). CO permits zero
wait state, 8 MHz iAPX 286 operation with 120 ns

- DRAMSs. However, for consecutive reads, this-per-
formance depends on interleaving between two
banks. The C1 .configuration trades off 1 wait
state performance for the ability to use 150 ns
DRAMs. 150 ns DRAMSs can be supported by the
CO configuration using 7 MHz iIAPX 286.

3. For non-Intel microprocessors, the asynchronous
command mode would be the best choice, since
Intel status lines are not available. To minimize
the synchronization delay, the 82C08 should use
a 16 MHz clock. The preferred timing configura-
tion is CO. '

. Synchronous Asynchronous XACK
Fast Cycle AACK Optimized AACK Optimized for Multibus Compatible
; for Local 80286 (early) Remote 80286 (late).
Slow Cycle " AACK Optimized " AACK Optimized' for . Multibus Compatible
| for Local 8086/186 (early) Remote 8086/186 (late) ‘
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POWER DOWN

During Power Down (PD) mode, the 82008 will per-
form refresh cycles to preserve the memory content.
Two pins are dedicated to this feature, PDD (Power
Down Detect) and PDCLK (Power Down - Clock):
PDD is used to inform the 82C08 of a system power
failure, and will remain active as long as the power is
down. It is the system’s responsibility to detect pow-
er failure and to supply this signal. PDCLK is used to
supply the clock durlng power down for the 82C08
refresh circuits. It is the system’s respon3|b|hty to
supply this clock. -

Power Supplies

‘Power down is achieved by eliminating the clock
from all the 82C08 circuits that are not participating
in the refresh generation. The 82C08 has two power
pins (Vcc's), one supplies power to the output buff-
ers and the other, to 82C08 logic. All the active cir-
cuits during power down are connected to the logic
Ve, including the active output buffers. Therefore; it
is the user’s choice to connect only the logic Vcc pin
to the back-up power supply, or to connect both pins
to it. It is recommended, however, to connect both
pins to the same power supply in order to simplify
and to shorten the power up time.

Extended Refresh at Power Down (PD)

To reduce power dissipation during PD, 82C08 will
support the extended refresh cycle of the Intel
51CXXL (e.g. 51C64L). In this mode, the refresh pe-
riod can be extended up to 64 milliseconds versus
4 milliseconds in non-extended cycles. This is
achieved by slowing down the PDCLK frequency.

The user should take into consideration that when
supporting extended refresh during PD, the dynamic
RAM must be refreshed completely within 4 millisec-
onds, without active cycles, both before going into
and after coming out of extended refresh. The
82C08. has the option of performing burst refresh of
all the memory whenever the user cannot guarantee
the 4 milliseconds idle interval. This is achieved by
performing 3 consecutive burst refresh cycles, acti-
vated internally by the 82C08.

The option of refreshing all the memory is enabled in
failsafe mode configuration (RFRQ input high.at re-
set). When 82C08 detects power down, (high.level
at PDD) it examines the RFRQ input. High level at
the RFRQ input will cause 3 PD burst refresh cycles
to be performed. The user should supply-the power

and the system clock during the'time interval of the’
3 PD burst cycles, e.g. 4700 (fast cycle) or 3100
(slow cycle) clock cycles after activating PDD. Low’

level at RFRQ input enables the 82C08 to enter

power down rmmedrately wuthout executing any
bursts. - .

Power Down. Procedure

The 82C08 will preserve the memory content during
the entire period of the system operation. Upon de-
tection of power down, the 82C08 will save internally
its configuration .status and the refresh address
counter content, execute 3 burst refresh cycles. (If it
is programmed to failsafe mode and the RFRQ input
level is high), it will switch the internal clock from the
system clock (CLK) to the power down clock

(PDCLK) and will continue the refresh to the next
address location. (See Figure 11.)

When power is up again (PDD input deactivated),
the 82C08 will issue internal reset which will not re-
program the device and will not clear the. refresh

"address counter, and therefore, refresh will continue

to the next address location. After the internal reset,
82C08 performs 3 PD burst refresh cycles which re-
fresh the whole memory, as at entering extended
PD. This is done to give the 82C08 enough time to
wake up. Notice, at the time interval of 4700 (fast
cycle) or 3100 (slow cycle) clocks after power recov-
ering no memory access will bé performed.

82C08 Outputs on Power Down

Four of the 82C08 outputs are not activated during
power down, AACK, CAS0-~1 and WE. All these out-
uts will be forced to ‘a non-active state, AACK and
AS0-1 will be forced h|gh and WE wrlI be forced
low (External NAND buffer is used to drive the WE
DRAM inputs, hence a high level on the DRAM in-
puts). The other 82C08 outputs, AO0-9 and RASO-
1, will switch to perform-the memory refresh in a
“ﬁ ONLY REFRESH CYCLE.” The RAS outputs
internal pull-ups assure high levels on these outputs,
as close as possible to V¢g, for low DRAM power.
The size of the output buffers, in power down, is
smaller than the normal size, and therefore, the
spoed of these buffers is slower. It is done in order
to reduce the speed of charging and discharging the
outputs and ' hence reduce splkes on the power
lines. It is requnred especnally in power down, since
there is only one power supply pin’ active which
drives the output buffers as well as the internal logic.

All the device inputs, beside PDD, PDCLK, and RE-
SET will be ignored during power down

During power ‘down burst refresh the 82C08 per-
forms up t0'256 refreshes. Whereas during standard
burst refresh the 82C08 performs up to 128 refresh-
es. The power down burst refresh feature allows the
82C08 to support. extended refreshes’ of some
DRAMSs, configured as 512 rows.
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Figure 8

Power Down Detect

As previously mentioned, the PDD input will be sup-
plied by the system to inform the 82C08 of a power
failure. It can be asynchronous since the 82C08 syn-
chronizes it internally. The PDD input will be sam-
pled by the 82C08 before the beginning of every
memory cycle but only after the termination of pro-
gramming and initialization period. The user should
guarantee Vgg and CLK stable during the program-
ming and initialization period (300 clocks after RE-
SET). If the whole memory refresh is required (for
extended refresh) then Voo and system clock
should be available 4700 (fast cycle) or 3100 (slow
cycle) clocks after activating PDD. If it isn’t required
then 82C08 should wait for present memory cycle
completion and synchronization time which will take
about 25 system clock cycles.

With PDD going inactive, the 82C08 synchronizes
the clock back to the CLK clock, issuing internal re-
set and will perform 3 PD burst refresh cycles.

NOTE:
The power supplies and the CLK should go up be-
fore the PDD is deactivated. All CPU requests will
be ignored when PDD is active.

Refresh during Power Down

The 82C08 has two clock pins, CLK is the system
clock and PDCLK is the power down clock. PDCLK
should be an independent clock which has its own
crystal oscillator. When entering power down, the
82C08 will disable the system clock internally and
will run with the PDCLK. The system clock will be
enabled and the PDCLK will be disabled when pow-
er is up. The CLK and PDCLK will be switched inter-
nally for the refresh circuits.

During power down, ‘RAS-ONLY REFRESH’ will be
performed by the 82C08. The time interval between
refreshes is 5 PDCLKs and this is fixed for all appli-
cations. However, the 82C08 can support the ex-
tended refresh (up to 64 ms) by slowing down the
PDCLK frequency.

During the power down refresh cycle, RAS will be
activated for one PDCLK cycle only. In extended re-
fresh, the PDCLK frequency will be below 50 kHz
and this will cause a long duration of the RAS signal
which will increase the DRAM'’s current rapidly. To
minimize the RAS low pulse, the two RC networks
shown in Figure 9 are designed to insert one very
fast (1 us) cycle whenever %Ag is low (see Figure
8). The time constant of RC1 and RC2 should be
centered around 300 ns and 100 ns respectively.

82C08
LOW FREQUENCY
OSCILLATOR
>
3
[

-———

Vee
231357-19

Figure 9. Low Frequency Osclllator
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Power Down Synchronlzatlon

The 82C08 main clock (MCLK) is generated internal-

ly, from the system clock (CLK) and the power down
clock (PDCLK) (see Figure 10), and is driving the
circuits that are active at all times, i.e.: circuits that
are active both in power down mode and in normal
operation. The system clock (CLK) is driving the cir-
cuits that are active in normal operation only, and

the PDCLK is driving the. circuits that are -active in..

power down only. The operation of the three clocks
is as follows:

When entering power down mode, and the whole
memory refresh is required, the CLK minimum active

time after PDD is activated is 4700 (fast cycle) or'
3100 (slow cycle) clocks. .

When it isn’t required, PDCLK should be active, and
CLK should remain active. for at least 20 clock cy-

" cles + synchronization time. The synchronization

time is the ratio of PDCLK and CLK + 1. Therefore,
the CLK minimum active time after PD is activated:

20 + [CLK(MHz) / PDCLK(MHz) + 1] clock cycles

When the power is up again, PDCLK should remain
active at least 4 clock cycles after PD is going inac-
tive, to assure completion of refresh cycle and inter-
nal synchronization time.

231357-20,
Figure 10
POWER DOWN FLOW
END OF INITIALJZATION
FAILSAFE

& RFRQ = 1

YES
3. BURST REFRESH
' SET POFLAG, *

) DISABLE WE, AACK#, CAS#
N DISABLE CLK, ENB PDCLK
l . ]
o - \
) 231357-21

Figure 11

1-102



intel

82C08

Differences Between 8208 and 82C08

The differences between the HMOS 8208 and the
CHMOS 82C08 represent forward compatible en-
hancements. The 82C08 can be plugged into an
8208 socket without changes.

LOGICAL DIFFERENCES
1. 82C08 has one new. feature:

Power Down (PD)

2. 82C08 supports CMOS DRAMs with Trag 100,

150
3. Address Mapping:

9 Most 9 Least
Significant Bits | Significant Bits

column address
row address

Outputs

8208
82C08

4. Slow cycle shoﬁening:

1). The write cycle is two clocks shorter so con-
secutive writes will be executed without wait
states.

2) The WE output is two clocks shorter. There-
fore, an external latch on the WE output is not
necessary. : ~

3) CAS output is shorter by one clock on the read
cycle. This reduces one level of buffers for ad-
dress/data bus needed in 8208 designs. Read
access margins are improved to support non-
Intel spec. RAMs. . ‘

4) The address outputs switch from row to col-
umn address one clock cycle later in the
82C08 as compared to 8208.

5. Fast cycle shortening:
1) The write cycle in CO configuration is shortened
by one clock.

2) For both CO and C1 synchronous configuration,
the CAS signal is shorter by one clock and the
activation of RAS is tied to the ®2 cycle of the
80286. This prevents contention on the data
bus.

6. Supports Static Column or Ripplemode DRAMSs.

row address
column address

ELECTRICAL DIFFERENCES
1. AC parameters: .

1) CAS delay: In C2 synchronous read cycle, the
CAS is deactivated by some delay from clock
falling edge (TCLCSH timing) as in the follow-
ing diagram:

In C2 write cycles the CAS activation is trig-
gered by the clack falling edge with a delay of

35 ns from the clock. For 8208 the delay is °

TP/1.8 + 83.

w1 LT
=\ ST
T\

231357-22

2) 82C08 has an additional timing parameter
TARH column address to RAS T hold time.

2. DC parameters: The difference is in the current

consumption.
8208 82C08
lcc 300mA 30 mA (typical)
[10 + 2f] mA (max)
IPD — 1 mA (max)
Isg — 2 mA (max)
Configuration Charts

The 82C08 operates in three basic configurations—
Co, C1, Cz—_dTe_pending upon the programming of
CFS (PDO0), RFS (PD2), and FFS (PD7). Table 8
shows these configurations. These modes deter-
mine the clock edges for the 82C08's programmable
signals, as shown in Table 9. Finally, Table 10 gives
the programmable AC parameters of the 82C08 as a
function of configuration. The non-programmable
parameters are listed under AC Characteristics.

Uslng the Tlmlng Charts

The notation used to indicate which clock edge trig-
gers an output transition is “n T or “n ] ”, where
“n” is the number of clock periods that have passed
since clock 0, the reference clock, and “ T refers
to rising edge and “ ] ” to falling edge. A clock peri-

. od is defined as the interval from a clock falling edge

to the following falling edge. Clock edges are de-
fined as shown below.

|<—n)—>l<—n+1'—f—| ’

nt (net1)t (net)s
231357-23

(n=1)4 nt'

* The clock edges which trigger transitions on each

82C08 output are tabulated in Table 9. “H"” refers to

" the high-going transition, and “L” to low-going tran-

sition.
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Clock 0 is defined as the clock in which the 82C08 iced at the time of |ts arrival because the.82C08 was,
begins a memory cycle, either as a result of a port. performing ariothef memory cycle Clock 0 is identi-
request which has just arrived, or of a port request fied externally by the Ieadlng edge of RAS which is
which was stored previously but could not be serv- always triggered on 0 { .

Table 8. 82C08 COanguratIons

NN

Timing Conf. | CFS(PDO) RFS(PD2) FFS(PD?7) Wait States*
Co iAPX286(1) | FAST RAM(1) 20 MHz(1) 0.
Co iAPX286(1) | FAST RAM(1) 16 MHz(1) 0
Cq iAPX286(1) | SLOW RAM(0) 16 MHz(1) 1
Co iAPX286(1) | FAST RAM(1) 10 MHz (0) 0
Co iAPX286(1) | SLOW RAM(0) | 10 MHz (0) 0
Co iAPX186(0) | DON'T CARE | DON'T CARE 0,

* Using EAACK (synchronous modse)

Table 9a. Timing Chart — Synchronous Mode

RAS | ADDRESS | CAS WE EAACK:
cnlcyce | L | H|Col|{Row*| L [ H|H | L|L]|H
o |RDRFJO0J |3y jod | 3 |1d |3} ‘ 11 |44

WR |0l |40 |0l | 30 [2d |4l |18 a4l |1] |4l

, |RDAF |0y {4 ol | 4l [1lsd| | " [a2l]sd
WR |ol |5l |od | 4] (28 |5l |1l 5L (20 (51

o |RDRF|0y |2} [od | 3) |od 2] _lol ]2l
“ wr ol {2d{ol| 3l |14 {3l|ol]al|ol |2l

Table 9b. Timing Chart — Asynchronous Mode

RAS | ADDRESS | CAS WE LAACK | XAACK

Cn|Cycle| L H | Col |Row* | L H H L L H L H
0 RDRF{0} |3l {0l | 3l |1l |4 2}l |5l |3l |RD
WR |0l |4l |0l ]| 3] 2¢ a4l (1140 |1) |4l |3) |WR

, | RDRF ol |allol]| 4l [11 6l 2l |5 [4) |RD
WR (o)l ([s)fol] 4l |2d|5d|1d |54 |1l |4l |3d|WR

o | RDRF ol|2lfod] 3l [0l ]3] 1|3 |2] |RD
WR-|ol (2ol | 3l |14 |8l ol |2l |1T (3T |2)|WR

The only difference between the two tables is the trailing edge of CAS for all read cycle configurations. In asynchro-
nous mode, C%S trailing edge is one clock later than in synchronous mode.

NOTES FOR INTERPRETING THE TIMING CHART:
1. COLUMN ADDRESS is the time column address becomes valid.
2. The CAS, EAACK, LAACK and XACK outputs are not issued during refresh.
3, XACK—hlgh is reset asynchronously by command going inactive and not by a clock edge.
4, EAACK is used in synchronous mode, &KW and XACK in asynchronous mode.
. 5. ADDRESS-Row is the clock edge where the 82C08 A0, switches from current column address to
* the next row address.
6. If a cycle is inhibited by PCTL = 1 (Multibus I/F mode) then CAS is not activated durlng write
cycle and XACK is not activated in either read or write cycles. '
*Column addresses switch to row addresses for next memory cycle. The row address buffer .is
transparent following this clock edge. ‘TRAH' specification is guaranteed as per data sheet.
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82C08—DRAM Interface Parameter

Equations

Several DRAM parameters, but not all, are a direct
function of 82C08 timings, and the equations for
these parameters are given in the following tables.
The following is a list of those DRAM parameters
which have NOT been included in the following ta-

bles, with an explanation for their exclusion.

WRITE CYCLE

tDS: system-dependent pafameter.

tDH:

system-dependent parameter.

tDHR: system-dependent parameter.

Table 10. Progranirnable Timings

READ, WRITE REFRESH CYCLES
tRAC: response parameter.

tCAC: response parameter.

tREF: See “Refresh Period Options”.

tCRP: must be met only if CAS-only cycles,
which do not occur with 82C08, exist.

tRAH: See “A.C. Characteristics”

tRCD: See “A.C. Characteristics”

tASC: See “A.C. Characteristics”
tASR: See “A.C. Characteristics”
tOFF: response parameter.

Read and Refresh Cycles i
Parameter C2-Slow Cycle CO-Fast Cycle C1-Fast Cycle Notes
tRP 2TCLCL-T27 3TCLCL-T27 3TCLCL-T27 1
tCPN 1.5TCLCL-T34 3TCLCL-T34 2TCLCL-T34 1,5
tCPN 2.5TCLCL-T34 4TCLCL-T34 3TCLCL-T34 1,4
tRSH 2TCLCL-T32 2TCLCL-T32 STCLCL-T32 1
tCSH 3TCLCL-T25 4TCLCL-T25 6TCLCL-T25 1,5
tCSH 2TCLCL + T34(min)-T25 3TCLCL-T25 5TCLCL-T25 1,4
tCAH 3TCLCL-T32 2TCLCL-T32 3TCLCL-T32 1
tAR 3TCLCL-T25 3TCLCL-T25 4TCLCL-T25 1
T 3/30 3/30 3/30 2
tRC 4TCLCL 6TCLCL 7TCLCL 1
tRAS 2TCLCL-T25 3TCLCL-T25 4TCLCL-T25 1
tCAS 3TCLCL-T32 3TCLCL-T32 5TCLCL-T32 1,5
tCAS 2TCLCL + T34(min)-T32 2TCLCL-T25 4TCLCL-T32 1,4
tRCS TCLCL + T32(min)-T35 + TBUF TCLCL-T35 + TBUF 2TCLCL-T35 + TBUF 1
tRCH TCLCL + T36(min)-T34 + TBUF TCLCL-T34 + TBUF 2TCLCL-T34 + TBUF 1
Write Cycles '
Parameter C2-Slow Cycle C0-Fast Cycle C1-Fast Cycle Notes
tRP 2TCLCL-T27 3TCLCL-T27 3TCLCL-T27 1
tCPN 2TCLCL-T34 4TCLCL-T34 4TCLCL-T34 1
tRSH TCLCL-T32 2TCLCL-T32 3TCLCL-T32 1
tCSH 3TCLCL-T25 4TCLCL-T25 5TCLCL-T25 1
tCAH 2TCLCL-T32 TCLCL-T32 2TCLCL-T32 1
tAR 3TCLCL-T25 3TCLCL-T25 4TCLCL-T25 1
iT 3/30 3/30 3/30 2
tRC 4TCLCL 7TCLCL 8TCLCL . 1
tRAS 2TCLCL-T25 4TCLCL-T25 5TCLCL-T25 1
1CAS 2TCLCL-T32 + TBUF 2TCLCL-T32 3TCLCL-T32 1
tWCH TCLCL-T32 + TBUF 2TCLCL-T32 + TBUF 3TCLCL-T32 + TBUF 13
tWCR 2TCLCL-T25 + TBUF 4TCLCL-T25 + TBUF 5TCLCL-T25 + TBUF 1,3
wP 2TCLCL-T36-TBUF 3TCLCL-T36-TBUF 4TCLCL-T36-TBUF 1
tRWL 2TCLCL-T36-TBUF 3TCLCL-T36-TBUF 4TCLCL-T36-TBUF 1
tCWL 3TCLCL-T36-TBUF 3TCLCL-T36-TBUF 4TCLCL-T36-TBUF 1
twes - TCLCL +T36-T31-TBUF TCLCL—T36-TBUF TCLCL—T36-TBUF 1

NOTES: ‘

1. Minimum.

2. Value on right is maximum; value on left is minimum.

3. Applies to the eight warm-up cycles during initialization.
4. For synchronous mode only.
5. For asynchronous mode only.
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ABSOLUTE 'MAXIMUM RATINGS™ -

Ambient Temperature

*Notice: Stresses above- those listed under, “Abso-
lute Maximum Ralings” may cause permanent dam-
age lo the device. This.is a stress rating only and

Under Bias l . ;0°C tcs +'7,0°C‘ functional operation of the device at these or any
Storage Temperature - —65°C to +150°C other conditions above those indicated in the opera-
Voltage On Any Pin With : tional ;gctiong of this spgpification fsnot imp/_ied. Ex-

Respect to Ground —0.5Vto +7V g%;a? p":‘;ﬁﬂ;’tfn a’;’iﬁ’ggﬂé%’;gm‘;gzgg”s for
Power Dissipation 0.5 Watts e RS M
D.C. CHARACTERISTICS T, = 0°C to 70°C; Vg = 5.0V +10%; Vgg = GND

Symbol Parameter Min Max Units Comments

ViL Input Low Voltage —0.5 +0.8 )Y

Vi Input High Voltage 2.0 Vee + 0.5 v

VoL Output Low Voltage . 0.45 Vv (Note 1)

VoH Output High Voltage 2.6 \' (Note 1)

Icc Supply Current 10 + 2f mA (Note 3)

I Input Leakage Current , +10 pA 0V < V|N £ Vo

Ve Clock Input Low Voltage —-0.5 +06 |. V 1

VeH Clock Input High Voltage 3.8 Vgg + 0.5 v .

Cin Input Capacitance .20 pF fc = 1 MHz(6)

VOHPD RAS Output High ‘Veg — 0.5 - \" (Note 2)

' Power Down o

IpD Power Down Suppiy Current — 1.0 mA (Note 5)

Is Standby Current —_ 2.0 mA Estimated Value(4)
NOTE: 4. Measured at Vj_ = OV or Vi = Vg with no loads con-

1. I_QL_-— 5mAandipy = —0.32 MAWE: g = 8 mA
2. RAS Output voltage dunng power down.

3. Typical value. Where f is freq. in MHz. Tp = 0°C

for CMOS: Vi max = 0.5V; Viy min = (Vgc — 0.5V)
for TTL: Igc will be higher by 30 mA i

A.C. Testing Load Circuit

nected.
5. IPD = 1 mA at 32 KHz with no loads connected
6. Sampled, not 100% tested.

A.C. Testing Input, Output Waveform

R_ASOJ

82C08 Cﬁ‘“ Rao WV$<T
o8 —'vV\rIo =
Other Outputs | ' :TE Cras

o T Ceas
T e

z

CL= 231367-24
Rras = 390 Cras = 150 pF
Rcas = 39Q Ccas = 150 pF.
Rao = 220 Cao = 200 pF ¢

CL=50pF . . .

*|. * also RDCLK

231357-25

A.C. Testing inputs (except clock) are driven at 2.4V for a Logic
1" and 0.45V for a Logic “0" (clock* is driven at 4.0V-and 0.45V
for Logic “1" and “0” respectively). Timing measurements are
made at 2.4V for Logic “1” and 0.8V for Logic “0".
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A.C. CHARACTERISTICS (Ta = 0°Ct0 70°C; Vo = +5V +10%, Vgg = OV)

Measurements made with respect to RASg_.1, CASg_1, AOg-g, are at + 2_;4V and 0.8V CLKat 3V, 1V. All other
pins are measured at 2.0V and 0.8V. All times are ns unless otherwise indicated. Testing done with specified
test load. -

Ret Symbol J Parameter [ Min I Max J Units L Notes
CLOCK AND PROGRAMMING "
tF : Clock Fall Time 12 ns
tR Clock Rise Time 12 ns 3
1 TCLCL Clock Period )
82C08-20 50 250 ns 1
82C08-16 - 62.5 250 - ns 1
82C08-10 100 500 ns 2
82C08-8 125 500 ns 2
2 TCL Clock Low Time
82C08-20 12 230 ns 1
82C08-16 15 230 ns 1
82C08-10 44 ns 2
82C08-8 TCLCL/2-12 ns 2’
3 TCH Clock High Time
82C08-20 . 16 230 ns 1
' 82C08-16 20 230 ns 1
82C08-10 44 ns 2.
82C08-8 TCLCL/3+2 ns 2.
TRTVCL Resetto CLK | Setup 40 ns 4
5 TRTH Reset Pulse Width 4TCLCL ns
TPGVRTL PCTL, PDI, RFRQ : 125 ns 5
to RESET | Setup
7 TRTLPGX PCTL, RFRQ 10 ns
to RESET | Hold :
8 TCLPC PCLK from CLK |, Delay 45 ns
9 TPDVCL | PDItoCLK ] Setup 60 ns
10 TCLPDX PDI to CLK | Hold .40 ns 6
SYNCHRONOUS p.P PORT INTERFACE
1 TPEVCL PEto CLK | Setup - 20 2
12 TKVCL RD, WR, PE, PCTL 20 s ;
to CLK | Setup
13 TCLKX RD, WR, PE, PCTL 0 ns
to CLK | Hold
14 TKVCH RD, WR, PCTL 20 ns 2
to CLK 1 Setup ;
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A.C. CHARACTERISTICS (Continued) ‘ L
Ref [ Symbol I - Parameter Min Max . l Units L Notes
ASYNCHRONOUS p.P PORT INTERFACE' o ‘ ‘ :
15 TRWVCL RD, WR to 20 ns 8.9
' CLK | Setup ‘
16 TRWL RD, WR Puise 2TCLCL+30 ns’
. Width
17 TRWLPEV | PE fromRD,
WR | Delay
CFS=1 " TCLCL-20 ns 1
CFS=0 TCLCL-30 ns 2
18 TRWLPEX PE to RD, 2TCLCL+30 ns
WRJ Hold
19 TRWLPTV PCTL from RD, TCLCL-30 ns 2
WR J Delay ‘
20 TRWLPTX PCTL to RD, 2TCLCL+30 ns 2
- WR | Hold
21 TRWLPTV PCTL from RD, 2TCLCL-20 ns 1
WR | Delay
22 TRWLPTX PCTL to RD, 3TCLCL+30 ns 1
WR | Hold
RAM INTERFACE
23 TAVCL AL, AH, BS to 35+tASR ns 2
CLK ] Set-up -
82C08-20 50+tASR ! ns
82C08-16 45+tASR ns
24 TCLAX AL, AH, BS to 0 ns
CLK J Hold
25 TCLRSL " RAS ] from 25 ns 1
CLK ] Delay 35 ns 2
60 ns 24
26 TRCD RAS to CAS Delay . ‘
CFS=1 TCLCL-25 ns 1,14
CFS=0 30 " ns .23
CFS=0 TCLCL/2-30 ns 2,11,14
CFS=0 60 ns 2,12, 14
27 TCLRSH RAS 1 from 25 ns
CLK ] Delay 60 ns 24
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A.C. CHARACTERISTICS (Continued)

‘ Refl Symbol I Parameter l Min l ‘Max | Units | Notes

RAM INTERFACE (Continued) v

28 | TRAH

CFS =1
CFS=0

CFS=0

18
TCLCL/4-10
18

ns
ns

1,18,15
2,11,15

23

29 | TASR

Row A0
RAS | Setup

10, 16

30 | TASC

Column AO to
CAS | Setup
CFS=1

CFS=0

CFS=0

2
5
5

ns
ns
ns

,18,17,18
3,17,18

23

31 | TCAH

Column A0 to
CAS Hold

(See DRAM Interface Tables)

32 | TCLCSL

CAS | from
CLK | Delay
CFS=0
CFS=0
CFS=0
CFS=1

TCLCL/4+30
50
8

TCLCL/1.8+56
105
35
- 35

ns

ns

ns
ns

2,26

23

2,27

34 | TCLCSH

CAS 1T from
CLK ] Delay

TCLCL/4

50

TCLCL
3.2

+50

ns

ns

22

35 | TCLWL

WE | from
CLK | Delay

35

ns

36 | TCLWH

WE T from
CLK | Delay
CFS=0
CFS=1
CFS=0

TCLCL/4+30

50

TCLCL/1.8+53
35
100

ns
ns

37 | TCLTKL

XACK | from
CLK ] Delay

35

ns

38 | TRWLTKH

XACK 1T fromRD T,
WR T.Delay

50

ns

39 | TCLAKL

AACK | from
CLK | Delay

35

ns

40 | TCLAKH

AACK T from -
CLK ] Delay

50

ns

49 | TARH

Column Address to
RAS T Hold Time
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A.C. CHARACTERISTICS (Continued) .

Ref | Symbol :| . -Parameter |  Min | Max | ‘Units | Notes
REFRESH REQUEST ‘ oo ‘
41 TRFVCL RFRQto CLK | Setup 20 . ns
42 TCLRFX RFRQ to CLK | Hold 10 - ns
43 TFRFH | Failsafe RFRQ Pulse TCLCL+30 | - ns 19
Width ’ :
44 TRFXCL Single RFRQ Inactive’ 20 ns  |. 20
to CLK | Setup
45 TBRFH Burst RFRQ Pulse 2TCLCL + 30 | : ns 19
Width ,
46 TPDVCL PDD Setup Time 20 ns 24,25
47 TPDHRFX RFRQ Valid after 4TCLCL + 20 ‘ 24
PDD Active a
48 TRFVPDH RFRQ Setup Time 20 . 24
to PDD Active : .
The followmg RC loading is assumed:
‘Alo_g R=220 G = 200 pF
RASg_1, CASo_q R =390 C = 150 pF
AACK, WE/PCLK C = 50 pF
NOTES:

1. Specification when programmed in the Fast Cycle processor mode (iAPX 286 mode) 82C08-20, -16.
2. Specification when programmed in the Slow Cycle processor mode: (IAPX 186 mode). 82C08-10, 82C08-8.
3. tR and tF are referenced from the 3.5V and 1.0V levels.
4. RESET is internally synchronized to CLK. Hence a set-up time is required only to guarantee its recognition at a particular
clock edge. .
- 5. The first programming bit (PDO) is also sampled by RESET going low.
6. TCLPDX is guaranteed if programming data is shifted using PCLK. c
8. TRWVCL is not required for an asynchronous command except to guarantee its reoognmon at a particular clock edge.
9. Valid when programmed in either Fast or Slow Cycle mode.
10. tASR is a user specified parameter and its value should be added aooordmgly to TAVCL.
11. When programmed in Slow Cycle mode and 125 ns < TCLCL < 200 ns.
12. When programmed in Slow Cycle mode and 200 ns < TCLCL.
13. Specification for Test Load conditions.
, 14. tRCD (actual) = tRCD (specification) +0.06 (ACrag) — 0.06(ACcas) where AC C (test load) — C (actual) in pF.
(These are first order approximations.)
15. tRAH (actual) = tRAH (specification) -+ 0.06 (ACRag) — 0.022 (ACpo) where AG = G (test load) — C (actual) in pF.
(These are first order approximations.)
16. tASR (actual) = tASR (specification) +0.06 (ACAO) — 0.025 (ACRag) where AC = C (test load) — C (actual) in pF.
(These are first order approximations.)
17. tASC (actual) = tASC (specification) +0.06 (ACap) — 0.025 (ACcas) where AC (test load) — C (actual) in pF. (These
are first order approximations.)
18. tASC is a function of clock frequency and thus varies with changes in frequency A minimum value is speclﬁed
19. TFRFH and TBRFH pertain to asynchronous operation only.
20. Single RFRQ should be supplied synchronously to avoid burst refresh.
22. CFS = 0, synchronous mode, Read cycle.
23. For 10 MHz Slow Cycle only.
24. Power down mode.
25. PDD is internally synchronized. A setup time is requured only to guarantee its recognition at a particular clock edge
, 26. Slow Cycle Read only. ;
27. Slow Cycle Write only.
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WAVEFORMS
CLOCK AND PROGRAMMING TIMINGS
GO
xS memm
RESET _Aq"::(sy"':@ O}
PCTL 3 3
REFRQ 3 3
Po! ] 3 BOT X
WERCLK 7 l___.___ B e
. . 231357-26

RAM WARM-UP CYCLES

ax—/ N\ /S /NN

nsser_;ﬁ\ ,
s/ = I\ /
WE * \
) PROGRAMMING ) LAST RAM WARM-UP
i RESET | i FIRST RAM WARM-UP CYCLE i
' 231357-27
NOTE:
The present example assumes a RAS four clocks long.
REFRESH REQUEST TIMING
ax /N T\
FAILSAFE - 4 2
neavesr Y ;
42
41—
Fj t—u—.
SINGLE
REFRESH |
REQUEST fo—a 1= —= 42
BURST ):
REQUEST 45
|t
e ‘—tﬁ__ I
. I “‘{ | . - |
L |
1
me (T X
I | ¢ L
231357-28
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WAVEFORMS (Continued)

' SYNCHRONOUS PORT INTERFACE

NOTE:

CLK __.7

COMMAND MODE/
FAST CY

y U

COMMAND MODE/
FAST CYCLE
PCTL (INHIBIT)

COMMAND MODE/
FAST CYCLE
INTERNAL INHIBIT

SLOW CyCl .-@_d 4 @
E3 LE

1 ®
glé?r‘lf.l CYCLE L_ A

Actual transitions are programmable. Refer to Tables 8 and 9.

231357-29
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WAVEFORMS (Continued)

ASYNCHRONOUS PORT INTERFACE

CLK : LﬂJ\_ﬂ_
FAST/SLOW CYCLE
AD, WR ™\ /

©

v M
%es'r/smw CYCLE _&q- l

®

®

SLOW CYCLE
PCTL

) |

@) ,
FAST CYCLE —
PCTL (INHIBIT) 7

®

FAST CYCLE
INTERNAL INHIBIT —,‘t

231357-30
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WAVEFORMS (Continued) R

RAM INTERFACE TIMING
cLock 0 L - , ' ' .
wrt" N S S
COMMAND —\ : / /
Alg=ALg @ - @
AHo‘AHa ' K '
BSO - 551
oxs O @
L ]5 —
A0y =AOg v 14
- & ,. @ - ® J/—
@ ‘ — @ ‘._
| —e—, il
WE . L A ‘ /
T _ @i" S ® L__
__ _-Qo_\1 —~ J;— | |
AACK
| 2313567-31
NOTE:
Actual transitions are programmable. See Tables 8 and 9.
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INTRODUCTION

Most microprocessor based workstation designs today
use large amounts of DRAM for program storage. A
drawback to DRAMs is the many critical timings that
must be met. This control function could easily equal
the area of the DRAM array if implemented with dis-
crete logic.

The VLSI 8207 Advanced Dynamic RAM Controller
(ADRC) performs complete DRAM timing and con-
trol. This includes the normal RAM 8 warm-up cycles,
various refresh cycles and frequencies, address multi-
plexing, and address strobe timing. The 8207’s system
interface and RAM timing and control are programma-
ble to permit it to be used in most applications.

Integrating all of the above functions (plus a dual port
and error correcting interfaces) allows the user to real-
ize significant cost savings over discrete logic. For ex-
ample, comparing the 8207 to the iSBC012B 512K byte
RAM board (where the DRAM control is done entirely
with TTL), an 8207 design saved board space 3 in2 vs
10 in2); required less power (420 mA vs 1220 mA); and
generated less heat. Moreover, design time was re-
duced, and increased margins were achieved due to less
_skewing of critical timings. This comparison is based on
a single port design and did not include the 8207’s
RAM warm-up, dual-port and error correcting fea-
tures. If these features were fully implemented, there
would be no change to the 8207 figures, listed above,
while the TTL figures'would easily double.

This Apphcatlon Note will ﬂlustrate an 1APX desngn
with the 8207 controlling the dynamic RAM array.

The reader should be familiar with the 82097 data
sheet, the 80186 datg sheet, and a RAM data sheet*.

DESIGN .GOALS

The main objective of this design is for the 80186 to run
with no wait states with a Dynamic RAM array. The
design uses one port of the 8207. The dual port and
error correcting interfaces of the 8207 are covered in
separate Application Notes.

The size of the RAM array is 4 banks of 64K RAMs or
512K bytes. The memory is to be interfaced locally to
the 80186.

USING THE 8207

The three areas to be considered when designing in the
8207 are:

® 8207 programming logic
® Microprocessor interface
® RAM array

- 8207 Programming

The 8207 requires up to two 74L.S165 shift registers for
programming. This design needs one 8 bit shift register,
as shown in Figure 1. The 16 bits in the Program Data
Word are set as shown in Figure 2. Refresh is done
internally, so the REFRQ input must be tied high. The
memory commands are iAPX 86 status, so the timing

————— e e — 1
sysTem \ | T
RESET /4 T RESET
? |
: 1 PCLK/MUX
L | y 8207
: LOAD CLK | LOAD CLK
j| Puso swFT Res. Qy : SERIAL * PUSO SHIFT REG. Qplsd pp;
Il A B bDATAIN G H |5 A B DATAIN G H
IRE "-{Tl AMERERRER!
. \
" ' 1 | ' A !
| | 1 M Tt
e [N . L 1 1JUMPEROPTIONS
&l PD15 Po8 | PD7 POY
: [
| .
|
L _ormona
~ 230809-1

Figure 1. 8207 Programming Shift Registers
*All RAM references in this Application Note are based on Intel’s 2164A 64K Dynamic RAM.
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- 74530
 —CBoeTwg
: SEROUT 74,5165
+5 —
) AACK
CLK PD!
-— MEMORY MEMORY
TN 4 pE 8207 % (UPPER) (LOWER)

PCTL PCLK
‘1) RD WE

WR
ADDR PSEN

ADDRESS
BUS

NOTE: -
The 8207 requires series resistors on all outputs to RAM.

DATA
BUS

230809-2

Figure 3. 80186 to 8207, non-ECC, synchronous system single port

of EAACK will always guarantee 2 clocks of address
hold time from RAS.

Acknowledge Setup Time

The margin between the 8207 issuing EAACK and the
80186 ready input for no wait states minus delays from
clock edges, logic delays, and setup time is calculated as
follows. )

1 clock — 8207 TCLAKL max — 74830 tp g @ 15
pf — 80186 TSRYCL > 0

125ns — 35 — 22 — 35 = 32 ns

Read Access Margin

The 8207 starts a memory cycle on the falling clock
edge between the 80186’s T1 and T2. Data must be
valid 'within 2 clocks. Valid data from the RAMs is
based upon the CAS access period minus buffer, clock,
setup requirements.

2 TCLCL — 8207 TCLCSL @ 150 pF (t34) —
DRAM tCAC — 748240 propagation delay @ 50 pF
— additional bus loading delay (250 pF)(D —
745240 delay @ 50 pF — 80186 TDVCL > 0

250ns — 122 — 85 —-7—-7—-7—20=2ns
NOTE:

(1) 74STTL logic derated by 0.05 ns/pF. 74STTL
buffers (240, 37) derated by 0.025 ns/pF.
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Figure 2. Program Data Word

Write Data Setup and Hold Margin

Data from.the processor must be valid when WE is
issued by the 8207 to meet the RAM specification tDS
(2164A = 0 ns), and then held for a minimum of 30 ns.

The PCTLA input must be high when RESET goes
inactive.

The differential reset circuit shown in the Data Sheet is
necessary only to ensure that memory commands are
not received by the 8207 when Port A is changed from
synchronous to asynchronous (vice versa for Port B).
This design keeps Port ‘A synchronous so no differential
reset circuit is needed.

Microprocessor Interface

To achieve no wait states, the 8207 must connect di-

rectly to the microprocessor’s CLKOUT and status
lines. The 8207 Acknowledge (EAACK) must connect
to the SRDY input of the 80186.

When the 80186 is reset, it tristates the status lines. The
8207 PCTLA input requires a high to decode the prop-
er memory commands. This is accomplished by using a
pull-up resistor or some component that incorporates a
pull-up on S2.

The 8207 address inputs are connected directly to the
latched/demultiplexed address bus.

RAM Array

The 8207 provides complete control of all RAM tim-
ings, warm up cycles, and refresh cycles. All write cy-
cles are “late writes.”” During write cycles, the data out
lines go active. This requires separate data in/out lines
in the RAM array.

To operate the 80186 with no wait states, it is necessary
to choose sufficiently.fast DRAMs. The 150 ns version
of the 2164 A allows operating the 80186 at 8 MHz, and
the 200 ns version up to 7 MHz.

HARDWARE DESIGN

Figure 3 shows a block diagram of the design, and Fig-
ure 4 is a timing diagram showing the relationship be-
tween the 8207 and the 80186.

8207 Command Setup‘

Two events must occur for a command to be recog-
nized by the 8207. The 80186 status outputs are sam-
pled by a rising clock edge and Port Enable (PE) is
sampled by the next falling edge (refer to the Data
Sheet wave forms).

The command timing is determined by the period be-
tween the status being issued and the first rising clock
edge of the 8207, minus setup and delays.

" 80186 status valid to 8207 rising clock — status from
clock delay — 8207 setup to clock = 0

1 TCLCL — 80186 TCHSV max — 8207 TKVCH
min = 0

125ns — 55 — 20 = S0 ns

PE is a chip select for a valid address range. It can be
generated from the address bus or from the 80186’s
programmable memory selects. This design uses an in-
verted A19. The timing is determined by the interval
between the address becoming valid and the falling
clock edge, minus setup and delays.

80186 address valid to 8207 falling clock edge —
80186 address from clock delay — 8283 latch delays
— 8207 PE setup = 0

1 TCLCL — 80186 TCLAV max — 8283 IVOV'@
300 pF — 8207 TPEVCL = 0

125ns — 44 — 22 — 30 — 29 ns

The hold times are O ns and are met.
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Address Setup

For an 81086 design, the 8207 requires the address to
be stable before RAS goes active, and to remain stable
for 2 clocks. Unused 8207 address inputs should be tied
to Vcc.

tASR is a RAM specification. If it is greater than zero,
this must be added to the address setup time of the 807.
Address setup is the interval between addresses being
issued and RAS going active, minus appropriate delays.

80186 address valid to 8207 RAS active — 80186
address from clock delay — bus delays — (8207 set-
up + RAM tagr) 2 0

TCLCL + 8207 TCLRSL min @ 150 pf(l) — 80186
TCLAV max — 8283 IVOV max @ 300 pf — (8207
TAVCL min + DRAM tasg) > 0

125ns + 0 — 44 — 22 — (35 + 0) = 24 ns

The address hold time of 2 clocks + O ns is always met,
since the addresses are latched by the 8282/3. Even
when the processor is in wait states (for refresh),

NOTE:
(1) Not specified—use 0 ns.

TCLCL + TCLCH + 8207 TCLW min() +
74837 delay tPHL min @ 50 pf + additional loading
(142 pf) — 81086 TCVCTV — 74S240tPZL — bus
delays (250 pf) — 745240 delay — 2164A tDS > 0

125 +625+0+65+35-70—-15—-7-17
— 0 = 98.5 ns.

The hold time, tDH, is from WE going low to the
80186 DEN going high plus buffer delays minus WE
from clock delays.

TCLCL — 80186 TCVCTX min + 74832 tPD()
min + 748240 tPHZ (min)) + 250 pf bus delays
+ 74S240 propagation delay min — 8207 TCLW
max — 74837 tPHL @ 50 pf — 142 pf loading de-
lays — DRAMtDH > 0

625ns + 10+ 2 +3+7+35—35~35-—
30 = 195 ns

All margins are actually better by about 10-20 ns. No
improvement in timing was allowed for lower capaci-
tive loads when additional buffers are used (i.e. the
80186 address out delay is at 200 pf, but the 8283 latch
only loads these lines with about 20 pf).

SUMMARY

The 8207 supports the 80186 microprocessor running
with no wait states. The 8207 interfaces easily between
the microprocessor and dynamic RAM. There are no
difficult timings to be resolved by the designer using
external logic. .
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Figure 4. 8207/80186 Timing Relationship

NOTE:
1. Not specified, use O.ns.
2. Not specified, use one half of typical value.
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INTRODUCTION

The 80286 high speed microprocessor pushes micro-
processor based systems to new performance levels.
However, its high speed bus requires special design con-
siderations to utilize that performance. Interfacing the
80286 to a dynamic RAM array require many timings
to be analyzed, refresh cycle effects on bus timing ex-
amined, minimum and maximum signal widths noted,
and the list continues.

The 8207 Advanced Dynamic RAM Controller was
specifically designed to solve all interfacing issues for
the 80286, provide complete control and timing for the
DRAM array, plus achieve optimum system perform-
ance. This includes the normal RAM 8 warmup cycles,
various refresh cycles and frequencies, address multi-
plexing, and address strobe timings. The 8207 Dynamic
RAM Controller’s system interface and RAM timing
and control are programmable to permit it to be used in
most applications.

Integrating these functions (plus dual port and error
correcting interfaces) allows the user to realize signifi-
cant savings in both engineering design time, PC board
space and product cost. For example, in comparing the
8207 to the ISBCO12B 512k byte RAM board (where
the DRAM timing and control is done entirely with
TTL), the 8207 design saved board space (3 in2 vs 10
in2); used less power (420 mA vs 1220 mA); reduced
the design time; and increased margins due to less
skewing of timings. The comparison is based upon a
single port 8207 design and does.not include its RAM
warm-up, dual port, error correcting, and error scrub-
bing or RAM interleaving features. .

This Application Note will detail an 80286 and 8207
design. The reader should have read the 8207 and the
80286 data sheets, a DRAM data sheet*, and have
them available for reference.

DESIGN GOALS

The main objective of this dmgn is to run the RAM
array without wait states, to maximize the 80286’s per-
formance, and to use as little board space as possible.
The 80286 will interface synchronously to Port A of the
8207 and the 8207 will control 512k bytes of RAM (4

banks using 64k DRAMs). The dual port and error -

correcting features of the 8207 are covered in separate
Application Notes.

8207 INTERFACE

The 8207 Memory design can be subdivided into three
sections:

® Programming the 8207.
® The 82086/8207 interface.
® The Dynamic RAM array.

Programming the 8207

The RAM timing is configured via the 16 bit program
word that the 8207 shifts-in when reset. This can re-
quire two 74LS165 shift registers to provide complete
DRAM configurability. The 8207 defaults to the con-
figuration shown in Table 1 when PDI is connected to
ground. This design does not need the flexibility the
shift registers would allow since standard 8207/80286
clock frequencies, DRAM speeds and refresh rates are
used. Table 1 details the 8207/80286 configuration and
Table 10 in the Data Sheet identifies “CO” as the con-
figuration of the 8207 all timings will be referenced to
(80286 mode at 16 MHz using fast RAMs = CO).

Table 1. Default Non-ECC Programming,
PD1 Pin (57) Tied to Ground

Port A is Synchronous (EAACKA and XACKA)

Port B is Asynchronous (LAACKB and XACKB)
Fast-cycle Processor Interface (10 or 16 MHz)
Fast RAM 100/120 ns RAM

Refresh Interval uses 236 clocks

128 Row refresh in 2 ms; 256 Row refresh in
4ms

Fast Processor Clock Frequency (16 MHz)

“Most Recently Used” Priority Scheme
4 RAM banks occupied

The 8207 will accept 80286 status inputs when the
PCTLA pin is sampled low at reset. This pin is not
necessary for an 80286 design (besides programming)
and is tied to ground.

Refresh is the final option to be programmed. If the
Refresh pin is sampled high at reset, an internal timer

*All RAM references in this Application Note are based upon lmel 's CMOS 51C64-12 64k Dynamic RAM. Any DRAM with similar timings will

function. Refer to section 4.4.
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is enabled, and if low at reset, this timer is disabled.
The first method is the easiest to implement, so the
RFRQ pin is tied to Vcc.

The differential reset circuit shown in the Data Sheet is
necessary only to ensure that memory commands are
not received by the 8207 when Port A is changed from
synchronous to asynchronous (vice versa for Port B).
This design keeps Port A synchronous so no differential
reset circuit is needed.

RAM Array

The 8207 completely controls all RAM timings, warm-
up cycles, and refresh cycles. To determine if a particu-
lar RAM will work with the 8207, calculate the mar-
gins provided by the 8207 (Table 15, 16—8207 Data
Sheet) and ensure they. are greater than the RAM re-
quirement. An additional consideration is the access
times of the RAMs. The access time of the system is
dependent upon the number of data buffers between the
80286 and the DRAMs. To operate the 80286 at zero
wait states requires access times of 100—-120 ns. Slower
RAMs can be used (150 ns) by either adding a wait
state (programming the 8207 for “C1”’) or reducing the
clock frequency (to 14.9 MHz approximately and main-
taining the CO configuration).

All write cycles are “late writes” and the data out lines
of the RAM will go active. This will require separate
data in and out lines in the RAM array. Another con-
sideration for the RAM array is the proper layout of
the RAM, and impedance matching resistors on the
8207 outputs. Proper layout is covered in Intel’s RAM
Data Sheets and Application Notes.

Microprocessor Array

To achieve no wait state operation, the 8207’s clock
input must be connected to the 80286’s clock input.
The EAACK (early acknowledge) output of the 8207
must connect to the SRDY input of the 82284. The
8207’s address inputs connect directly to the 80286 ad-
dress outputs and the addresses are latched internally.
This latch is strobed by an internal signal with the same
timing as LEN (which is for dual port 82086 designs).
Figure 2 shows the timing relationship between LEN
and the 80286.

LEN will fall from high to low, which latches the bus
address internally, when a valid command is received.
LEN can go high in two clock cycles if the RAM cycle
started (RAS going low) at the same time LEN went
low. If the 8207 is doing a refresh cycle, the 80286 will
be put into wait states until the memory cycle can start.

LEN will then go high two clocks after RAS starts,
since addresses are no longer needed for the current
RAM cycle. Thus the low period of LEN could be
much longer than listed in the Data Sheet.

DESIGNING THE HARDWARE

Figure 1 shows a detailed block diagram of the design
and Figure 2 shows the timing relationship between the
8207 and the 80286.

The following analysis of six parameters will confirm
that the design will work. These six system parameters
are generally considered the most important in any mi-
croprocessor—Dynamic RAM design.

8207 Command Setup Margin

Two events must occur for the 8207 to start a memory
cycle. Either RD or WR active (low) and PE must be
low when the 8207 samples these pins on a falling clock
edge. If PE is not valid at the same clock edge that
samples RD or WR active, the memory cycle will be
aborted and no acknowledge will be issued.

The command setup time is based upon the status being
valid at the first falling clock edge.

80286 status valid to 8207 falling clock — 80286 status
from clock delay — 8207 command setup to clock < 0

'I"CLCL — 80286 t12 (max) — 8207 TKVCL (min) < 0
625 —40ns — 20ns = 25 ns

PE is decoded from the address bus and must be set up
to the same falling clock edge that recognizes the RD,
WR inputs. This margin is determined from the clock
edge that issues the address and the clock edge that will
recognize RD or WR, minus decoding logic delays.

There are 2 clocks between addresses being issued by
the 80286 and PE being sampled by the 8207. Then the
80286 address delay from the clock edge and decoding
logic delays are subtracted from this interval. This mar-
gin must be greater than 0. N

2TCLCL — 80286 t13 (max) — 8207 TPEVCL (min) < 0
1256 — 60 — 30 = 35 ns

The address decode logic must use no more than 35 ns
(and less is better). Figure 3 shows an easy implementa-

tion which uses a maximum of 12 ns.

The 8207 requires a zero ns hold time and is always
met.
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Figure 1. 80286 to 8207, non-ECC, Synchronous System Single Port
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Figure 4. Acknowledge to the 82284

Address Setup Margin

The 8207 must have stable addresses up to two clocks
after RAS goes active. This is of no concern to the user,
since LEN latches the address internally and will not
admit a new address until two clocks after RAS goes
active.

Ad&ressw must be stable at least 35 ns (t{AVCL) before
RAS goes active to allow for propagation delays
through the 8207, if a RAM cycle is not delayed by the
8207.

tASR is a RAM specification. If it is greater than zero,
tASR must be added to the address setup time of the
8207. Address setup is the interval between addresses
being issued, by the 80286, and RAS going active, mi-
nus appropriate delays.

The margin is determined from the number of clocks
between addresses being issued from the 80286 to RAS
going active. Exactly when RAS goes active is unim-
portant, since here we are only interested in the clock
edge.

/

2TCLCL — 80286 t13 (max) — 8207 TAVCL (min) < 0

125ns — 60 ns — 35ns = 30 ns

Acknowledge Setup Margin

The 8207 acknowledge (EAACK) can be issued at any
point in the 80286 bus cycle (end of ¢1 or $2 of Ts or
Tc). If EAACK is issued at the end of ¢2 (Ts or Tc),
the 80286 will complete the current bus cycle. If

EAACK is issued at the end of ¢1 of Tc, the 82284 will
not generate READY to the 80286 in time to end the
current bus cycle. A new Tc would then be generated
and EAACK would now be sampled in time to termi-
nate the bus cycle. EAACK is 3 clocks long in order to
meet setup and hold times for either condition.

We need the margin between the 8207 issuing EAACK
and the 82284 needing it. Figure 4 shows a worst case
example.

TCLCL — 8207 TCLAKL max — 82284 t11 < 0

625ns — 35ns — 15 ns = 125 ns

Read Access Margin

The 8207 will typically start a memory cycle (i.e. RAS
goes low) at the end of ¢1 of Ts. But if the start of a
memory cycle is delayed (by a refresh cycle for in-
stance), then RAS will be delayed. In the first case, this
represents 3 clocks and the second case could require 4
clocks to meet the data setup requirements of the
80286. In either case, data must be valid at the end of
Tc. The 8207 holds CAS active long enough to ensure
valid data is received by the 80286 in either case.

DRAMs specify two access times, RAS access (tRAC)
and CAS access (tCAC) Both access periods must be
calculated and the one with the least margin used. Also
the number of data buffers should be kept to a mini-
mum. Too many buffers would require either faster
(more expensive) DRAMSs, or a reduction in the per-
formance of the CPU (by adding wait states).

[N
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RAS Access Margin

3TCLCL — 8207 TCLRSL max @ 150 pF — DRAM tRAC
— 745240 propagation delay max @ 50 pF — 80286 {8 <
0

187.5ns —35ns —120ns — 7ns — 10ns = 155 ns

CAS Access Margin

2TCLCL — 820-7 TCLCSL max @ 150 pF — DRAM tCAA
(or tCAC — 745240 tplh max @ 50 pF — 80286 t8) < 0

125ns —35ns —60ns —7ns — 10ns = 13 ns

By solving each equation for tRAC and tCAC, the
speed requirement of the RAM can be determined.

DRAM tRAC = 3 TCLCL — 8207 TCLRSL — 748240 tpih
— 82086 8 = 135.5 ns

DRAM tCAC = 2 TCLCL — 8207 TCLCSL — 745240 tplh
— 802868 = 73 ns

NOTES:
1. Not specified. Assume no delay for worst case anal-
ysis.
2. STTL derated by 0.05 ns/pF.

So any DRAM that has a RAS access period less than
135 ns, a CAS access period less than 73 ns, and meets
all requirements in the DRAM Interface Timing (Table
15, 16—8207 Data Sheet), will work.

Write Data Setup and Hold Margin

Write data from the processor must be valid when the
8207 issues WE to meet the DRAM specification tDS
and then held to meet the tDH requirement. Some
write cycles will be byte writes and the information to
determine which byte is decoded from AO and BHE/.
Since the 80286’s address bus is pipelined, these two
signals can change before the RAM cycle starts, hence
they must be latched by LEN. PSEN is used in the WE
term to shorten the WE pulse. Its use is not essential.

Data must be set up to the falling edge of WE, since
WE occurs after CAS. The 2 clocks between valid write
data and WE going active (at the RAM’s) minus propa-
gation delays determines the margin.

2 TCLCL — 80286 t14 (max) @ 100 pF — 745240 tplh +
8207 TCLW (min)! + 74810 tphl @ 192 pF2 — DRAM
tbs =0

125ns —50ns —7ns + Ons + 14ns —Ons = 82 ns

The timing of the 8207’s acknowledge is such that data
will be kept valid by the 80286, for more than two
clocks after WE goes active. This easily meets all RAM
tDH specifications.

SUMMARY

The 8207 complements the 80286’s performance and
high integration with its own performance, integration
and ease of use. No critical timings or logic design has
been left to the designer. The 80286/8207 combination
allows users to realize maximum performance from
their simpler design.
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CHAPTER 1
INTRODUCTION

This guide is a supplement to the 8207 Data Sheet and
is intended as a design aid and not a stand-alone de-
scription of the 8207. The reader should already have
read and have a copy of the 8207 Data Sheet, 8206
Error Detection and Correction Unit (EDCU) Data
Sheet, a microprocessor Data Sheet, or a Multibus bus
specification for interfacing to the 8207, and a dynamic
RAM Data Sheet()).

The Intel 8207 Advanced Dynamic RAM Controller is
a high performance, highly integrated device designed

NOTE:

to interface 16K, 64K, and 256K dynamic RAMs to
Intel microprocessors. The 8207, with the 8206, pro-
vides complete control for memory initialization, error
correction, and automatic error scrubbing.

The 8207 has three speed selected versions. The -16
version is for clock speeds up to 16 MHz in “fast cycle”
configurations. The -8 and -10 parts can only be used in
“slow cycle” configurations and are for clock speeds up
to 8 MHz and 10 MHz respectively.

1. All RAM cycle timings and references are based upon DRAMs from one particular vendor and will vary

depending upon manufacturer.
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CHAPTER 2

PROGRAMMING THE 8207

The many configurations of bus structures, RAM
speeds, and system requirements that the 8207 supports
require the 8207 to be programmable. The 8207 will
modify its outputs to provide the best performance pos-
sible. The 8207 must be told what type of interface the
memory commands will arrive on, what type of RAM
(speed, refresh rate) is being used, the clock rate, and
others.

The 8207 uses two means to be informed of the user’s
requirements. It reads in a 16-bit serial program word
and examines the logic states on several input pins. The
pins that are sampled for a logic level give the user
options on the types of refresh and memory command
input timing.

Input Pin Options

The three input pins that configure part of the 8207 are:
PCTLA, PCTLB, and REFRQ. Let’s examine the op-
tions in refresh types the REFRQ pin provides.

REFRESH TYPES

The 8207 gives the user a choice of the following re-
fresh types.

1) Internal Refresh: All refresh cycles are generated
internally—based on an internal programmable
time.

2) External Refresh with Failsafe: If the external logic
does not generate a refresh cycle within the pro-
grammed period, the 8207 will.

3) External Refresh—No Failsafe or No Refresh; All
refresh cycles are generated at times by the user.
This is for systems that cannot tolerate the random
delay imposed by refresh (i.e. graphics memory).

4) Burst Refresh: The 8207 generates up to 128 con-
secutive refresh cycles and must be requested by
external logic. Memory requests will be performed
when the burst is completed.

The 8207 examines the state of the REFRQ pin when
RESET goes inactive. This timing is shown in the
“Clock and Programming Timings” waveforms in the
Data Sheet.

If REFRQ is sampled active by the falling edge of RE-
SET, the 8207’s internal timer is enabled. The timer’s

period is determined by the CIO, CI1, and PLS bits in
the program word. External refresh cycles are ‘generat-
ed by a low to high transition on the REFRQ input.
This. transition, besides generating a refresh cycle, also
resets the internal timer to zero. Simply tie REFRQ to
Vcc if internal refresh is required.

If REFRQ is seen low at the falling edge of RESET, the
internal timer is deactivated. All refresh cycles must
either be done by external logic or by accessing all
RAM (internal) rows within a 2 ms period.

Once the no failsafe option is programmed, the 8207
will generate a burst of up to 128 refresh cycles when
the REFRQ input goes from low to high and sampled
high for two consecutive clock edges. These cycles are
internally counted and the 8207 stops when the refresh
address counter reaches the value XX1111111; (X =
don’t care; see Refresh Counter section). If prior to the
burst request the counter is at XX1111110; then only 2
refresh cycles would be generated.

For a single refresh cycle to be generated via external
logic, the REFRQ input will have to go from low to
high and then sample high by a falling 8207 clock edge.
Since external refresh requests typically arrive asyn-
chronously with respect to the 8207’s clock, this re-
quires the REFRQ to be synchronized to the 8207
clock when programmed in the failsafe mode. This is to
ensure that the request is seen for one clock—no more,
no less. If no external synchronization is performed,
then the 8207 could do random burst cycles.

PROCESSOR INTERFACE OPTIONS

The PCTLA, PCTLB input pins will program the 8207
to_accept either the standard demultiplexed RD and
WR inputs, or to directly decode the status outputs of
Intel’s iIAPX86, 88 family of microprocessors. The state
definitions of the status lines and their timings, relative
to the processor clock, differ for the 8086 family and
the iAPX286 processor. Table 1 illustrates how the
8207 interprets these inputs after the PCTL pins are
programmed.

If PCTL is seen high, as RESET goes inactive, an 8086
status interface is enabled. The commands arriving at
the 8207 are sampled by a rising clock edge. When
PCTL is low, the 80286 status and Multibus command
interface is selected. These commands are sampled by
the 8207 by a falling clock edge.
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Table 1. Status Coding of 8086, 80186 and 80286

Programming Word

Status Code Function The 8207 requires more information to operate. in a
2 | 51| S0 | 8086/80186 80286 wide variety of systems. The 8207 alters its timings and
0| o[ 0 | Interrupt Interrupt pin functions to t:perat:l lwith t}tlh<=;18296 ECtC chip. The
programming options allow the designer to use asyn-
0 0 11V0 Refd 170 Fleadl chronous or synchronous buses, various clock rates,
0Ot 1 [ 0 | 1/0Write - 1/0 Write various speeds and types of RAM, and others. This is
0 1 1 | Halt Idle detailed in Table 2.
1 0 0 g‘stml;'ftion Halt This data is supplied to the 8207 over the PDI input
eic t— pin. There are two methods of supplying this data. One
1 0 1 | Memory Read | Memory Read is to strap the PDI pin high or low with the subsequent
1 1 0 | Memory Write | Memory Write réstrictions on your system. Table 3 shows the required
1 1 1 1 a d system configuration. Note that your only option when
e e strapping this pin high or low is error correction or not.
8207 Response If any other configurations are required, then the pro-
8207 gramming data will have to be supplied by one or two
Command Function 74LS165 type shift registers. Note that the sense of the
8086 bits in the program word change between ECC and
perL | RD | WR Status ?:g::n::: non-ECC configurations.
Interface
0 0 0 Ignore Ignore
0 0 1 Ignore Read’
0 1 0 Ignore Write
0 1 1 Ignore | Ignore
1 0 0 Read Ignore
1 0 1 Read Inhibit
1 1 0 Write Inhibit
1 1 1 Ignore Ignore
‘ Table 2a.
" Non-ECC Mode Program Data Word
PD15 PD8 PD7 PDO
[ o] o [tmi|PPR|FFS|ext|[PiS| cio | cii [RBT|RBO|AFS|[CFS| sB | SA | o |
Program
Data Bit »Namq Polarity/Function
PDO - ECC ECC=0 For non-ECC mode
PD1 SA [SA=0 Port A is synchronous
SA =1 Port A is asynchronous
PD2 SB- SB=0 Port B is asynchronous
SB=1 ‘Port B is synchronous
PD3 CFS  |CFS=0 Fast-cycle iAPX 286 mode
CFS = 1 Slow-cycle iAPX 86 mode
PD4 RFS |RFS =0 Fast RAM
RFS = 1 Slow RAM
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: T Table2a. -~ - -
\ Non-ECC Mode Progra‘m Data Word (antinued)
PD15 ' ‘ " PD8 PD7 ‘ o PDO

[0 [ o [wi[PPR]FFS [ext | PiS | co | o | Aot |ABo | Ars |GFs | se | SA | o |

Program ‘
. DataBit . Name . Polarity/Function
PD5 ) RBO RAM bank occupancy
PD6 " RBt See Table 4
PD7 ci Count interval bit 1: see Table 6 in 8207 data sheet -
PD8 Cl0 ' [Countinterval bit 0: see Table 6 in 8207 data sheet
PD9 PLS |[PLS=0 Long refresh period
PLS = Short refresh period
PD10 EXT EXT = Not extended
EXT = Extended
PD11 FFS |[FFS=o0 Fast CPU frequency
FFS = 1 Slow CPU frequency
PD12 PPR PPR =0 Most recently used port priority
PPR = 1 Port A preferred priority
PD13 T™1 ™M1 =0 Test mode 1 off
T™M1 =1 Test mode 1 enabled
PD14 0 Reserved must be zero ‘
PD15 - 0 Reserved must be zero
Table 2b.
ECC Mode Program Data Word .
PD15 PD8 PD7 PDO

|T™™2 | rB1 [ RBo [ PPr [ FFs [ExT [PLs | Cio [ | xB | XA [rFs[cFrs[ 8B [ sa | 1 |

Program
Data Bit Name 7 . Polarity/Function
PDO ECC  |ECC = ECC mode
PD1 SA SA = ' Port A is asynchronous (late AACK)
SA = . Port A is synchronous (early AACK) \
PD2 SB SB=0 " Port B is synchronous (early AACK)
SB=1 Port B is asynchronous (late AACK)
PD3 CFS CFS = Slow-cycle iAPX 86:mode '
- CFS =1 Fast-cycle iIAPX 286 mode
PD4 RFS RFS =" Slow RAM
RFS = . Fast RAM
PD5 XA XA =0 Multibus-compatible XACKA
XA =1 AACKA not multibus-compatible
PD6 XB XB=0 AACKB not multibus-compatible
XB = 1 Multibus-compatible XACKB
PD7 CcH Count interval bit 1: see Table 6 in 8207 data sheet
PD8 Clo Count interval bit 0: see Table 6 in 8207 data sheet
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Table 2b. .
ECC Mode Program Data Word (Continued)

PD15

PD8 PD7 PDO

|T™M2 | RB1 | RBO | PPR | FFs | EXT |PLS | Cio | 7 | xB | XA |RFs|crs|[ 8B [sa | 1 |

Program
Data Bit Name Polarity/Function
PD9 PLS PLS=0 Short refresh period
. PLS =1 Long refresh period
PD10 EXT [EXT=0 Master and slave EDCU
EXT =1 Master EDCU only
PD11 FFS FFS =0 Slow CPU frequency
FFS = 1 Fast CPU frequency
PD12 PPR PPR =0 Port A preferred priority
PPR =1 Most recently used port priority
PD13 RBO RAM bank occupancy ‘
PD14 RB1 See Table 4
PD15 T™2 T™M2 =0 Test mode 2 enabled
T™2 =1 Test mode 2 off

Table 3. 8207 Default Programming

Port A is Synchronous—has early AACK

Port B is Asynchronous—has late AACK

Fast RAM

Refresh Interval uses 236 clocks

128 Row refresh in 2 ms; 256 Row refresh in 4 ms

Fast Processor Clock Frequency (16 MHz)

“Most Recently Used" Priority Scheme

4 RAM banks occupied —

Reset

If Port A is changed to an asynchronous interface (via
the SA bit), then one of two precautions must be taken.
Either a differentiated reset must be provided, or else
software must not access the 8207 controller RAM for
a short period. The 8207 is either adding or deleting
internal synchronizing circuits. If a command is re-

\

ceived during this changing, the 8207 may not perform
properly. This is required only if Port A is changed to
asynchronous, or if Port B is changed to synchronous.

Several of the bits in the program word determine a
particular configuration of the 8207 (reference Tables
10, 11 and the 8207 Data Sheet). The bits are: CFS,
CLOCK fast or slow; RFS, RAM access time fast or
slow (fast refers to 100 ns—slow is everything greater);
and EXT, for memory data word widths, greater than
16 (22) bits. Generally speaking, CO is the fastest con-
figuration at clock frequencies up to 16 MHz, both in
the ECC or non-ECC charts. ‘C3’ is the fastest for
8 MHz clocks in non-ECC mode, and ‘C#4’ is the fastest
configuration when using ECC.

Take, for example, a 16 MHz 8207 clock with no error
correction, a 16-bit word, and 150 ns (slow) dynamic
RAMs. Table 10, in the 8207 data sheet, is used to
arrive at the configuration “C1.” The Timing chart Ta-
ble 12 in the 8207 Data Sheet is then used to determine
which clock edge to reference all timings from. The
Waveforms diagrams then are used to determine the
delay from the clock edge.
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CHAPTER 3

- RAM INTERFACE

The 8207 takes the memory addresses from the micro-
processor bus and multiplexes them into row and col-
umn addresses as required by dynamic RAMs. The
only hardware requirement when interfacing the 8207
to dynamic RAM are series resistors on all the RAM
outputs of the 8207, and proper layout of the traces (see
Intel’s RAM Data Sheets or the Memory Design Hand-
book). This section mainly details the effects and re-
quirements of input signals to the 8207 on the RAM
array.

The 8207 contains an internal address counter used for
refresh and error scrubbing (when using the 8206
EDCU) cycles. The 8207 has 18 address inputs (AILO—-
AIL8 and ATHO-AIHS) which -are multiplexed to
form 9 address outputs (A0O0-AO08). There are also 2
bank select (BSO, BS1) inputs for up to 4 banks of
RAM. The Bank Select inputs are decoded internally to
generate RAS and CAS outputs. -

Refresh Interval

The 8207 supports four different refresh techniques as
described in the Refresh Options section. In addition,
the rate at which refresh cycles are performed is pro-
grammable. This is necessary because the refresh period
is generated from the CLK input, which may vary over
a wide range of frequencies. Programming the Cycle
Fast/Slow (CFS) and Frequency Fast/Slow (FFS) bits
automatically reprograms the refresh timer to generate
the correct refresh interval for a clock frequency of 16,
10, 8, or 5 MHz (CFS, FFS = 11, 10, 01, and 00,
respectively). For clock frequencies between those,
Count Interval (CI1, CIO) programming bits allow
“fine tuning” of the refresh 'interval. Refresh will al-
ways be done often enough to satisfy the RAM’s re-
quirements without doing refresh more often than
needed and wasting memory bandwidth for all clock
frequenmes

Refresh Counter

The internal refresh address counter of the 8207 con-
tains 20 bits as organized in Figure 1.

1918|1716 1514131211 109|876 543210
Bank "~ Col addr Row addr

Figure 1. 8207 Refresh Address Counter

In non-ECC mode, the refresh address counter does not
count beyond bit 8. For standard RAMs, this will re-
fresh 128 rows every 2 ms or 256 rows every 4 ms.

In ECC mode, the 8207 automatically checks the RAM
for errors during refresh. This requires it to access each
of the possible 220 words of memory. The 8207 does not
delete any of these bits when used with 16K and 64K
dynamic RAMs. Each column would be scrubbed 4
times with 16K RAMs, and twice with 64K RAMs.
This will have no detrimental effect on reliability.
Banks of RAM that are not occup:ed as indicated to
the 8207 by the RBO RB1 programming bits, will not
be scrubbed.

Bank Selects BS0, BS1; RB0, RB1

The 8207 is designed to drive up to 88 RAMs in various .
configurations. The 8207 takes 2 inputs, BSO, BS1, and
decodes them based on 2 programming bits, RBO, RB1,
to generate the required RAS/CAS strobes. Addition-
ally, the 8207 will always recognize (not programma-
ble) whether an access is made to the same RAM bank
or to a different bank. The 8207 will interleave the ac-
cesses resulting in improved performance.

RAS and CAS Reallocation

The 8207’s address lines are designed to drive up to 88
RAMs directly (through impedance matching resis-
tors). The 4 RAS and CAS outputs drive up to 22
RAMs per bank (16 data plus 6 check bits with the
8206). Under these conditions, the 8207 will meet all
RAM timing requirements. See Figure 2 for an exam-
ple.

The 8207 can accommodate other configurations like a
32-bit error corrected memory system. Each bank
would have 39 RAMs (32 + 7 check bits) with the
total number of RAMs, equal to 78. This is within the
address driver’s capability, but the 39 RAMs per bank
exceeds the RAS and CAS driver’s limits. The loading
of the RAS/CAS drivers should not exceed 22 RAMs
per bank, otherwise critical row, column address setup,
and hold times would be violated.

In order to prevent these critical timings being violated,
the 8207 will re-allocate the RAS and CAS drivers
based on the RBO, RB1 programming bits (see Table
4). If the RBO, RB1 bits are programmed for 2 banks,
the 8207 will operate R RASO and RASI as a pair along
with RAS2 and RAS3, CASO and CAS], and CAS2
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Figure 2. 8207 4 RAM Bank Configuration

and CAS3. Now the address drivers would be loaded by
78 RAMs and the RAS/CAS drivers by 20 RAM:s.
This relative loading is almost identical to the first case
of four banks of 22 RAMs each. Drive reallocation al-
lows a wide range of memory configurations to be used
and- still maintain optimal memory timings. Figure 3
shows a 32-bit non-error corrected configuration.

These programming bits do not help to qualify RAM
cycles. Their purpose is to reallocate RAS/CAS driv-
ers. For example, if there is one bank of RAM and the
bank select inputs (BSO, BS1) select any other bank and
no provision is made to deselect the 8207 (via PE), the
8207 will do a RAM cycle and issue an acknowledge.
This happens irregardless of the RBO, RB1 pro-
grammed value. See the Optional RAM Bank’s section
to provide for this.

Table 4. RAM Bank Selection Decoding and

Word Expansion

Program
Bits

Bank
Input

RB1 | RBO

BO

RAS/CAS Pair Allocation

RASp_3, CASp_3 to Bank 0

lllegal Bank Input

llegal Bank Input

lllegal Bank Input

RASg,1, CASy,1 to Bank 0

RAS; 3, CAS 3 to Bank 1

lllegal Bank Input

lilegal Bank Input

RAS,, CASj to Bank 0

RAS,, CAS; to Bank 1

RAS,, CTég‘to Bank 2

Ilegal Bank Input

RASy, CASj to Bank 0

AS1, CAS; to Bank 1

D)

|

AS,, CAS;toBank 2

sl lalalalalalal0Ol0OjlOjlOjlOlO|O O
alalalalo|lo|lolo]|a]la|la]a]lolo]o|o

-A—soo—t—-roo—n—xoo—n—noog

- |O|=|O|=|O|=|O|=|O]|=]|O|=|O|=]O

Iy
>

S3, CAS3 to Bank 3
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Figure 3. 8207 2 RAM Bank Configuration
Scrubbing for CAS and acknowledges. The real delay in a system

An additional function of the RBO, RB1 bits, besides
RAS/CAS allocation, is to inform the 8207 of how
many banks are physically present. The 8207 will, dur-
ing the refresh cycle, read data from a location and

check to see that data and check bits are correct. If

there is an error, the 8207 lengthens the refresh cycle
and writes the corrected data back into RAM. Scrub-
bing the entire memory greatly reduces the chance of
an uncorrectable error occurring. See the Refresh
section for more detail on scrubbing.

Refresh Cycles

The 8207 performs RAS only refresh cycles in non-
ECC systems. It outputs all 8207 control signals except

due to refresh would be a fraction of that value(1). The
length of the refresh cycle is always 2tRP + tRAS, and
varies based upon the programmed 8207 configuration.

In error-corrected systems, the refresh cycle is actually
a read cycle. The 8207 outputs a row address, then all
RAS outputs go active. Next, a column address is out-
put and then CAS. The CAS output is based upon the
RBO, RBI1 allocation bits. Figure 4a shows the general
timing for a four bank system, and Figure 4b shows a
two bank system.

NOTE:
1. Measurements have shown a delay of 2-4% on
program execution time compared to. programs run-
ning without refresh.

< ROW X COLUMN X ROW

230822-3
4 Banks

< ROW XCOLUMNX7 ROW

RAS0-3 \

230822-4

2 Banks

Figure 4. Refresh Cycles for Error Corrected Systems
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The 8207 sends the read out word through the 8206
EDCU to check for any errors. If no errors, the refresh
cycle ends. If an error is discovered, the 8207 lengthens
the cycle. An error is determined if the ERROR output
of the 8206 is seen active at the same edge that the 8207
issues the R/W output. The cycle is then lengthened to
a RMW cycle. If the error was correctable, the correct-
ed data is written back to the location it was read from.
But, if the data is uncorrectable, the cycle is still length-
ened to a RMW, but no write pulse is issued. To aid in
stabilizing the RAM output data and the Error flag,
pullup resistors of 10 KQ on the data out lines are
recommended.

Scrubbing removes soft errors that may accumulate un-
til a double-bit error occurs, which would halt the sys-
tem. Hard single-bit failures will not stop the system,
but could slow it down. This is because read and refresh
cycles lengthen to correct the data.

For large RAM arrays some form of error logging or
diagnostics should be considered.

Interleaving

The term “interleaving” is often used to refer to over-
lapping the cycle times of multiple banks (or boards or
systems) of RAMs. This has the advantage of using
relatively slow cycle time banks to achieve a faster per-
ceived cycle time at the processing unit. The drawbacks
of interleaving are more logic to handle the necessary
control and, for maximum performance, the program
should execute sequentially through the addresses.

Dynamic RAM cycles consist of 2 parts—the RAS ac-
tive time (tRAS in Dynamic RAM Data Sheets) and
precharge time (tRP). The sum of these two times is
roughly equal to the cycle time of the RAM. The 8207
determines how long these two periods are, based on
the configuration the user picked (via the programming
bits). Bank interleaving, as used by the 8207, is slightly
different than the previous definition. The 8207 will
overlap the precharge time of one bank with the access
time of another bank. In either case, the advantage is
the effective cycle time is reduced without having to use
faster RAMs.

For interleaving to take place there must be more than
1 bank of RAM connected to the 8207. Interleaving is
not practical with 3 banks of RAM because 3 is not a

power of 2 (the 2 bank inputs BSO, BS1). So, interleav- -

ing works only for 2 or 4 banks of RAM. Note that it is
easy enough to use three banks of RAM where the
bank select inputs are connected to the highest-order
address line. For instance, if three banks of 64K

DRAM:s are used in an 8086 system, and located at
address OH, bank selects BSO and BS1 would be con-
nected to microprocessor addresses A17 and A18, re-
spectively. Banks 0-2 would be accessed in the address
ranges OH-FFFFH, 10000H- 1FFFFH, and 20000H-
2FFFFH, respectively. In this case, consecutive ad-
dresses are almost always in the same bank and very
little interleaving can take place.

Figure 5 shows the effects on the performance of the
processor with and without interleaving. In both exam-
ples, consecutive accesses to the same bank will add 1
wait state to the second access, but no wait states to
consecutive accesses to different banks. Irregardless of
the 8207 configuration, there will always be a minimum
1 wait state added without interleaving. Therefore, in-
terleaving is very highly recommended!

Interleaving is accomplished by connecting the 8207’s
BSO, BS1 inputs to the microprocessor’s low order
word address lines. Each consecutive address is then
located in a different bank of RAM. About 90% of
memory accesses are sequential, so interleaving will oc-
cur about 90% of the time in a single port system.

In a dual port system, the advantages of interleaving

. are a function of the number of banks of memory. Since

the memory accesses of the two ports are presumably
independent, and both ports are continuously accessing
memory, the 8207 arbiter will tend to interleave access-
es from each port (i.e., Port A, Port B, Port A, Port B,
... ). If there are two banks of RAM interleaving ‘will
occur 50% of the time and, if there are four banks of
RAM, interleaving will take place 75% of the time(1).
To the extent that a single port generates a majority of
memory cycles, interleaving efficiency will approach
90% as described in the previous paragraph.

NOTE:

1. Don’t get confused here. The paragraph is talking
about interleaving memory requests from both ports,
and their probability of accessing one of the other
banks of RAM where tRP has been satisfied. The
8207 will leave the RAM precharge time out if con-
secutive accesses go to different. banks. The 8207
RAM timing logic does not care which port requests a
RAM cycle.

Optional RAM Banks

Many users allow various RAM array sizes for custom-
er options and future growth. Some care must be taken
during the design to allow for this. Three items should
be considered to permit optional RAM banks.

1-137



AP-285

80286 | TS i TC

I 0

‘1sMHzCLocs<|||||lllr'lillli'l-l ||||i
8207 :

. T1C
s | TC | s |

| 0 o2 13
3

- AP )
_——_\—-_____——_/ DELAY

RAS1

I Ty T2 T3 | T4

8207 | o I 1 } 2 | 3

Configuration C0—No ECC (Read)

80186
8 MHz CLOCKI l I i I | I I I i I | I | I | l I I I I |

4
L

, tRP

-

230822-5

T1 T2 | V3 T4 | T | T2 |

- O
(X9
N

3 4
3 4 l l

RAS1

Configuration C3—No ECC (Read)

| /

2308226

Figure 5. Processor Performance with and without Inierleavlng

The first item is the total RAM size. The 8207 starts a
memory cycle based only upon a valid status or com-
mand and PE active. So some logic will be required to
deselect the 8207 (via PE) when the addressed location
_does not exist within the current memory size. A 7485
type magnitude comparator works well.

The second item to consider is the BSO, BS! inputs.
With one bank of RAM these inputs are tied to ground.
Four banks of RAM require two address inputs. So, if
the design ever needs four banks of RAM, then the
BSO, BS1 inputs must be connected to address lines.
Selecting a non-existant RAM bank is illegal. Figure 6
shows a non-interleaved method.

With designs using interleaving, the least significant
word address lines are connected to the BSO, BS1 in-
puts. With two banks of RAM, A1 from the Intel proc-
essor is connected to BSO. A2 is connected to BS1, but
not allowed to function until four banks are present.
However, A2 must still be used since addresses increase
sequentially. Two possible ways of implementing this
are shown in Figure 7.

The final consideration is for the RAS/CAS outputs.
Remember that when the RBO, RB1 bits are pro-
grammed for two. banks, the RASO, 1 operates in tan-
dem (non-ECC mode/ECC mode—the CAS outputs
also work in tandem). Figure 8 shows the proper lay-
out.

Write Enables—Byte Marks

The write enable supplied by the 8207 cannot drive the
RAM array directly. It is intended to be NAND with
the processor supplied byte marks.in a non-ECC sys-
tem. In error-corrected systems, the write enable output
should be inverted before being used by RAMs. Only
full word read/writes are allowed in ECC systems. The
changing of byte data occurs in the 8206 EDCU.

For sing‘e and dual port systems, the byte mark data
(AQ, BHE) must be latched. The 8207 can (and will)
change the input addresses midway through a RAM
cycle.

Memory Warm-Up and Initialization

After programming, the 8207 performs 8 RAM warm-
up cycles. The warm-up cycles are to prepare the
RAMs for proper operation. If the 8207 is configured
for ECC, it will then prewrite zeros into the entire ar-
ray.

AII'RAS outputs are driven active for these cycles, once
every 32 clock periods. The prewrite cycles are equiva-
lent to write cycles, except all RAS and CAS will go
active, data is generated by the 8206, and the address is
generated by the 8207. ‘
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RAM Cycles/Timings

Tables 12 and 13 of the 8207 Data Sheet show on what
clock edge each of the 8207 outputs are generated.
This, together with the timing waveforms and A.C. pa-
rameters, allows the user to calculate the timings of the
8207 for each of its configurations. To make the job
easier, Tables 14—18 of the 8207 Data Sheet precalcu-
late dynamic RAM timings for each 8207 configuration
and type of cycle. All that is required is to plug in
numerical values for the 8207 parameters.

Write Cycles

The 8207 always issues WE after CAS has gone valid.
These types of cycles are known as “late writes.” The

8207 does this primarily to interface to the iAPX286
processor bus timings. Late writes require separate data
in and data out traces to the RAM array, plus the addi-
tional drivers.

Data Latches

The 8207 is designed to meet data setup and hold times
for the iAPX86 family processors when using a syn-
chronous status interface (see Microprocessor Interface
section). Other types of interfaces will require external
data latches. This is because the CAS pulse is a fixed
length—the user has no control (besides programming
options) over lengthening CAS. When CAS goes inac-
tive, data out of the RAMs will disappear. Asynchro-
nous interfaces should use XACK or LAACK to latch
the data.
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CHAPTER 4

MICROPROCESSOR INTERFACES

The 8207 is designed to be directly compatible with all
Intel iAPX86, 186, 188, and 286 processors. For maxi-
mum performance, the 8207 will directly decode the
status lines and operate off of the processor’s clock.
Additionally, the 8207 interfaces easily to other bus
types that support demultiplexed address and data with
separate read and write strobes.

Bus Interfaces

The 8207 easily supports either an asynchronous or
synchronous command timing. The command timing
can also be adjusted for various processors via the
PCTL pin.

MEMORY COMMANDS

There are four inputs for each port of the 8207 that
initiate a memory cycle. The input pins are WR, RD,
PCTL, and PE. The first three inputs connect directly
to the iAPX 86, 88, 186, 188 S0-S2 outputs, respective-
ly. For the 80286, the same connections are used except
that PCTL is tied to ground. In all configurations PE is
decoded from the address bus. Multibus type com-
mands use the same input setup as the 80286.

COMMAND/STATUS INTERFACE

The status interface for the 80186 and the 80286 differ
both in timing and meaning. The 8207 can be optimized
for either processor by programming the PCTL input
pin at RESET time. S2 in 80186 systems, connects di-
rectly to PCTL. When the processor is reset it drives S2
high for one clock, then tristates it. A pullup resistor to
+ 5 will program the PCTL input for the 80186 status
interface when RESET goes inactive. A pullup is re-
quired only if no component has this pullup intérnally.

To optimize the 8207 for the 80286 interface, PCTL is
tied to ground and not used in 80286 systems. Multibus
commands are similar in meaning to the 80286 status
interface, and are programmed the same way. In Multi-
bus type systems, PCTL can be used as an inhibit to
allow shadow memory. PCTL would be driven high,
when required, to prevent the 8207 from performing a
memory cycle. It would be connected to the Multibus
INH pin through an inverter.

SYNCHRONOUS/ASYNCHRONOUS COMMANDS

Each port of the 8207 can be configured to accept ei-
ther a synchronous or asynchronous (via programming
bits) memory request. Minimum memory request de-
code time (and maximum performance) is achieved us-
ing a synchronous status interface. This type of inter-
face to the processor requires no logic for the user to
implement.

An asynchronous interface is used with Multibus bus
interfaces when the setup and hold times of the memo-
ry commands cannot be guaranteed. Synchronizers are
added to the inputs and will require up to two clocks
for the 8207 to recognize the command. It should be
obvious that better performance will result if the 8207’s
clock is run as fast as possible.

Figure 2 of the 8207 Data Sheet shows various combi-
nations of interfaces. The additional logic for the asyn-
chronous interfaces is used to either lengthen the com-
mand width, to meet the minimum 8207 spec, or to
make sure the command does not arrive too soon before

the address hasstabilized.

PORT ENABLE

The PE inputs serve to qualify a memory request. A
RAM cycle, once started, cannot be stopped. A RAM
cycle starts if PE is seen active at the proper clock edge
and a valid command is recognized. If PE is activated
after a command has gone active and inactive, no cycle
will start.

Types of logic that work well are 74138 and 7485. PE
should be valid as much as possible before the com-
mand arrives because, as the address bus switches and
settles, glitches on PE could either: disqualify a memo-
ry cycle; delay a memory cycle; or start a memory cycle
when none should have. Refer to the Port Interface
Waveforms in the Data Sheet. If Port Enable is not
seen active by the next or same clock edge, no memory
cycle will occur unless the command is removed and
brought active again.
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Back to Back Commands

Holding the RD, WR inputs active will not generate
continuous memory cycles. Memory commands must
go inactive for at least one clock period before another
memory request at that port will be considered valid
Holding the inputs active will not keep the other port
from gaining access to the RAM. The only signal that
can prevent the other port’s gaining access to the RAM
is LOCK. -

Address Inputs (and LOCK)

Two pins control the address inputs on the 8207, MUX
and LEN. Neither are used for single port 8086 based
systems. MUX is used for dual port configurations, and
LEN is used for single and dual port 80286 based sys-
tems. MUX is used to gate the proper ports addresses
to the 8207. If the output is high, Port A is selected. If
it is low, Port B is selected.

.The cross coupled NAND gates, shown in the 8207
Data Sheet (Figure 3), are used to minimize contention
when switching address buses. Use of a single inverter
would have both outputs enabled simultaneously for a
short period. The cross coupled hand gates allow only
one output enabled. o

MUX also allows the single LOCK input to be multi-
plexed between ports. Figure 9 shows how to multiplex _
the LOCK input for dual port systems. See the LOCK
section for more information.

MUX TIMING

The MUX output is optimized by the Port Arbitration
scheme, which is selected in the program word. Figure
10 shows the effects on memory bandwidth with the
different schemes. Port A Preferred optimizes consecu-
tive cycles for Port A. Consecutive Port B cycles have
at least 1 clock added to their cycle time. There would
be no MUX delays for any Port A request.

TO ADDR LATCH A EN

—<) [ocKe
MUX
8207
LOCK - <] LOCKA
TO ADDR LATCH B EN
23082211
Figure 9. Dual Port LOCK Input Circuit
8 MHz
— r !
CMDA \ 1/ 1
|
CMDB !

A

8 X

| A
MOST RECENTLY USED \
B A

230822-12

Figure 10. Port Arbitration Effects -
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The Most Recently Used scheme allows either port to
generate consecutive cycles without any MUX delays.
The first memory cycle for each port would have the 1
clock delay. But all others would not.

With either scheme, if both ports request the memory
at their top speed, the 8207 will interleave the requests;
Port A, Port B, Port A, Refresh, Port B.

LEN

LEN is used to hold the 80286 addresses when the 8207
cannot respond immediately. The 8207 will require a
separate address latch, with the ALE input replaced
with LEN. LEN optimizes the address setup and hold
times for the 8207.

LEN goes from high to low when a valid 8207 com-
mand is recognized, which latches the 80286 address.
This transition of LEN is independent of a memory
cycle starting. The low to high transition will occur in
the middle of a memory cycle so that the next address
will be admitted and subsequently latched.

If Port B is to interface to an 80286 with the synchro-
nous status interface, then LEN must be created using
external logic. Figure 11 shows the equivalent 8207 cir-
cuit for Port B.

LOCK

The LOCK input allows each port uninterrupted access
to memory. It does this by not permitting MUX to
switch. It is not intended as a means to improve
throughput of one of the ports. To do so is at the de-
signer’s risk(1). Obviously, LOCK is only used in dual
port systems. The 8207 interprets LOCK as originating
from the port that MUX is indicating.

NOTE:
1. The 8207 will not mulfunction if this is done. This
is a system level concern. For example, a time depen-
dent process may fail if the other port holds LOCK
active, preventing its access of memory and relinquish-
ing the bus.

LOCK from the 8086 may be connected directly to the
8207 or to the multiplexing logic. The 8207 requires
additional logic when interfaced to an 80286. Figure 12
shows both the synchronous and asynchronous circuit-

ry.

For 16 MHz operation, the 8207 ignores the LOCK
input during the clock period that MUX switched.
During 8 MHz operation, the 8207 will see LOCK as
being active during the clock period when MUX
switches.

The LOCK issued in Multibus bus systems may not be
compatible with the 8207. The 8207 references LOCK
from the beginning of a cycle, while Multibus refer-
ences LOCK from the end of a cycle. The Multibus
LOCK can be used if it meets the 8207 requirements. If
the LOCK timing cannot be guaranteed, then addition-
al logic is necessary. The logic would issue LOCK
whenever a Multibus command is recognized. The
drawback to this is that MUX cannot switch during the
RAM cycle. This would delay the other port’s memory
access by one or two clocks.

DEADLOCK

The designer should ensure that a deadlock hazard has
not been created in the design. The simple interfaces
shown previously will not create a deadlock condition
when the 8207 controls all system memory. If LOCK is
issued by both ports, then the above logic would need
to be modified to remove LOCK.

r
RESET [>- )
PR
R[> o ol
FROM
80286 § cock [> D LEN

V)

230822-13

Figure 11. Port B LEN Circuit
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Figure 13 shows an illustration of the problem with a
single LOCK input. - -

Suppose the 8207 starts a locked string transfer for the
processor.. The Multibus bus port requests a memory
cycle but must wait for the processor to remove LOCK.
But the processor must access Multibus as part of the

locked string transfer. We now have a deadlock. The
solution is to force LOCK inactive whenever an access
is made to non-8207 memory by the processor. By do-
ing this we have now violated the purpose of LOCK,
since the Multibus port could change data. Another
solution is to ensure that locked data does not exist in
physically separate memory.

82284
RESET D.ﬁ
READY ,

CLK

[o]
JPRa o PR o= Tock

ALE —> —

82288
P —_:[>w— kK @

80286

LOCK

230822-14
Figure 12a. Synchronous Interface
80286
Tock
o ™ g b ™ ofb—» ok
82288
ALE cr O —D"""‘> cr @

82284

RESET

READY

230822-15

Figure 12b. Asynchronous Interface
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LOCK
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]
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I\ 3
2
230822-16
Figure 13. Single LOCK Input Circuit
8207 Acknowledges Output Data Control
The 8207 in non-ECC mode has two active acknowl- NON-ECC

edges per port, AACK and XACK. The AACK output
is configured into either an “early” or “late” AACK
based on the SA, SB bits in the program data word. In
ECC systems there is one Acknowledge per port, and it
is_configured to any one of the three (EAACK,
LAACK or XACK) by the programming bits.

The AACK pin is optimized for either the 80286 or the
8086, based upon the CFS programming bit (fast =
80286; slow = 8086). XACK conforms to the Multibus
bus specification. XACK requires a tri-state buffer and
must not drive the bus directly.

In synchronous systems, XACK will not go active if
the memory command is removed prior to the clock
period that issues XACK. In asynchronous systems,
the AACK pin can also serve as an advanced RAM
cycle timing indicator.

Data out, in synchronous systems, should not have to
be latched. The 8207 was designed to meet the data
setup and hold times of Intel processors, the 8086 fami-
ly, and the 80286. In asynchronous systems, the 8207
will remove data before the processor recognizes the
Acknowledge (LAACK or XACK). In these systems,
the data should be latched with transparent type latch-
es (Intel 8282/8283).

In single port systems, Intel processors supply the nec-
essary timing signals to control the input or output of
data to the RAMs. These control signals are DEN and
DT/R. Refer to the microprocessor handbook for their
explanation. If these signals are not available, then
PSEN and DBM provide the same function. They can
be used directly to control the 8286/8287 bus drivers of
the 8207.

Because of the single set of data in/out pins of the
RAMSs, data must be multiplexed between the two
ports in dual port systems. The 8207 provides two out-
puts for contention-free switching. PSEL operates the
same as the MUX output, in that a high selects Port A
and a low selects Port B. PSEN acts to enable the se-
lected port. The timing is shown in the 8207 Data
Sheet, Port Switching Timing section.

The easiest means of using PSEL and PSEN is shown
in Figure 14. At no time will both ports be enabled
simultaneously.

PSEL | >

PORT A

PSEN >

PORT B

> o

230822-17

Figure 14. PSEL and PSEN Interface Circuit
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Data Bus—Single Port

Recall that the 8207 always performs a late write cycle
and that this requires separate data in and out buses.
One option for the data bus is shown in Figure 3 of the
8207 Data Sheet. It requires separate data in and out
traces on the processor board.

The second option is to keep the processor’s combined
data, but separate the data at the 8207 RAM. This is
shown in Figure 15. k

Data Bué—DuaI Port

NON-ECC

The multiplexed data of the 8207 RAM must be kept
isolated so that an access by one port does not affect
. another port. Figure 16 illustrates the control logic.

RAM
ARRAY
‘;—c OE | 'S240(2) —ﬁ OE  'S240(2)
L [ J
DBM D——->v——‘ :
TO uP DATA
BUS
‘ i 230822-18
Figure 15. Data Bus Circuit
. RAM
PORTB . ARRAY PORT A
. S } | | ]
Y Y
v 8
$ DATA IN b4
E OE E
M M
8 ’ DATA OUT B
) u
g OE s
"DBM
3 g_—D"D"
»——:j 8 p——
H
s s——H >
R 230822-19

Figure 16. Dual Port Data Bus Control Circuitry
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CHAPTER 5

8207 WITH ECC (8206)

This section points out the proper control of the 8206
EDCU by the 8207.

The 8207 performs error correction during read and
refresh cycles (scrubbing), and initializes memory after
power up to prevent false errors from causing inter-
rupts to the processor. Since the 8207 must refresh
RAM, performing scrubbing during refresh allows it to
be accomplished without any additional performance
penalty. Upon detection of a correctable error during
scrubbing, the RAM refresh cycle is lengthened slightly
to permit the 8206 to correct the error and for the cor-
rected word to be rewritten into memory. Uncorrect-
able errors detected during scrubbing are ignored, since
the processor may never access that memory location.

Correctable errors detected during a memory read cy-

cle are corrected immediately and wntten back into
memory. '

Synchronous/Asynchronous Buses

The many types of configurations that are supported by
the 8207/8206 combination can be broken down into

two classes: ECC for synchronous or for asynchronous .

buses.

In synchronous bus systems, performance is optimized
for processor throughput. In asynchronous buses, per-
formance is optimized to get valid data onto the bus as
quickly as possible (Multibus). While possible to opti-
mize the 8207/8206 for processor throughput in Multi-
bus systems, it is not Multibus oompatlble The per-
formance optlmlzatlon is selected via the XA/XB and
SA/SB programming bits.

When optimized for processor throughput, an ad-
vanced acknowledge (AACK—early or late) is issued
at some point (based on the type of processor) so that
data will be valid when the processor needs it.

When optimized for quick data access, an XACK is
issued as soon as valid data is known to exist. If the
data was invalid (based on the ERROR flag), then the
XACK is delayed until the 8206 corrects the data and
the data is on the bus.

The first example is known as “correct always” mode.
The 8206 CRCT pin is tied to ground and the 8206
requires time to do the correction. Figure 17 shows this
implementation. The quick data access method is
known as “correct on error.” The CRCT pin is tied to
the R/W output of the 8207. When CRCT is high, the
8206 does not do correction, but still checks the data.

ADDR |

WE ______DOW_ ARRAY

RAM

A0 DI

sT8

+5
. 3 DI CBI DO
8207 DBM | 3
wz ]’
ERROR ' |- 22
CcE ] 6
RW 16
PSEN FWR
ERROR
CE_ —
RIW Wz

BHE [>- —[
-l_g BMO 1

XCVR

230822-20

Figure 17. 8206 Interface to the 8207
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This delay is typically half of the first. If an error hap-

pens, the cycle becomes a RMW and XACK is delayed

slightly so that data can be corrected.

The correct on error mode is of no real benefit to non-
Multibus users. The earliest acknowledge (EAACK) is
delayed by one clock to-allow for the delays through
the 8206 Thls imposes a 1 wait state delay.

Byte Marks

The only real difference to the 8207 system when add-
ing the 8206 is the treatment of byte writes. Because the
encoded check bits apply only to a whole word (includ-
ing check bits), byte writes must not be permitted at the
RAM. Instead, the altering of byte data is done at the
8206. The byte marks previously sent to RAM are now
sent to the 8206. These byte marks must also qualify
the output enables of the data drivers.

The DBM output of the 8207 is meant to be nanded
with the processor’s byte marks. This output is activat-
ed only on reads or refreshes. On write cycles, this out-
put stays high which would force the 8206 byte mark
input low. When low, the internal 8206 data out buffers
are tristated so that new data may be gated into the
device.

Read Modify Writes—ECC

A RMW cycle occurs whenever a processor wants to
do byte writes or when the 8207 has detected an error
during read or refresh (scrubbing) cycles. A byte write
is detected by the FWR input to the 8207 and is based
on the processor supplied byte marks.

At the start of a RMW cycle, DBM stays high, which,
when qualified with the byte marks, will enable the data
out. buffer of the 8206 for the unmodified byte, and
tristates the buffer for the new byte; R/W is high,
which tells the 8206 to do error detection and correct-
ing (if CRCT is low). The 8206 can latch data and
check bits from the RAM via the STB input, but the

!

8207 does not use this feature. Instead, the 8207 keeps
CAS active the entire length of the RMW cycle to hold
data at the 8206. The new byte data from the processor
goes to the 8206 and to the RAM. The 8207 would
have corrected any errors just read, so the old and new
bytes of data, plus their check bits, are available at the
RAM, and the 8207 generates a write pulse. The data
driver for the unmodified byte must not have been en-
abled, otherwise erroneous data would be written to
RAM and possibly made valid (if it was stable) by the
8206.

Data Buffer Control—ECC

The control of the data buffers is essentially the same as
in non-ECC systems, with a few exceptions. The proc-
essor’s byte marks must now qualify the output enable
logic. The reason was described earlier in the RMW
section. This applies to both single and dual port con-

'figurations. A refresh cycle outputs all the control sig-

nals that a read cycle will, except for an acknowledge.
If complete buffer control is left to the 8207, then it
would occasionally (during refreshes) put data on the
processor bus. The DEN and DT/R signals must be
qualified by the PE input. PE would have to be latched
for the entire cycle by PSEN.

Test Modes

Neither of the two test modes of the 8207 are to be used
in a design. Both test modes reset the refresh address
counter to a specific value, which interrupts the refresh
sequence and causes loss of data.

In error corrected systems, a reset pulse causes the

" 8207/8206 to write over the entire RAM array. Test

Mode 2 appears to bypass the prewrite sequence. But,
the refresh counter is reset to a value of 1F7 (H). So,
besides interrupting the refresh sequence, the 8207 still
prewrites the 8 locations specified by the counter.

To not overwrite the RAM data, the 8207 RESET will
have to be isolated from the system reset logic in ECC
systems.
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APPENDIX A
8207 PERFORMANCE

The following performance charts were based upon
Figure 3 in the 8207 Data Sheet. The charts show the
performance of a single cycle with no precharge, re-
fresh, port switching, or arbitration delays.

The read access calculations are: the margin between
the 8207 starting a memory cycle to data valid at the
processor — 8207 RAS or CAS from clock delay —
DRAM RAS or CAS access — 8286 propagation delay
— processor set-up.

Assume the RAS/CAS drivers are loaded with 150 pF,
and the 8286 is driving a 300 pF data bus.

80286 (example)
RAS Access:

80186 (example)
CAS Access:

8207 Performance (EDC synchronous status interface)
Table 5a. Wait States for Different .P and RAM Combinations

3TCLCL — 8207 TCLRSL — 2118

tRAC — 8286 TIVOV — 80286 t8

= (3)62.5 — 35 max — 100 max —

22 - 10
= 20ns

2 TCLCL -

8207 TCLCSL

DRAM tCAC — 8286 TIVOV —

80186 TDVCL

= (2)125 — 115 max — 85 max —

22 — 20
=8ns

Walit States at
Full CPU Speed RAM Speed
CPU Freq 100 ns 120 ns 150 ns 200 ns
1-RD, WR 1-RD, WR 2-Read ’
3-Byte WR 3-Byte WR 1-Write
80286 8 MHz Co®d) co 3-Byte WR Not.
c2 Compatible
with RAM
80186 1-RD, WR 1-RD, WR 1-RD, WR Parameters(1)
8086 /,88-2 8 MHz 3-Byte WR 3-Byte WR 3-Byte WR
C4 C4 C4
- 1 1 1 1-RD, WR
8086/88 5 MHz C6 cé cé 3-Byte WR
C4
" Table 5b. 1P Clock Frequency for Different uP and RAM Combinations
Maximum Frequency for
One Wait-State(4) RAM Speed
CPU Freq 100 ns 120 ns 150 ns 200 ns
7.3 MHz 6 MHz
80286 8 MHz co co
80286, 7 MHz
8086/88-2 8 MHz Full Speed c4
8086/88 5 MHz
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8207 Performance (Non-EDC synchronous status interface)
Table 6a. Walit States for Different uP and RAM Combinations

Wait States at
Full CPU Speed RAM Speed
CPU ‘Freq 100 ns 120 ns 150 ns 200 ns

0 1-Read 1-Read Not

80286 8 MHz co® 0-Write 0-Write Compatible

C1 c1 - , with

80186, 0 0 02 RAM

8086/88-2 8 MHz c3 c3 c3 Parameters(1)
0 0 0 0

8086/88 5 MHz c3 c3 . c3 . c3

Table 6b. P Clock Frequency for Different P and RAM Combinations

Maximum Frequency for
No Wait-State(4) RAM Speed

CPU Freq 100 ns 120 ns 150 ns 200 ns
80286 8 MHz 7 MHz 6 MHz 5.3 MHz
80186,
8086/88-2 8 MHz Full Speed 7MHz
8086/88 5 MHz ‘

NOTES: |

1. The DRAM tRAH parameter is not satisfied.

2. 150 ns 64K DRAMSs with tCAC = 100 ns won’t run with 0 wait-states.

3. Numbers in lower right corners are the programmed configurations of the 8207.
4. To meet read access time.

8207 Performance (MULTIBUS Interface)

This is an asynchronous, command interface. Worst case data and transfer acknowledge (XACK #) delays. Including
synchronization and data buffer delays, are:

Table 7a. Non-EDC System

RAM Speed
100ns 120 ns 150 ns 200 ns
Data Access Time 289 ns 299 ns 322 ns 380 ns
XACK# Access Time o . 333 ns ‘ ) ' 450 ns
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Table 7b. EDC System
RAM Speed
100 ns 120 ns 150 ns 200 ns
" 359 ns 369 ns 392ns 450 ns
Data Access Time (Read) (324 ns)(1) (334 ns) (357 ns) (415 ns)
400 ns-RD, WR 520 ns-RD, WR
XACK# Access Time 588 ns-Byte Write 806 ns-Byte WR

NOTE:
1. Numbers in parentheses are for when 8206 is in check-only mode (8206 doesn’t do error correction until after an error is
detected).

\
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CHAPTER 1

1.1 INTRODUCTION

A designer of microprocessor based memory systems
has two basic types of devices available to implement
random access memory - Static RAMs (SRAMs) or
Dynamic RAMs (DRAMs). SRAMs are easy to use,
but are comparitively expensive. DRAMs have four
times the density of static RAMs, come in smaller
packages, consume less power, and cost less per bit. On
the other hand, DRAMs require complex support func-
tions, which SRAMs do not, including

— address multiplexing
— timing of address and control strobes
— refreshing, to preserve memory contents

— arbitration, to decide when refresh cycles will be
performed vs read/write cycles.

The circuitry required to perform these functions is
complex, takes up board space, and initially appears to
offset the advantages of DRAMs.

The 82C08 CHMOS DRAM controller provides a
highly integrated solution. In addition to performing
refreshes, address multiplexing, and control timings, it
supports memory bank interleaving for allowing pipe-
lined accesses. The functions are programmable which
allow designers to customize their systems. The 82C08
DRAM controller interfaces 100 ns DRAM:s to an 10
MHz 80286 processor without introducing wait states.
It can also interface a 10 MHz 80186 to 120 ns
DRAMS. In addition, the 82C08 supports both power
down and battery back up modes, making it useful for
low power or portable systems.

1.2 INTRODUCTION TO DYNAMIC
RAMS

This section gives a brief introduction to the interfacing
requirements of DRAMs. Those who are familiar with
DRAM concepts may wish to skip it.

1.2.1 Addressing

The 16 K DRAM can be pictured as a two dimensional
array of single bit storage cells, with 256 rows and 256
columns. Each bit of the DRAM is individually ad-
dressable. Therefore, a 64K DRAM requires'16 address
lines. In order to reduce the number of address pins
required, DRAMs time multiplex the addresses into

two halves, over the same pins. Thus a 64K DRAM
requires only 8 address input pins. The first address is
called row address and the second called the colum
address. The row address is latched internally by the
DRAM on the falling edge of RAS (Row Address
Strobe) and the column address is latched by the falling
edge of CAS (Column Address Strobe).

1.2.2 Memory Cycles

The Dynamic RAMs support four different memory
cycle types - read, write, read-modify write and RAS
only refresh. Whether data is read or written during a
memory cycle is determined by the RAM’s Write En-
able control input (WE). Data is written only when
Write Enable is active.

During read cycles, the CAS, in addition to latching the
column address, enables the RAM data output when
active, assuming RAS is also active. When only the
RAS is active, the data outputs are tristated. This fea-
ture allows multiple Dynamic RAM outputs to be tied
together.

During write cycles, the write data is latched internally
by the falling edge of CAS or WE, which ever occurs
last. If write enable goes active before CAS (Early
Write), write data is latched by the falling edge of CAS.
If WE goes active after CAS (Late Writes), the write
data is latched by the falling edge of WE.

Late writes are useful in some systems where it is neces-
sary to start the cycle as quickly as possible, by activat-
ing CAS, to maximize performance, but the CPU can-
not get the write data to the DRAM:s early enough to
be latched by CAS. By delaymg WE, more time is al-
lowed for write data to amve at the DRAMs.

When late writes are performed by activating CAS ear-
lier than WE, E, there exists a period dunng which CAS is
active but WE is inactive. This is decoded by the
DRAMs as a read cycle and it enables its data output.
So, if “late write” memory cycles are performed, the
data inputs and the data outputs must be electrically
isolated from each other to prevent bus contention. If
no late writes are performed, the data inputs and the
data outputs may be tied together at the RAM to re-
duce the number of board traces.
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1.2.3 Refresh

One unique requirement of Dynamic RAMs is that
they have to be refreshed in order to retain data. This
becomes evident by examining how the DRAMs are
implemented. DRAMs achieve their high density and
low cost by employing a single transistor and capacitor
pair for storing one bit of information. The presence (or
absence) of a charge on the capacitor indicates that the
bit is set to a one. This capacitor is selectively accessed
for reading or writing by enabling its associated transis-
tor. Unfortunately, if left for very long, the charge will
leak out of the capacitor and the data will be lost. To
prevent the loss of data, eachbit cell must be periodi-
cally read, the charge on the capacitor amplified, and
the capacitor recharged to its initial state. The circuitry
which does this amplification is called a ’sense amplifi-
er’. Typically, most DRAM:s have to be refreshed every
2 ms, to prevent loss of data.

Each column in the DRAM has its own sense amplifi-
er, so refresh can be performed on an entire row at a
time. Thus, for a 16K DRAM configured as 128 Rows
by 128 columns, it is only necessary to refresh 128 rows
every 2 ms. The 256K and the 64K DRAMs are imple-
mented such that their refresh requirements are identi-
cal to the 16K DRAMs (i.e. 256 rows every 4 ms).

Refresh can be performed by a special cycle called a
RAS only refresh. Only the row address for the row to
be refreshed is sent. During RAS only refresh cycle, the
.CAS is never activated, and no data is read or written.
Any memory operation will also refresh the row ac-
cessed. So if the application can ensure that the entire
memory array will be accessed within 2 ms, then no
special refresh cycle is necessary.

Three commonly used refresh techniques are
1. Distributed Refresh

2. Burst Refresh
3. Hidden Refresh

1. Distributed Refresh

- The Distributed Refresh technique takes advantage of

the fact that as long as every row is refreshed every 2

ms the distribution of the individual refresh. cycles is

unimportant. In the distributed refresh mode, the re-

fresh cycles are performed approximately once every 15

microseconds. This satisfies the refresh requirement of

DRAMs while reducing the time the read and write

cycles are delayed due to refresh (maximum delay is
one memory cycle plus the RAS precharge delay).

2. Burst Refresh

Burst Refresh means waiting almost 2 ms from the last
time the refresh was performed, then refreshing the en-
tire memory with a burst of 128 refresh cycles. The
advantage of this method is that there is a known peri-
od of time when no refreshes are being performed that
could delay the memory read or the memory write cy-
cles. On the other hand, the disadvantage is that during
the time the refreshes are being performed no read or
write cycles can be performed.

3. Hidden Refresh

Hidden Refresh is also called “transparent refresh”.
This takes advantage of the fact that many microproc-
essors wait a fixed period of time to decode the first
opcode of an instruction after fetching it. This time is'
necessary to determine what to do next and may be
sufficient to complete a refresh cycle. If the status lines
of the processor can be examined to determine which
cycles are opcode fetches, a refresh cycle can be imme-
diately performed. In this way, the refresh cycles never
interfere with read or write cycles, and so appear trans-
parent to the microprocessor. This method has the dis-
advantage that, if ever the microprocessor stops fetch-
ing opcodes for long periods of time, as would be the
case during DMA transfers, no refresh cycles will oc-
cur, and the data will be lost.

ADDRESS X

ROW X

RAS/

CAS/

DIN

DOUT seecceccnncenccncsanccnssancasnans

206039-1

Figure 1.1 RAS-Only Refresh
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1-165




intel

82C08 USER’S MANUAL

CHAPTER 2

PROGRAMMING INFORMATION
OVERVIEW

The 82C08 Dynamic RAM controller is intended to
support a wide variety of processor and memory config-
urations. Many of the 82C08’s features can be tailored
to a given system by means of a serial programming

pin. This pin can be strapped either high or low to-

select one of two default modes or be programmed by

means of an external shift register. The external shift

register is completely controlled by the 82C08, thereby
eliminating the need for local processor support. Nine
bits are shifted into the 82C08 to configure up to nine
different features. The bits are arranged in the order of
increasing importance, using a shift register with less
than nine bits permits optimization by programming
just those features needed by the application.

Programmable features of the processor interface in-
cludes the choice of specifying either synchronous or
asynchronous interface and clock compensation. The
terms synchronous or asynchronous are conventionally
applied to DRAMs depending on whether it exists in a
local or a remote environment. In the case of the
82C08, the synchronous operation refers to the case
when the incoming commands arrive with a fixed refer-
ence to the controller’s clock while asynchronous oper-
ation refers to the case when the commands arrive with
no particular relationship to the controller’s clock. The
major difference between synchronous and asynchro-
nous operation is that, in the case of asynchronous
commands, the controller must first synchronize the
incoming commands to its own internal clock. From
that point on, the asynchronous operation and the syn-
chronous operation are handled identically. The fastest
synchronization time of the 82C08 is one clock cycle,
while the slowest synchronization can take up to two
clock cycles. As the processor typically requires four or
fewer clock periods to complete a cycle, adding a clock
for synchronizing reduces the access time by approxi-
mately 25% (provided both the processor and the
82C08 operate at the same clock frequency). Synchro-
nous controllers are therefore always preferred when
the environment permits them. At the RAM interface,
the user can specify fast or slow memory chips, indicate
bank configuration and select the optimal refreshing
schemes.

2.1 PROCESSOR INTERFACE OPTION

The port control input pin (PCTL) programs the
82C08 to either accept the standard demultiplexed RD
and WR inputs, or directly decode the status outputs of

Intel’s iAPX 86, 88, 186 and 188 type processors. The
state definitions of the status lines and their timings,
relative to the processor clock, differ for the 8086 fami-
ly and the 80286 processor. Tables 2a, 2b and 2c. illus-
trates how the 82C08 interprets these inputs, following
the programming of the PCTL pin. The 82C08 broadly
classifies all processor interfaces into two categories.

— status interface (8086/186 status lines)

— command interface (80286 status or Multibus Bus
command)

Table 2a. 80186 Bus Cycle Status Information
2 | §1 Bus Cycle Initiated

S2 S1 S0

Interrupt Acknowledge
Read 170
Write 1/0
Halt
Instruction Fetch
Read Data From Memory
Write Data From Memory
Passive

aa00~2—m00
2“0—20—0=0O

. Status Interface: If PCTL is sampled high following

the inactive edge of reset, the 8086 status interface is
selected, which allows direct decoding of the 8086/186
microprocessor status lines. As the status lines are acti-
vated one clock before the command lines, memory cy-
cles can be initiated earlier. This is the only mode that
enables zero waitstate memory accesses.

TABLE 2b. 80286 Bus Cycle Status Information

MIO | §1 | SO Bus Cycle Initiated
1 0 0 | Halt Shut Down
1 0 1 Read Data From Memory
1 1 0 Write Data To Memory
1 1 1 None. Not a Status Cycle

TABLE 2c. 82C08 Response

82C08 Command Function

PCTL | RD | WR | 8086/80186 80286
0 o' o IGNORE IGNORE
0 0 1 IGNORE READ

) 1 0 IGNORE WRITE
0 1 1 IGNORE IGNORE
1 0 0 READ IGNORE
1 0 1 READ INHIBIT
1 1 0 WRITE INHIBIT

1-156



intel

82C08 USER’S MANUAL

Command Interface: If the PCTL pin is low at the end
of reset, the command interface is selected. The status
lines of the 80286 are similar in code and timing to the
Multibus Bus command lines. Command interface
should be selected when interfacing to 8086/186 com-
mand lines or the command lines of the Muitibus Bus,
or the status lines of the 80286 processor. When inter-
facing to the 80286 in the status synchronous mode, the
82C08 directly decodes the status lines to respond to
memory requests faster. This allows memory accesses
to be performed without incurring wait states.

2.2 PROGRAMMING WORD

The 82CO08 requires additional information regarding
the type of interface (synchronous/asynchronous),
clock rate, speed of dynamic RAMSs, in order to opti-
mize its performance. The 82C08 obtains this informa-
tion via the PDI pin. The 82C08 may be programmed
by using an external shift register with asynchronous
load capability such as the 74HC165. The reset pulse
serves to parallel load this shift register. The 82C08
provides the clocking signal via the multiplexed
WEPCLK pin, to shift the data into the PDI program-
ming pin. Nine program data words are read in. The
first ‘serial data input corresponds to PDO bit and the
ninth bit shifted in corresponds to the PD8 bit of the
program data word.

The PDI input pin can be strapped either high or low
to select one of two default modes. By strapping the
PDI low, a default of all zeroes is selected. This default
mode configures the 82C08 to interface a 8 MHz 80186
(8088, 8086, 80188) to 150 ns DRAMSs or a 10 MHz
80186 to 120 ns DRAMSs without introducing wait
states. By strapping the PDI input high, a default of all
ones is selected. When configured in this mode, the
82CO08 interfaces a 8 MHz 80286 to 120 ns DRAMs or
a 10 MHz 80286 to 100 ns DRAMs without introduc-
ing wait states. An external shift register is not required
if the system timing requirements are satisfied by the
default mode.

The PDO bit determines if the 82C08 is configured to
support the 8086, 80186, 80188, 8088 .systems or a
80286 system. When interfacing to the 8086, 8088,
80186, 80188 microprocessors, the 82C08 is said to be
operating in the slow cycle mode, and when interfacing
to the 80286, it is said to be operating in the fast cycle
mode. In the slow cycle mode the 82C08 operates at the
same clock frequency as the processor (8 MHz 82C08
for an 8§ MHz 80186). When configured in the fast cycle
mode, the 82C08 operates at twice the clock frequency
of the processor (16 MHz 82C08 for an 8 MHz 80286).
The remaining bits PD1-PD8 are then programmed to
optimize the 82C08’s outputs for the selected configu-
ration.

2.2.1 Programming for 80186/8086
Mode (Slow Cycle)

If the first program data bit PDO is set to a logic zero,
the 82CO08 is configured in the slow cycle mode
(8088,8086), wherein, it is programmed to operate at a
maximum clock frequency of up to 10 MHz. When
interfacing to 10 MHz 80186 processors, 120 ns
DRAMs must be used to satisfy the timing require-
ments and to ensure proper memory operation. When
the 10 MHz 82CO08 is programmed in the default mode,
the resulting refresh rate is 11.8 micro-seconds.

If the system design requirements are different from the
default configuration, then the 82C08 has to be pro-
grammed to support the desired mode, via an external
shift register such as the 74HC165. The program data
bits PD1 - PD8 have different polarities based on the
logic level of PDO (see Table 2c.1.). For example, if
PDO is set to a logical zero and PD1 is set to a logical
one, then the asynchronous processor interface is se-
lected. On the other hand, if PDO is set to a logical one
and PD1 is set to a logical one, then the synchronous
processor interface is selected (Refer to Table 2c.1:1f
PDO = 1and PD1 = 1,then S = 1and S = O this
implies synchronous mode). This ensures that the same
options are available for both default configurations.
Table 2¢.1. Program Data Word

Program
Data Bit

PDO = 0(PDO = 1| Polarity/Function

PDO CFS CFS |CFS = 0 Slow Cycle

CFS = 1 Fast Cycle |:

PD1 [ S |S = 0Synchronous

S = 1 Asynchronous

RFS = 0 Fast RAM
RFS = 1 Slow RAM

PD2 RFS RFS

CASE 1

The example considered below deliberately assumes a 7
MHz 80186 processor to illustrate the manipulation of
the CIO and CI1 bits to arrive at the optimal refresh
rate. Additionally, a single bank memory system is be-
ing considered to emphasize the fact that, in the slow
cycle mode of operation, consecutive accesses to the
same bank will not result in additional wait states.

Processor 80186
Processor Clock 7 MHz
82C08 Clock 7 MHz
DRAM Speed 150 ns
Processor Interface synchronous
Number of Banks 1

(DRAMS require 256 rows refreshed every 4 millisec-
onds)
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Given the processor, clock frequency and the DRAM
speed, the only remaining requirement is to arrive at
the corresponding program data word. Referring to Ta-
ble 2.e for the case described above (7 MHz 80186),
CFS’ should be set to a zero to indicate that the 82C08
is interfacing to a 8086 type processor and ’FFS’ must
be set to a one as the processor frequency is 7 MHz
(Referring to Table 2.e. in the 82C08 data sheet, clock
frequencies greater than or equal to 6 MHz are consid-
ered fast). ’CFS’ and 'FFS’ correspond to PDO and
PD7 bits in the program data word. Therefore, PD0 =
0 and PD7 = 0. (Referring to Table 4a in the 82C08
data sheet, for PDO = 0, PD7 = FFS/ = 1/ = 0.)

The remaining bits are arrived at, as shown below.
PD1 = 0; synchronous

PD2 = 1; This bit reflects the speed of the DRAMs.
120 ns DRAMs are considered fast when in-
terfacing to 8 MHz 80286 while 150 ns
DRAMs are considered slow. 100 ns
DRAMs are considered fast for 10 MHz
80286. When programmed in the slow cycle
mode, this bit can be set to any value as the
same no waitstate performance is achieved
by using either the 150 or the 120 ns
DRAMs. The processor clock frequency de-
termines the speed of the DRAMs.

PD3 = 1; This case assumes single bank. (Referring to
Table 2.d, RB = 0. When PDO = 0, PD3
=RB=0=1)

To calculate CI1 and CIO bits refresh interval should be

Refresh Interval: < 4/256000 < 15.6 mxcroseconds
Clock period = 143 ns
Clock period X count interval < 15.6 microseconds.

The refresh rate should be selected such that the re-
freshes are performed often erough to satisfy DRAM
requirement, without performing refreshes more often
than necessary as there is no benefit. The optimal count
interval, for the case when CFS = 0 and FFS = 1 is
achieved by setting CI0 and CI1 as zero and one re-
spectively and PLS’ to a one. The resulting count inter-
val is 106, and resulting refresh rate is 15.16 us. The

program data word for the case above is summanzed in

_Table 2e. Microprocessor Clock

and Frequency Option

Program Bits Processor | Clock Freq
CFS | FFS- '
0 0 iAPX 86, <5MHz
88, 186, 188"
0 1 iAPX 86, >6MHz
88, 186, 188
1 0 iAPX 286 <10 MHz
1 “IAPX 286 210 MHz,

Table 2f. Refresh Count.Interval

P::;d crs|pLs|Frs Count Interval Cl0, C1
. 00 | 01 10 1
156 | 0 | 1 1) 118 |106| 94 | 8.2
cio|cit | COUM | Retresh Rate
0 0 118 118X143 ns=16.874>15.6 us
0 1 106 106X143 ns=15.168<15.6 us
1 0 94 94X 143 ns=13.442<15.6 us
1.1 ] 82 |82x143ns=11.726<156ps
Table 2g. Program Data Word
Program | Level
Data Bit
PDO 0 ;Synchronous Interface
PD1 0 ;DRAM speed
PD2 1 ;0r 0 (Don’t care term for status mode.)
PD3 1 ;Single Bank
PD4 0;Cihh
PD5 | 0;Cl0 }
PD6 0;PLS = 1,PLS/ =1/ =0
PD7 0 ;Fast CPU Frequency
-0 ;Advanced Early Acknowledge

PD8

Table 2.g.
" Table 2d. Bank Selection and Decoding
Program | Bank 82C08
BitRB | Input RAS, CAS Allocation
0 0 RAS0,1, CAS0,1 to Bank 0
0 1 | llegal '
1 ) RAS0, CASO0 to Bank 0
" 1 RAS1, CAS1 to Bank 1
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2.2.2 Programming for 80286 Mode
(Fast Cycle Mode)

If the first program bit (PDO) is set to a one, the 82C08
is configured to support iAPX 286 systems. In this con-
figuration the 82C08 can operate at frequencies up to
20 MHz. When interfacing to 10 MHz 80286 proces-
sors, 100 ns DRAMs must be used to satisfy the timing
requirements and to ensure proper memory operation.
When the 20 MHz 82C08 is programmed in the default
mode, the resulting refresh rate is 11.8 microseconds.

If the system requirements are different from that ob-
tained through the default configuration, the 82C08 has
to be programmed via an external shift register to tailor
the 82C08’s outputs to meet system timing require-
ments.

Case 2

The example considered below assumes a 5 MHz 286
processor interfacing to the 82C08 in the status syn-
chronous mode. 150 ns DRAMs were selected to high-
light that when slower DRAMs are used, the processor
frequency has to be reduced to permit zero waitstate
memory accesses.

Processor 80286
Processor Clock 5 MHz
82C08 Clock 10 MHz
DRAM Speed 150 ns
Processor Interface Synchronous

Number of Banks 2

For this example, the default configuration will not sat-
isfy the DRAM’s refresh timing requirement. In the
default mode the *CFS’, *’FFS’ and 'PLS’ are all set to
ones and the corresponding count interval would be
236 clock periods (Refer to Table 6, 82C08 Data
Sheet). At 10 MHz, the resulting refresh rate would be
23.6 (236 X 100) microseconds which would violate
the refresh requirement of the DRAMs and result in
loss of data.

Referring to Table 2e. for the 5 MHz 80286 synchro-
nous microprocessor interface, CFS must be a 1’ and
FFS’ must be a zero. This translates to PDO = 1 and
PD7 = 0.

The remaining programming bits are arrived at, as fol-

lows:

PD1 = 0; Synchronous Interface } ‘

PD2 = 1;Slow RAM, only 120 ns access time
. DRAMs are considered fast

PD3 = 1; Two Banks, RASO/, CASO/ to BankO,
RASTI and CASI to Bankl

The dynamic RAMs considered in this example require
refreshing 256 every 4 ms. The refresh rate chosen by
appropriately programming CIO, CI1 and PLS, should
be as close to the refresh rate of 15.6 microseconds as
possible.

For the case under consideration

Clock Period = 100ns (As the clock input into the
Controller is 10 MHz).

CFS = 1; Fast Cycle (80286 processor)
FFS = 0; Slow CPU Frequency as it is less
than 6 MHz
PLS = 1; to support refreshes every 15.6 us
Ref F Count interval
Period | °FS | PLS | FFS 00 (01| 10| 11

15.6 1 1 0 | 148|132} 116 | 100

We have four choices for the count‘ interval.

CI0 | Cl0 | COUNT INTERVAL | REFRESH RATE
0 0 100X 146 ns 14.6 pus
0|1 100X132ns 13.2 us
1 0 100X116 ns 11.6 pus
1 1 100X 100 ns 10.0 us

The optimal refresh rate is achieved by setting both CIO
and CI1 to zeroes. .

Two types of memory acknowledge signals are provid-
ed by the 82C08. They are the advanced acknowledge
(AACK) or the transfer acknowledge (XACK). The
PD1 (Synchronous/asynchronous) bit optimizes the
AACK for synchronous (EAACK) or asynchronous
(LAACK) operation. The transfer acknowledge is a
Multibus Bus compatible signal. For the example con-
sidered, the program data bit PD8 should be set to a
logic one, as the processor interfaces synchronously to
the DRAM controller. The resulting program data
word for this example is summarized below.
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" Table 2h. Data Word — METHOD 1
Program Level — METHOD 2
Data Bit
.3.1 Method 1

PD1 1; Synchronous Interface .
PD2 0; Slow Ram (120 ns DRAMs Given that a decision has already been made regarding

are considered Fast) the speed of the microprocessor and the DRAMs, then

T, the only remaining requirement is to program the

PD3 1; Two Memory Ba:nks 82C08 and to evaluate the resultmg performance. The
PD4 1; Count Interval Bits programming was covered in the’PROGRAMMING-
PD5 1; To achieve a refresh WORD’ section. As an illustration consider the follow-

rate of 14.8 microseconds ing example.
PDé6 1; Long refresh period,

‘DRAMs require 256 rows/4ms Case 3:
§D7 0; ;l_xgr;quency, < 6 MHz Processor 80286

D8 L; Processor Clock 8 MHz
When programmed in this mode, the 82C08 is config- 82C08 Clock 16 MHz
ured in the CO configuration, wherein memory accesses DRAMs 150 ns
do not incur wait states. ‘ Process Interface  Status synchronous
(Requires EAACK).

2.3 PROGRAMMING OPTIONS

- In the slow cycle mode of operatlon (8086 type proces-

sors) only one configuration is supported (C2). The op-

tions available to the user are the following:

1. Synchronous or Asynchronous processor interface.

2. In the Asynchronous mode there exists a choice of
selecting either LAACK (late advanced acknowl-
edge for command interface) or XACK (transfer ac-
knowledge for Multi Bus type interface). In the syn-
chronous mode of operation only EAACK is gener-
ated.

3. Programming the rate at which refreshes are per-
formed.

In the fast cycle mode of operation two configurations
are supported - CO, Cl1. The. configuration chosen is
dependent on the speed of the processor. and the
DRAMs. CO configuration gives the best possible per-
formance (no waitstate memory access) while requiring
fast DRAMs. Cl1 configuration gives relatively slow
performance (one waitstate' memory access) but re-
quires slow DRAMs. One of two approaches are rec-
ommended for arriving at the correct configuration for
a given application and to determine the resulting per-
formance.

Table 2J. 82C08 Configuration

Referring to Table 5 (82C08 Data Sheet), ‘CFS’ and
‘FFS’ must be set to a logic 1 for an 8 MHz 80286. As
150 ns DRAMs are being used (slow RAMs) RFS must
be set to a zero. For this case (CFS = 1, FFS = 1 and
RFS = 0), referring to Table 2j., it can be inferred that
the resulting configuration is ‘C1’.

CONFIGURATION

Table 2i. shows the clock edges which trigger the tran-
sition for each of the 82C08s output. Clock 0 is defined
as the clock in which the 82C08 begins a memory cycle,
either as a result of a port request which just arrived, or
of a port request that was stored previously but could
not be serviced at the time of its arrival. This can occur
if the 82C08 was performing refresh cycle. Figure 2.1
shows the wave form for a memory read cycle.

Tabie 2I. Timing Chart - Case 1
RAS | ADDRESS | CAS | WE |EAACK|
Cn|Cycle| L | H| Col |[Row| L|H|L|H]|L|H
RORFloL[4l] 0) {4 115l 2ll5)
WR [ol|5l| ol [4d [2l]5i]1d|5d]2l}51

TimingConf | CFS (PDO) RFS (PD2) FFS(PD7). | Walitstates "’gf:::“
co iAPX286(1) | FASTRAM(1) 20 MHz (1) o* 20 MHz
co iAPX286(1) | FASTRAM(1) | 16MHz (1) 0** 16 MHz
c1 iAPX286(1) | SLOWRAM() | 16 MHz(1) 1 16 MHz
co iAPX286(1) | SLOWRAM(0) 10MHz(0) | © 10 MHz
c2 iAPX186(0) | DON'TCARE | DON'TCARE | . 0 DON'T CARE

* 100 ns access time DRAMSs are considered fast.
** 120 ns access time DRAMs are considered fast.

1-160



82C08 USER'S MANUAL

LW

EAACK/

NOT READY #\ '\

1 W.S. ADDED.

13

296039-5

Figure 2.1 Read Cycle Waveform for C1 Configuration (1 W.S.)

PERFORMANCE

As mentioned earlier, the AACK is the “hand-shak-
ing” signal used to tell the microprocessor when it
should terminate the current bus cycle. Thus AACK
determines how many wait states are introduced. When
configured in the C1 configuration, the 82C08 activates
the AACK on clock 2 (Clock 0 being the clock edge
that activates RAS. In the 80186 synchronous mode of
operation Clock 0 is the falling edge of Clock T1 and in
the 80286 mode Clock O corresponds to the PHI1 fall-
ing edge of the TS cycle) for both the read and write
memory cycles. If no wait states are to be introduced,
the 82284 clock generator (it generates the clock for
both the 82C08 and the 80286) expects AACK to be
activated during Clock 1, so as to ensure a no waitstate
operation. As the AACK is activated on Clock 2, in the
C1 configuration, all read or write memory accesses
incur one waitstate (except when memory requests ar-
rive when a refresh cycle is in progress).

2.3.2 Method 2

This approach is recommended if the performance level
is known (e.g. zero waitstate memory access) and it is
required to determine the appropriate processor inter-
face and speed of DRAMs required to support this de-
sired level of performance. This can be illustrated by
considering an example.

Case 4

Processor 8 MHz 80286

Processor Clock 8 MHz

82C08 Clock 16 MHz

Requirement Zero waitstate memory access.

To achieve zero waitstate memory access, the following
factors have to be considered.

1. Processor Interface.
2. Speed of DRAMs.
3. Number of banks of memory.

1. Processor Interface

The 80286 microprocessor must interface in the status
synchronous mode to the 82C08 to get no waitstate
operation. By status synchronous mode we mean that
the 82C08 and the 80286 must run off the same clock
(16 MHz for 8 MHz 80286) and the status lines of the
80286 processor should be directly connected to the
RD, WR inputs of the 82C08. When programmed in
the status synchronous interface mode, the 82C08 will
internally decode the status lines. As the status lines are
generated two clock cycles before the RD, WR com-
mands (82288 bus controller generates the read or write
commands), the memory cycle can be started earlier.

If the asynchronous interface is chosen instead, there is
a performance penalty since the 82C08 has to internally
synchronize the command. The internal synchroniza-
tion can take up to two clock cycles which will delay
the start of the memory cycle and results in wait states.
The synchronous status interface should be selected for
no waitstate performance when permitted by the sys-
tem environment.

2. Speed Of DRAMSs

The DRAM speed and the processor clock frequency
determine the configuration. The 82C08 supports two
configuration - CO, C1. The CO configuration gives the
best possible performance (based on RDY) but as men-
tioned earlier, require fast DRAM:s (at 8 MHz, 120 ns).
So with the 80286 processor operating at 8 MHz, 120
ns DRAMs are required to achieve a zero waitstate
performance.
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’ _ o . 296039-6
Figure 2.2 80286/82C08 Read Cycle for CO Configuration (0 W.S.)
Table 2k. Timing Chart - Case 4.
~ RAS - ADDRESS CAS CWE EAACK
Cn Cycle L H Col | Row L H L H L H
0 RDRF | ol | '3l ol | 3l 10 | 8l |. 1l | a4l
WR ol 4} | ol 3l 2l | 4y | 1l 4] 10 | 4l

3. Number Of Banks

In the fast cycle mode of operation, there will be a
performance penalty when using a single bank of mem-
ory, as consecutive memory accesses have to wait for
the RAS pre-charge delay. By organizing memory into
banks so that sequential addresses are in dlﬂ’erent
banks, the RAS precharge tlme of one bank can be
hidden behind the access to the other bank. This is
known as “Interleaving” and is explained in detail i in
Chapter 3.

CONFIGURATION

In conclusion, for the example considered above, the
82C08 has to be configured in the status synchronous
mode and use two banks of 120 ns DRAMs, to get the
desired performance level. Referring to Table' 5 (82C08
Data Sheet), the ‘CFS’ and ‘FFS’ bits must be set to a
logic one, for an 8§ MHz 286. If 120 ns DRAMs are
used, the "RFS’ bit should be set to a logic one as'well.
For this case, when ‘CFS’, ‘FFS’ and ‘RFS’ are set to a

one, the 82C08 is programmed to operate in the CO
configuration. Table 2k. shows the clock edges which
trigger the transition, for each of the outputs. The
waveform for a read cycle is shown in Figure 2.2.

PERFORMANCE

Table 2k. illustrates the clock edges which trigger tran-
sitions on each 82CO08 outputs. The synchronous port
interface waveforms (82C08 data sheet, Page 29) shows
the requirements that have to be met, in order for the
command to be recognized by the 82CO08. If the setup
and hold times are met, then the command is initiated.

The performance can be determined from the wave-
forms. The activation of the advanced acknowledge
(Early for Synchronous interface, late for Asynchro-
nous interface) determines the total number of wait
states introduced. As mentioned in the previous exam-
ple, if no waitstate memory accesses are required, the
EAACK ‘should be activated during Clock 1, which is
the case when the 82C08 is configured in the CO config-
uration.
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CHAPTER 3

RAM INTERFACE

Intel’s 82C08 Dynamic Ram Controller reliably per-
forms all the support functions required by DRAMs.
The 82C08 accepts the processor address and internally
multiplexes it into the row and column address. The
only other requirement is to have series resistors on all
the 82C08 outputs and to ensure proper layout of the
traces. The 82CO08 is capable of addressing 16K, 64K
and 256K DRAMs. It can support two banks of memo-
ry with each memory bank having its own individual
RAS and CAS strobe signals. If both banks of memory
are not occupied, the 82C08 can reassxgn the timing of
RAS and CAS strobes to allow accessing wider data
words without increasing the loading on the RAS and
CAS drivers.

The 82CO08 contains an internal address counter used
for generating refresh cycles. The 82C08 has 18 address
lines (ALO-AL8, AHO-AHS8). These address lines are
internally multiplexed to generate 9 address outputs.
The 9 most significant bits (AHO-AHS8) form the
ROW address and the 9 least significant bits (ALO-
ALS8) form the COLUMN address. There is a bank
select mput for selectmg one of the two banks of memo-
ry. This input is decoded internally to generate the
RAS and CAS outputs for the appropriate bank.

3.1 REFRESH INTERVAL

The 82C08 supports four different types of refresh op-
tions as described in the REFRESH OPTIONS section
(CHAPTER 2). The rate at which refreshes are per-
formed is programmable. This programmability is nec-
essary because the refresh period is a function of the
clock input into the 82C08. As the clock frequency may
vary over a wide range, the rate at which refreshes are
performed will vary as well. Programming the cycle
Fast/Slow (CFS) bit and .frequency Fast/Slow bit
(FFS) automatically reprogram the refresh counter to
generate the correct refresh interval for clock frequen-
cies of 16, 10, 8 and 5 MHz (CFS, FFS = 11, 10, 01, 00
respectively). For clock frequencies between those spec-
ified above, the Count Interval programming bits (CIO,
CI1) allow “fine tuning” of the refresh interval. Re-
freshes should be performed just often enough to satisfy
DRAM'’s requirements. Performing refreshes more of-
ten than necessary would result in wasting memory
bandwidth. ‘

3.2 REFRESH DURING POWER DOWN

The 82C08 supports a power down feature which will
be discussed in detail in Chapter 8.

3.3 REFRESH COUNTER

The 82C08 has a 9 bit internal address counter. For
standard DRAMSs, the 82C08 can support DRAMs
that require refreshing either 128 rows every 2ms or
256 rows every 4ms or 512 rows every 8ms. In addition,
there exists the option of refreshing 256 rows every 2ms
via the period Long/Short (PLS) programming option.

3.4 RAS AND CAS REALLOCATION

The 82C08 address output lines are designed to drive
up to 32 DRAMs (assuming the capacitance presented
by the DRAMs on the address lines are no greater than
5 pF). The RAS and CAS outputs can drive up to 16
DRAMs. Under these conditions, the 82C08 will meet
all of the RAM timing requirements.

The 82C08 can accommodate other configurations, like
a single 32 bit memory bank. This would require the
82C08 address output lines to drive a total of 32
DRAMs, which is well within its drive capability, but
the 32 DRAMs per bank exceeds the RAS and CAS
driver’s limit. When the capacitive loading require-
ments are exceeded, the 82C08 will fail to meet critical
DRAM parameters like Row Address Hold time
(tra) and Column Address Setup time (tAsc)-

In order to prevent violating these DRAM timing pa-
rameters, the 82C08 can be programmed to reallocate
the timings of the RAS and CAS lines to accommodate
the increased load. When the program data bit RB
(PD3), is set to logic zero, the 82C08 is programmed to
support_single bank memory systems. It activates
RASO, RAS] as a pair and CASO, CASI as a pair.
With this scheme the address drivers would be loaded
by 32 DRAMs and individual RAS and CAS lines by
16 DRAMSs. This relative loading is identical to the
first case of two banks, with each bank supporting 16

" DRAMSs. Drive reallocation allows addressing wider

data words while maintaining optimal memory timings.

3.5 INTERLEAVING

All DRAMs require a recovery period for precharging
internal lines after each access. If the processor tries to
immediately reaccess the RAM, it is the responsibility
of the controller to delay it until the precharge time is
over. By automatically organizing memory into banks
such that sequential addresses go to different banks, the
82C08 is able to hide the RAS precharge time of one
bank behind the access time to the next bank. This or-
ganization is achieved by using the least significant bit
of the processor’s address to select the bank of RAM. If
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a break in the program flow occurs, such would be
caused by encountering a jump or a call instruction, it
raises the probability that the same bank may be imme-
diately reaccessed. When accesses are made to the same
bank, the start of the new cycle is delayed by the RAS
precharge time. To compensate for the RAS precharge
delay and to ensure proper memory operation, wait
states have to be added. Once the row and column ad-
dresses to one bank have been latched by the DRAMs,
the controller sends the row address for the next cycle.

The 82CO08 internally monitors memory accesses to de-
termine if they are to the same bank. If so, it waits a
certain number of clock periods before activating the
RAS for the memory cycle (Table 10 in the 82C08 Data
Sheet lists the tRP time for the different configura-
tions). -

Figures 3.3 and 3.4 illustrate the effect of the perform-
ance of the processor with and without interleaving
-(Figure 3.3 illustrates_the impact on performance with
and without interleaving for the 80286 microprocessor
and Figure 3.4 illustrates the impact on performance on

the 80186 microprocessor). For 80286 microprocessor
interface, consecutive accesses to the same bank will
result in one wait state for the second access, but no
wait states are added if the accesses are to alternate
banks.

If the 82CO08 is configured in the slow cycle synchro-
nous mode of operation (default mode by strapping
PDI to GND or by setting the program bits CFS and S
to zeroes) it performs consecutive memory accesses to
the same bank without incurring wait states.

5.6 WRITE EﬁABLES -BYTE MARKS

The write enable supplied by the 82C08 cannot drive
the RAM array directly. For eight bit systems, this out-
put should be inverted before interfacing to the RAMs.
For sixteen bit systems, this output should be gated by
the byte marks supplied by the processor. The byte
marks are generated by decoding the latched AO and
BHE. This buffer should be capable of driving very
large capacitive loads (eg. 74S32).

RASO/ RASO/
CASO/ >
of 1 4 7 9l 10] 11} 12] 13
A0 0=9 2] 3 5 8 0 2 141 15 cAso/
LSB __\_f.
ADDRESS RAS1/ P RAS2/
BS » o] 1] 2| 3| 4] 5 7| 8| 9]10]11]12]13] 14} 15
cAs1/ . CAs1/
296039-7
Figure 3.1 82C08 2 Bank Configuration
o RASO/
us/ N N/
82C08 »> > ,
> >
Ao °'3f r RAS2/
st/ N/
BS . :
g CAS1 / CAS1 /
206039-8

Figure 3.2 82C08 Single 32-BIT Bank Memory
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READ CYCLE
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Figure 3.3 Processor Performance With and Without Interleaving (80286)

RASO/

80186
CLOCK

RAS1/ C2 CONFIGURATION
READ CYCLE

296039-10

Figure 3.4 Processor Interface With and Without initerleaving (80186)

3.7 RAM CYCLES AND TIMINGS

The 82C08 operates in three configurations - C0, C1
and C2 - depending upon the programming of the CFS
(PD0), RFS (PD2) and FFS/ (PD7) bits in the pro-
gram data word (See section on Programming Informa-
tion, Chapter 2). Table 3a. illustrates the relationship
between the program bits and the resulting configura-
tion. The configuration determines on which clock edge
each of the 82C08 outputs are activated. The CO and
the C1 configuration is for the fast cycle mode of opera-
tion (CFS and FFS = 1,1.. implies command interface
or MB type interface). In the slow cycle mode of opera-
tion (CFS = 0.. 186 type interface) only C2 configura-
tion is supported. The configuration, along with the
timing wave forms and the A.C. parameters, allows the
user to calculate the DRAM and processor interface
timings. Table 10 of the 82C08 Data Sheet precalcu-
lates the dynamic RAM timings for each of the 82C08’s
configuration. The numerical values can be arrived at
by substituting values for the parameters.

Table 3a.

Timing
Cont

CO |iAPX286(1) | FASTRAM | 20 MHz (1)
CO |iAPX286(1) | FASTRAM | 16 MHz (1)
C1 | iAPX286(1) | SLOWRAM | 16 MHz (1)
CO |iAPX286(1) | SLOWRAM | 10 MHz (0)
C2 |iAPX186(0) | Don’t Care | Don’t Care

CFS (PD0) | RFS (PD2) | FFS (PD7) | Waltstate

©c o <+ OO0

3.8 REFRESH OPTIONS

In Chapter 1 we briefly discussed Distributed, Burst
and Hidden refresh. We will now consider the types of
refresh schemes the 82C08 supports. The 82CO08 sup-
ports 5 types of refresh schemes and the appropriate
one can be chosen for a given system application.
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Internal Refresh. This refresh option takes advantage
of the fact that the distribution of the individual refresh
cycles is unimportant. The 82C08, when programmed
for this mode, performs a refresh cycle every 2 ms/128
or approximately once every 15 us. In this way, the
refresh requirements of the DRAMs are satisfied, but
the longest time that read or write cycles are delayed
(because of refresh) is minimized. This is the most pop-
ular refresh method as the refreshes are performed by
the 82C08 and is transparent to the CPU. This mode is
invoked by strapping the ‘RFRQ’ pin high. The 82C08,
when configured in this mode will perform refreshes
' automatically, without the need for system interven-
tion. The rate at which refreshes are performed is pro-
grammable and is determined by the CFS (PDO0), PLS
(PD6),FFS (PD7) CIO and CI1 (PD4, PD5) bits in the
program word.

External Refresh With Fail Safe. This option takes ad-
vantage of the fact that processors wait a fixed length of
time after fetching the opcode of the first instruction, to
decode it. This latency time may be sufficient to com-
plete a refresh cycle. If the status outputs of the CPU
can be examined to determine which memory cycles are
opcode fetches, then a refresh cycle can be immediately
performed. This will ensure that the refresh cycle never
interferes with read or write cycles. On the other hand,
the disadvantage is that if the processor ever stops
fetching opcodes for a long time, which would be the
case during DMA transfers, then data would be lost.
But due to the fail safe option, the Controller would
automatically perform the refresh cycle, when the inter-
nal timer expires. This option is ideal for low perform-
ance microprocessors, operating at relatively slow clock
frequencies. Todays high performance processors do
not allow sufficient time between opcode fetches, to
complete a refresh cycle.

To invoke this mode, it is necessary to hold the
REFRQ’ input high until after reset. An external refresh
request is recognized, if the RFRQ input makes a low
to high transistion, A high to low transistion has no
effect on the 82C08’s refresh logic.

External Refresh Without Fail Safe. This allows the
user to generate refresh request at their convenience.
To invoke this mode, the RFRQ pin must be held low
until after reset. If the refresh request is sampled low at
the falling edge of reset, the internal timer is deactivat-
ed. To generate a single refresh cycle, the RFRQ must
make a low to high transistion and be sampled high by
the falling edge of the 82C08’s clock. All refresh re-
quests are internally synchronized. As refresh requests

arrive asynchronously, it can take the 82C08 a maxi-
mum of two clock periods (minimum of one clock peri-
od), to internally synchronize the refresh request. An
external refresh request has to be held high for a period
greater than the 82C08’s clock period. On the other
hand, if the refresh request is seen high for more than
one clock cycle, a burst refresh cycle may be initiated.
To avoid the occurrence of a burst cycle, it is recom-
mended that the refresh request be externally synchro-
nized to the 82C08’s clock. If the external refresh logic
fails to generate a refresh request, no refresh cycles will
be performed. This puts restrictions on the system de-
sign, because a failure to generate a refresh request
might result in the loss of DRAM data.

Burst Refresh, Burst refresh- means waiting almost 2
ms from the last time refresh was performed, then re-
freshing the entire memory with a burst of 128/256
refresh cycles. The advantage of this type of refresh is
that there are known periods of time, when no refresh
cycles are performed, and so cannot interfere with nor-
mal read or write cycles. The inherent disadvantage,
however, is that during the burst refresh time, no read
or write cycles are performed. This severely limits the
worst case response time to interrupts, and makes this
approach unsuitable for many applications.

Burst Refresh is implemented in a fashion similar to
that of ‘external refresh without fail safe’. The RFRQ’
must be sampled low until after reset. To perform a
burst refresh cycle, the refresh request pin ‘RFRQ’
needs to be sampled high for at least two clock cycles.
The 82C08 will cause a burst of up to 128 consecutive
refresh cycles. These cycles are internally counted. The
82C08 has a 9 bit internal refresh address counter. The
address counter is incremented following every refresh
cycle. The 82C08 terminates the burst refresh when the -
refresh address counter reaches the value XX1111111
(X = don’t care) If prior to the burst cycle, the refresh
address counter is at XX1111110, then only two refresh
cycles are performed.

No Refresh. This option takes advantage of the fact
that any memory read or write cycles also refreshes the
row addressed. So,if an'application can guarantee that
the entire memory array will be accessed every 2 ms,
like in Bit-Mapped graphics applications, then no spe-
cial refresh cycles need be performed.

This mode can be invoked, by strapping the ‘RFRQ’
input low. This is similar to ‘External Refresh without
Failsafe’. No refresh is accomplished by keepmg refresh
request low.
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IMPACT OF REFRESH ON MEMORY
BANDWIDTH ‘

If a memory request coincides with a refresh cycle that
is already in progress, the memory cycle will not be
granted until the completion of the refresh cycle and
the RAS precharge delay.

Assuming distributed refresh:

Delay due to refresh=1 memory cycle (RAS cycle
time) + RAS precharge time.

In the *C2’ configuration

= 2 TCLCL + 2TCLCL — T25

= 4 TCLCL — T25 (where T25 = RAS active delay)
= 4 TCLCL — 35 ns. ’

at 8 MHz
= 500 — 35 = 465 ns.

The resulting impact on the memory bandwidth due to
refresh cycle will be: (465 ns/15.6 us) X 100 = ap-
proximately 3%.
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CHAPTER 4

PRINCIPLES OF OPERATION

In this chapter the internal operation of the 82C08 is
briefly explained. A review of the 82CO08 data sheet,
together with a basic understanding of the various
processors and buses the 82CO08 supports, is recom-
mended (Microsystems Components Handbook Vol-
ume 1.).

The 82CO08 architecture was designed for the highest
possible performance. The 82C08 achieves this high
performance by responding to commands as soon as
possible, so that data will be valid on the bus in time for
the CPU to sample it, without adding wait states. The
82C08, when interfacing to Intel’s family of microproc-
essors, directly decodes the processor’s status lines
which are valid prior to the command lines of the bus
controller, and this enables the 82C08 to start the mem-
ory cycle earlier. The 82C08 activates RAM signals on
the same clock edge that samples the active edge of
RD, WR and PE (or status lines). This requires that all
of the 82C08 blocks that have to issue an output imme-
diately off the command, individually decode the status
lines in parallel with other blocks.

41 DESCRIPTION OF OPERATION

The operation of the 82C08 can be broadly classified
into’three stages.

1. Immediately after reset, the 82C08 programs itself to
support a particular mode of operation to efficiently
support the system environment.

2. After completing the programming, the 82C08 per-
forms 8 warm-up (refresh) cycles, to initialize the
memory.

3. After completing the initialization, the 82C08 is
ready to accept memory commands and refresh cy-
cles upon receiving a refresh request, which -can be
generated either internally or externally.

4.2 INITIALIZATION AND
PROGRAMMING

The Initialization of the 82C08 consists of three major
steps.

4.2.1 Latching the States of Certain

Inputs at Reset

This is accomplished by two internal latches. Latching
the state of port control programs the 82C08 into the
status or command interface. Latching the state of the
RFRQ’ input programs the 82CO08 to operate in the
failsafe or non-failsafe refresh mode of operation.

4.2.2 Loading The Program Data
Word Into the 82C08

This step is controlled by the INITialization machine,
which accomplishes this task via a handshake with the
PDI block. The nine programming bits are loaded as
follows:

1) The INIT machine generates two signals

a) IPCLK (program clk), which clocks the extemal
parallel load shift register.

b) SHPDI (shift PDI) which clocks the internal par-
allel load shift register.

The relationship between these signals is shown in Fig-
ure 4.1.

7

/ . TN\ _

WE.PCLK
SHPDI

296039-11

Figure 4.1 PCLK, SHPDI Timing
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CLK

IPCLK

SHPDI

ENDSH

296039-12

Figure 4.2 ENDSH Timing

2) After the PDI block completes shifting in the 9 bits,
it generates the ENDSH (end shift) signal. This sig-
nal causes the INIT machine to stop the generation
of IPCLK and the SHPDI signals, and move' to the
third step in initialization. The relationship between
these signals is indicated in Figure 4.2.

4.2.3 Memory Initialization

After the 82C08 completes loading the program data
bits, it starts memory initialization by performing 8
memory warm up cycles. The memory initialization is
performed as follows:

1. Immediately following RESET, the INIT’ machine
signal notifies the remaining circuitry that the 82C08
is in the memory initialization period.

2. This signal starts the refresh time out’ counter. As
long as the INIT’ machine signal is active, the re-
fresh time out counter is programmed to count inter-
vals of 32 clock periods. The interval was chosen to
be 32 clock periods to minimize the power consump-
tion during initialization. At the end of each interval
a refresh request signal is generated.

3. Each time the refresh request signal is issued, a re-
fresh cycle is started.

4. At reset, the refresh address counter, which gener-
ates ROW addresses in refresh cycle, is set to the
value of (FFF8H) and is incremented at the third
clock period of every refresh cycle. When the refresh
address counter reaches the state of (FFFFH), it is-
sues a pulse to the INIT machine signifying the com-
pletion of the initialization period. Thus, 8 memory
warm up cycles are performed.

External request will not be recognized by the 82C08
until the completion of the programming and the mem-
ory warm-up cyle. Based on the above information, we
can compute the time the processor must wait, after
reset, before accessing memory. Additionally, the user
must ensure that the power down detect signal is not
activated during initialization as the 82CO8 ignores the
PDD input during initialization.

82C08 System Response: TRESP .= TPROG +
TPREP i ‘

Where TPROG = 9 Program bits (4) + Delay in
activation of the shift clock following the inactive
edge of reset, which could take a maximum of 4
clock periods.
= (40) TCLCL; TCLCL = Clock period.

and TPREP = (32)(8)(TCLCL); a refresh request
is generated every 32 clock periods, to minimize
power consumption, during initialization.

TRESP = (296)(TCLCL); -if TCLCL = 125ns,
TRESP = 37 Microseconds.

4.2.4 Special Notes on Initialization

1. During initialization, the 82CO08 only registers, but
does not service commands. No power down re-
quests will be served during initialization.
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Figure 4.3 Differentiated Reset Circuitry

2. During reset, the 82C08 defaults to synchronous
port interface. If the desired interface is different
from the default, then commands should be delayed
until programming is complete. Otherwise, the
82C08 might fail to recognize the command.

3. During initialization the ARBITER circuitry is
forced into the refresh mode.

The system design should inhibit the processor from

- accessing memory during the initialization period. A
simple means of preventing commands or status from
occurring (if you cannot guarantee the TRESP period)

. during the initialization period is to differentiate the
system reset pulse, to obtain the reset for the 82CO8.
The circuitry required to accomplish this, is shown in
Figure 4.3. The total time of the 82C08 reset pulse and
the 8208 programming must be'less than the time it
takes for the CPU to issue a memory command. The
differentiated reset pulse resets the 82C08 and com-
pletes the initialization while the reset of the system is
still in reset.

4.3 BLOCK DIAGRAM

Let us look at the detailed block diagram in Fxgure 4.4
to see how the 82CO08 satisfies the timing reqmrements
of the DRAMs.

4.3.1 Address Multiplexing

Address multiplexing is performed by a three to one
multiplexer in the 82C08. The three inputs are the
ROW address (AHO-AH7), COLUMN address
(ALO-ALY7), and the internally generated refresh row
addresses. In the idle state, the multiplexer selects the
Row address, in order to be ready to start a memory
cycle. When a refresh request is generated, either inter-
nally or externally, the multiplexer switches to select
the refresh row address. In the middle of the refresh
cycle, the multiplexer switches back to select the row
address, but ensures that the refresh addresses are held
valid long enough to meet the RAM timing require-
ments. This feature allows the 82C08 DRAM control-
ler to be ready to start the next memory cycle.

4.3.2 Refresh Circuitry

The refresh circuitry is responsible for generating inter-
nal refresh request and to register external refresh re-
quest. The operation of the refresh circuitry is summa-
rized below.

The refresh operation is controlled by three blocks:
1. Refresh Control Block

2. Refresh Time Out Counter

3. REFRESH ADDRESS Counter.

1. At reset, the logic level of the "RFRQ’ pin is internal-
ly latched by the Refresh Control Block to determine
the refreshmg mode.

2. During n'utlahzatxon sequence the refresh cu'cultry
generates a refresh request once for every 32 CLK peri-
ods.

3. After initialization, the Refresh Time Out counter is
énabled. The counter interval is determined by the pro-
grammed mode values. As the initialization cycle is
complete, the count interval is no longer 32 clock peri-
ods. If the 82C08 is programmed in the non-failsafe
mode, the Refresh Control Block ignores the REFTO
counter output, thereby logically disabling the Refresh
Time Out Counter.

4. Upon detection of a refresh request, the 82C08 regis-
ters the request into an internal register and requests
the arbiter for a refresh cycle. The arbiter receives the
request one clock period later. :

5. If the 82CO08 is programmed in the failsafe mode, the
refresh counter is reset upon detection of a refresh re-
quest, and starts counting the refresh interval from the
beginning. If the request was generated internally, then
REFTO counter resets itself automatically.

6. The arbiter then activates signals that enable the
start of the memory cycle.

7. In the case of burst refresh, the arbiter is locked on to
selecting the refresh port. At the termination of the
burst cycle, the arbiter switches to select the Row Ad-
dress Buffer.
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Figure 4.4 Block Diagram
4.3.3 Arbitration The arbitration rules are summarized below:

The 82C08 has to arbitrate between two ports - the
microprocessor port and the refresh port. The refresh
port is an internal port, dedicated to servicing refresh

requests. The selected port has direct access to the tim-

ing generators, which are responsible for generating
RAM signals. A port has to be selected by the arbitra-
tion logic before its RAM cycle can be initiated. Typi-
cally, a request on' the unselected port incurs a two to
three clock period delay before it’s memory cycle is
initiated, whereas, the selected ports memory request is
started immediately. Under normal condition the arbi-
tration time of a refresh cycle is hidden behind the
RAM cycle of the selected port, so that the next cycle
can be started immediately following the completion of

— If only one port is requesting service, then that port,
if not already selected, becomes selected.

— When no service requests are pending, the proces-

sor port is selected.

— During initialization and power down mode, only
the refresh port is selected.

— If both the refresh and the processor port request
memory access at the sams time, then the port that
is currently selected is graited memory access.

— During power down, the arbiter is locked on the

refresh port. .

This arbitration arrangement gives memory cycles a

the present memory cycle.

higher priority, but ensures that a refresh cycle will be
delayed at most by one RAM cycle.
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- CHAPTER 5
INTERFACING THE 82C08 CHMOS DYNAMIC RAM
CONTROLLER TO THE iAPX 80186 MICROPROCESSOR

5.1 INTRODUCTION

This chapter shows a dynamic RAM memory design
using the 8MHz 80186 microprocessor, 82C08
CHMOS DRAM CONTROLLER and 150 ns 256K
DRAMs.

The goals of this design are to:

1. illustrate a 0 W.S. Synchronous Status Interface
. support 1 Megabyte of DRAM memory

. support 150 ns DRAMs

. use minimal additional logic

[V N VS )

. access memory without wait states.

- 5.2 DESIGN

This example (Figure 5.1) is representative of a typical
medium sized microprocessor system showing all the
relevant logic. As the 82C08 supports early write (acti-
vates WE before activating CAS) the ‘data in’ and ‘data
out’ lines of the DRAM can be tied together (early and
late write concepts are discussed in Chapter 1). The
80186 should be able to perform byte or word memory
accesses. To enable this, the latched AO and BHE are
decoded to derive the signals that gate write enable
(WE) for the upper or lower byte of the memory word.

OTHER
AACK
SIGNALS ¢

(UPPER) (LOWER)

MEMORY MEMORY

WE DI/O WE DI/0

|

LATCHED |

ADDRESS BUS

74
) LS245 <

SYSTEM
ADDRESS BUS

296039-15

Figure 5.1 82C08 Interface to an 80186
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Table 5a. BHE and A0 Encodings

AO BHE Function
0 0 Word Transfer
0] 1 Byte Transfer on Upper
Half of Data Bus (D8-D15)
1 0 Byte Transfer on Lower
Half of Data Bus (D0-D7)
1 1 Not Allowed

The advanced acknowledge out of the 82C08 ties into
the synchronous ready (SRDY) input of the 80186 via
an inverter (a note on synchronous operation .. NO
BUFFERS ON THE STATUS LINES OR THE
CLOCK INPUT). The 80186 clock out signal is direct-
ly connected to the 82C08 clock input. The RFRQ’ pin
is strapped high, which programs the 82C08 to generate
internal refresh requests.

5.3 PROGRAMMING

The design shown in Figure 5.1 does not require an
external shift register. The PDI pin is strapped to
ground. This results in a default of all zeroes, which
configures the 82C08 to support a SMHz 80186 type
interface. When programmed in this configuration, the
82C08 interfaces DRAMs having an access time of 150
ns to the iAPX 186 processor operating at 8 MHz,
without introducing wait states. This design can be up-
graded to support 10 MHz 80186 microprocessor by
replacing the 150 ns DRAMs with 120 ns access
DRAMs (assuming they meet the requirement of Table
5.b).

5.4 TIMING ANALYSIS

This section will look at a specific system configuration
to show how the 82C08 timing requirements are satis-

Table 5b. Programméble Timings

Read and Refresh Cycles
Parameter C2-Slow Cycle 82C08 Value | DRAM Value
trp 2TCLCL—-T27 200 ns 100 ns
tepn 2.5TCLCL—T34 223.4 ns 60 ns
tRsH 2TCLCL—T32 127.6 ns 75 ns
tcsH 3TCLCL—T25 340 ns 150 ns
tcAH 3TCLCL-T32 252.5 ns 25 ns
taAR 3TCLCL—T25 340 ns 100 ns
tr ) 3/30 3/30 ns 3/50 ns
tRc 4TCLCL 500 ns 260 ns
tRAS 2TCLCL—-T25 215 ns 75 ns
tcas 2TCLCL + T34(min) —T32 1245 ns 45 ns
trRcH TCLCL+T36(min)—T34+TBUF | 97.18 ns—Tgyr 0 ns
Write Cycles
Parameter C2—-Slow Cycle 82C08 Value DRAM Value
trp _2TCLCL-T27 200 ns 100 ns
tcpN 2TCLCL—T34 160.9 ns 60 ns
trRsH TCLCL-T32 90 ns 75 ns
tcAH 2TCLCL—T32 200 ns 25 ns
taR 3TCLCL—T25 315 ns 100 ns
tr 3/30 3/30 ns 3/50 ns
tRc 4TCLCL 500 ns 260 ns
tras 2TCLCL—T25 225 ns 75 ns
tcas 2TCLCL—-T32 215 ns - 45 ns
twcH TCLCL—T32+ Tgyr 90+ Tgyur ns 75 ns
twer 2TCLCL—T25+ Tgyr 225+ Tgur ns 120 ns
twp 2TCLCL—T36—Tgyr 127.6—TgyF - 45 ns
tRwL 2TCLCL—T36—Tgyr 127.6—Tgur 45 ns
towL 3TCLCL—T36—Tgyr 252.6 —Tgyur 45 ns
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fied by the 80186, and how the 82CO08 satisfies the tim-
ing requirements of the DRAMs.

DYNAMIC RAM INTERFACE

First, look at the timing requirements of the DRAMs
to ensure they are satisfied by the 82C08. Memory
compatibility timings are shown in the 82C08 data
sheet (page 22, Table 10, June 1985) and are summa-
rized in Table 5.b. The DRAM timings for the read,
refresh and write cycles are all a function of the
82C08’s clock period (TCLCL). The clock frequency of
the 82C08 may be varied to meet the timing require-
ments of slower DRAMs.

tASR (Row AO to RAS setup time) requirement is re-
" lated to the address setup time by the equation:tAVCL
= 45 + tASR. During read or write cycles, the row
address propagates directly from the address bus
through to the 82C08 address output AO0-A08 pins,
which are connected to the RAM address pins. So in
read and write cycles, the row address setup time is
determined by the microprocessor’s address valid tim-
ing. The row address set up time calculations are shown
in the next section.

For the purpose of this example, the timing calculations
carried out are based on DRAMs of a type similar to
TMS4256-15 (Texas Instruments 256K DRAM, 150ns
access time). Table 5.b compares the RAM timings
supported by the 82C08 against the RAM timing re-
quirements of the TMS256-15. -

ADDRESS SETUP AND HOLD TIME
MARGINS

The microprocessor must put the address on the ad-
dress bus early enough in the memory cycle to pass
through the 82C08 and meet the row address setup
time to RAS (tASR) timing requirement of the dynam-
ic RAM. Since the address directly propagates through
the 82CO08, this setup time is a function of how long the
microprocessor holds the address on the data bus be-
fore activating the status or the command lines, the
address delay through the 82C08, and how long the
82C08 waits before activating RAS, This is shown in
Figure 5.2 and the calculations are shown in Equation
1. This and all equations show time margins, a positive
result indicates extra margin, a zero result indicates
that the margins are just met which would warrant fur-
ther analysis, and a negative result indicates that the
margin was not met, under worst case conditions (See
Note 1).

EQUATION 1:

Address to clk setup time (TAVCL)

= valid CPU address from clock edge - propagation
delay (address latch).

Note 1. The purpose of conducting worst case analysis
is to identify design problems early in the development
cycle, and to prevent problems that may occur only
under worst case component and environmental condi-

= —— 1,
F—-|-—TCHsv .

ox—" NVt N/ S\
8 MHZ CLOCK

T, » T,—H

§2-50 N\ .

/

TCLAV | |= ,

X vaLip aop X
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296039-16

Figure 5.2 Addi'ess Setup and Hold Tlmlngs
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tion. Violating worst case methodology directly affects

the yield of a product in a manufacturing environment.

= TCLCL — TCLAYV (80186) max — tpd (74S373)
max.

at 8 MHz
TAVCL = 125 — 55 — 20.8
tASR =492 — 45 =42ns

Similarly, the microprocessor must maintain the mem-
ory address long enough to satisfy the column address
address hold time (tCAH). In the slow cycle mode of
operation the addresses are latched externally via a
748373 latch. The addresses are valid until the activa-
tion of ’ALE’ for the next cycle. The address hold tim-
ing requirement is easily met.

Additionally, the AO and BHE signals, which are de-
coded to gate the write enable signal to the appropriate
upper or lower byte of the memory bank (for 16 bit
processors), must be held valid for the duration that
RAS is active. This condition is met, as shown in Equa-
tion 2.

Equation 2. Address hold time margin referenced to
RAS.

= Delay from the deactivation of RAS to the activa-
tion of ALE for the next processor bus cycle.

= TCLCH (80186) + ALE active delay (80186)
+ output enable delay of latch — RAS inac-
tive delay

TCLCH (80186) min + TCHLH (80186) min
+ tpy (S373) min — TCLRSH (82C08) max

(% TCLCL — 7.5) + 0 + 5.5 — 50 ns
55 + 55— 50
10.5 ns

Read Data Access Time

The dynamic RAMs have two access time parameters -
access time from RAS and access time from CAS. Ei-
ther of these parameters may be the critical parameter
in determining the Read Data access time. If the RAM
does not meet the access time requirement then either a
faster DRAM must be chosen or the clock input to the
80186 and 82C08 must be slowed down.

Access Time From RAS

= Delay from the activation of RAS to the time the
processor samples data on the data bus.

2TCLCL — TCLRSL (82C08) max — tRAC
(DRAM) max — tpd (74LS245) max — TDVCL
(80186) max.

= 250 — 35 — 150 — 20.8 — 20
= 242 ns

. Access Time From CAS

= delay from the activation of CAS to the time the
processor samples data from the data bus.

2TCLCL — CAS active delay — Access time from
CAS — transceiver propagation delay — data setup
time required by processor.

2TCLCL — TCLCSL (82C08) max — tCAC (DRAM)
max — tpd (74LS245) max — tDVCL (80186) max.
= 250 — 1224 — 75 — 20.8 — 20
= 118 ns

*Example computation of propagation delay taking
into consideration the capacitive loading derating and
compensation for voltage and temperature variations.

For 74LS245 Transceiver

tpd (74LS245) = 18ns maximum (TTL Data Book)
specd at 45 pf load.Capacitive loading on the data bus
= 5pf (2 DRAMs/data line) = 10pf. As this is well
within the capacitive loading requirement of the tran-
ciever, no derating is required.

Derating for the temperature and Vcc range (70 ¢, 5V
+ 5%) for the 74LS gates = 2.8 ns.’

Total prop delay = 18 + 2.8 = 20.8ns.

For 74S373 Octal Address Latch _
tphl = 13ns max (TI Data Sheet) specd at CL = 15pf.

Capacitive loading for this case = loading due to
82C08 + loading due to the address decoding logic for
the generation of chip-select (assuming the chip-select
lines of the 80186 are not being used).

= 20pf (82C08) + 5pf (TTI 748373) = 25 pf.

tph1 = 13ns + 0.005 ns/pf (10) + 3.1 pf (temp and
Vee) = 13 + 0.05 + 3.1 = 16.15 pf.

The typical loading on the address lines is 300 pf, for
medium size system. For this case the propagation de-
lay is :

tphl

13 + 0.05ns/pf (300) + 3.1.
13 + 15 + 3.1 = 31 ns.

I

For the TMS4257, the access time from CAS is the
limiting factor. This timing wave form is shown in Fig-
ure 5.3. In this system, the read data access time re-
quirements are met without the need for wait states.
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Figure 5.3 80186 READ Cycle Data Setup and Hold Time Waveforms

Write Data Setup and Hoid Time

Margins

In a write cycle, the write data must:

1. reach the dynamic RAMs before CAS, to meet the

RAMS data setup time.

2. be valid following CAS to meet the RAMs data hold

time.

The write cycle waveforms are shown in Figure 5.4.

Write Data Setup Time

From the waveform

tDS = TCLCL + CAS active delay - data valid delay
- transceiver propagation delay — data setup

required by RAMs.

TCLCL + TCLCSL (82C08) — TCLDV — tpd

(74LS245) — tDS

At 8 MHz
=125+ 0 — 44 — 208 —0
60.2ns

Write Data Hold Time

tDH = 2TCLCL + Data invalid delay + transceiver
propagation delay — CAS active delay —
data hold time required by RAMs.

2TCLCL + TCLAZ (80186) + tpd
(74L8245) — TCLCSL (82C08) — tDH
(DRAM) .
=250+ 10 + 6 — 35 — 30

= 201 ns

Advanced Acknowledge Setup Time
Margin

Advanced - Acknowledge (AACK) are hand shaking
signals to tell the processor when it may terminate the
bus cycle currently in progress. Thus, AACK timings
determine how many wait states are incurred during a
memory cycle.

AACK and XACK serve the same function, but differ
only in timing. XACK is a Multibus bus compatible
signal and is activated only when data is actually on the
bus during a read cycle or when data has been latched
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Figure 5.5 READ Cycle Request During REFRESH Cycle (Worst Case 3.W.S.)

by the DRAMs during a write cycle. AACK (advanced
acknowledge) is activated earlier in the memory cycle.
This signal informs the processor that data will be val-
id, when the processor samples data. This signal is gen-
erated earlier in the cycle to compensate for delays in
the microprocessor in responding to this signal and ter-
minating its current memory cycle. 1

In the slow cycle synchronous operation, AACK has
been optimized to allow zero wait state memory access-
es. Both memory read and memory write cycles will be
performed without wait states, except when the memo-
ry access request coincides with an internal refresh cy-
cle already in progress. In this case, the refresh cycle
has to be completed before the requesting processor’s
memory cycle is started. The AACK hand shake signal

keeps the processor in wait states, and releases it when
the requested cycle can start. This is shown in Figure
5.5. The AACK from the 82C08 connects to the SRDY
input of the 80186 via an inverter. The 80186 processor
samples the SRDY line on the falling edge of Clock T3.
If SRDY is inactive when sampled, the processor intro-
duces a wait state. At the end of this clock cycle, the
SRDY line is sampled again. The number of wait states
incurred, depends upon whether a refresh cycle is in
progress when the memory cycle was requested, and if
50, how near it is to completion. The worst case timing
is when a refresh cycle is started at the same time that
the processor requests a memory access. This is shown
in Figure 5.5. For this case, the processor will experi-
ence three wait states. AACK setup time margins is
shown in Figure 5.6 and is calculated in Equation 11.
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AACK Setup Time (Equation 11)

= Delazi from the time the 82CO08 activates the

AACK to the time the processor samples the ready

line. o

= TCLCL — AACK active delay — propagation
delay through inverter — setup time required
by 80186

= TCLCL — TCLAKL (82C08) max — tpd
(74LS04) — TSRYCL (80186)

= 125 -35—-175 - 20

= 53.5ns

AACK Hold Time (Equation 12)
(Worst Case)

= AACK inactive delay + propagation delay
through inverter — hold time required by proc-
essor -

= TCLAKH (82C08) min + tpd (74LS04) min
— TCLSRY (80186) max

=0+45—-15 '

= —10.5ns

. This timing requirement of the processor is not met
under the worst case conditions. One solution would be

Figure 5.6 AACK Setup and Hold Timing Waveform

to slow down the advanced acknowledge output of the
82C08 by adding additional delay. A crude way of in-
corporating this delay is to add two additional invert-
‘ers. This is shown in Figure 5.7.

80188 74504 .=
RDY AACK/

296039-21

Figure 5.7 Glue TTL to Meet
AACK Hold Time

Chip Select Setup Time

The 82C08 qualifies the RD, WR inputs with the port
enable input, prior to performing a memory cycle. If
the port enable setup timing requirement is violated,
the  memory cycle will be delayed, worse-cause the
82C08 to fail.
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If the programmable chip selects of the 80186 micror
processors are used, then the setup time requirements
are easily satisfied, as the chip-selects are activated very
early in the memory cycle. If chip-selects are generated
externally by decoding the address lines, then chip-se-
lect generation logic must meet the setup timing re-
-quirement of the 82C08. .

RAM Data Out Hold Margins

The 82C08 CAS output is held valid for a fixed length
of time during a read cycle, after which the RAM data
outputs are tristated. This time is not long enough to
allow the processor residing on the Multibus Bus to
read the data, so data must be latched externally. This
latch should be a transparent latch, and should be
strobed by XACK from the 82C08. Data hold require-
ments of the latch:

= minimum time from XACK active to CAS inac-
tive

" = TCLCL + CAS inactive delay — XACK active
delay — tpd (inverter)

= TCLCL + TCLCSH (82C08) min — TCLTKL
(82C08) max — tpd (74LS04)

= 125+ 0 — 35 — 185

= 71.5ns

So any-latch with data hold requirements of less than
70 ns can be used for latching data out of DRAMs.

OTHER DESIGN CONSIDERATIONS
1. Pullup resistors on the status lines:

The status lines of the 80186 microprocessor connect
directly to the RD, WR and PCTL inputs of the
82C08, when interfacing in the status synchronous
mode. The status lines of the 80186 float for approxi-
mately six clock. cycles following system reset. The
82C08 may erroneously decode the status lines, and try
to initiate a memory cycle or worse, lock up the proces-
sor. In order to prevent a spurious memory cycle, the
status lines of the 80186 must be pulled up. The value
of the pull-up resistor can be calculated as follows.

Referring to Figure 5.8.

IoL max = (5 — 0.4)/R = 4.6/R
This can be rewritten as

IoL (80186) = Iyy, (82CO8 Status lines) + 4.6/R
2.5ma 2 ~ 0 + 4.6/R; For CMOS parts the Iil ~ 0.

R min = 4.6/ 2.5 ma = 1870 Ohms

fior

Ve (4.75~5.0V)

>
)3
1
STATUS
LINE
1

82C08 INPUTS

206039-22

Figure 5.8 Equivalent Circult for Calculating Pullup Resistor
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2. Damping Resistors on the 82C08’s
output Ilnes.

The two common problem areas in a DRAM memory
design are:

— Undershoot and overshoot caused by inductive
traces and high capacitive loads.

— Switching spikes caused by switching capacitive
loads. . .

The cause and effect of the problems are outlined in
Chapter 9. To reduce the current spikes, it is necessary
to provide series damping resistors on all the 82C08
output lines (RAS, CAS, Address outputs and WE
lines). The values of the series resistor are application
dependent, and should be selected to cause critical
damping. The nominal value for the series resistors are
39 Ohms on the RAS and CAS outputs, and 22 Ohms
on the Address outputs. Generally this value is applica-
tion dependent and must be chosen empirically.

INTERLEAVING

When the 82C08 is programmed to operate in the
status synchronous mode, consecutive memory read or
write accesses to the same bank, do not incur wait
states. There is no performance enhancement by using
multiple banks. .

Figure 5.9 Walit States for
80186 for Different RAM Speeds
Dram Speed 100ns | 120ns | 150 ns
6MHz | Ows. Ow.s. Ow.s.
80186 | - 8 MHz | Ow.s. ow.s. Ow.s.
10MHz | Ow.s. Ow.s. —

5.6 CONCLUSION

This design will operate without wait states, at worst
case conditions, at microprocessor frequencies of upto 8
MHz. This design will operate at 10 MHz, provided
120 ns DRAMs are used, without the need for any
additional gates. This can be verified by substituting
‘TCLCL’ with 100 ns and recomputmg all of the above
parameters
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CHAPTER 6
INTERFACING THE 82C08 CHMOS
DYNAMIC RAM CONTROLLER TO THE
IAPX 80286 MICROPROCESSOR

6.1 ABSTRACT

This chapter illustrates a Dynamic RAM design, for a
80286 based system using the 82C08 CHMOS Dynamic
RAM controller. Two design examples are considered,
one using two banks of 120 ns 256K DRAMs while the
second example uses two banks of 150ns 256K
DRAMS. The design goals for these examples are:

1. Control 1 megabyte of memory, configured as two
banks of 256K X 16 bits.

2. Support 150ns and 120ns DRAMs by just changing
the program data word.

3. Use minimal additional logic.
4. Achieve zero waitstate memory access.

6.2 DESIGNING THE HARDWARE

Figure 6.1 shows a memory design for a 80286 based
system, using the 82C08 CHMOS DRAM controller.
This design can support two speeds of DRAMs, 120ns
and 150ns, by changing the program data word. To
incorporate this feature, an external shift register is
used. The external shift register is not required when
supporting only 120 ns DRAMs. As few as two addi-
tional ICs complete the memory control function.

In this example, the 82C08 interfaces synchronously to
the processor for best performance. The 82284 clock
generator provides the clocking for both the 82C08 and
the 80286. The status lines of the 80286 are connected
to the RD and WR inputs of the 82C08. The 82284
clock generator has internal pull-up resistors, which
eliminates the need for external pull ups on the status
lines. The address lines of the 80286 connect directly to
the ALO-AHS8 address input pins of the 82C08 (The
80286 address lines can drive a capacitive load of 100
pf. This capacitive load requirement should not be ex-
ceeded). In the fast cycle (80286) mode, the 82C08 gen-
erates an internal strobe to latch the addresses. The

\

latched AO and BHE signals are decoded to derive the
gating signals, for upper and lower byte of the memory
array.

The least significant address line, A1, is tied directly to
the bank select input. This allows memory interleaving
as consecutive addresses are in alternate banks. This
allows overlapping the RAS precharge of the first ac-
cess behind the memory access of the next cycle.

The 82C08 performs early write memory cycles, which
allows data in and data out pins to be tied together at
the RAM. This reduces the number of board traces.
Data buffers are required to prevent bus contention.
During the read cycle, the 82C08 CAS line drivers
drive data onto the bus upto 50 ns past the end of the
bus cycle. If another bus cycle were to start immediate-
ly, there could be bus contention between processor and
DRAM data.

6.3 TIMING ANALYSIS

This section will look at two specific examples to show
how the 82C08’s timing requirements are satisfied by
the 80286 microprocessor and how the 82C08 meets
the timing requirement of the DRAMs. Methods of de-
termining worst case values are also given.

The first example requires no wait states, as it interfaces
to fast DRAMSs (120 ns). The second example, on the
other hand, requires one wait state, as it interfaces to
slow DRAMSs (150 ns). Both the examples assume an 8
MHz 80286. This design can be upgraded to support a
10 MHz 80286 processor by substituting the 120 ns
access time DRAMs with 100 ns access time DRAMSs.

6.3.1 Example 1.

This example assumes an 80286 microprocessor, oper-
ating at 8 MHz, interfacing to two banks of 120 ns
TMS 4257-12 (Texas Instruments) DRAMs.
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Table 6a. Programmable Timings
Read and Refresh Cycles »
DRAM Value
Parameter CO-Fast Cycle 82C08 Value TMS4464— 12
trp 3TCLCL—-T27 137.5 ‘ns 100 ns
tepn 3TCLCL—-T34 137.5 ns 40 ns
trRsH 2TCLCL—T32 90 ns 60 ns
tesH 3TCLCL—-T25 162.5 ns 120 ns
tcaH 2TCLCL—-T32 90 ns 20 ns
taR 3TCLCL-T25 162.5 ns 70 ns
tr 3/30 3/30 ns 3/50 ns
trc 6TCLCL 375 ns 200 ns
tras 3TCLCL—T25 162.5 ns 150 ns
tcas - 3TCLCL—T32 152.5 ns 70 ns
tReH TCLCL—T34+Tgyr 125+ Tgyr 0 ns
Write Cycles
Parameter C0—Fast Cycle 82C08 Value | DRAM Value
trp 3TCLCL-T27 1375 ns 100 ns
teen 4TCLCL-T34 200 ns 40 ns
tRsH 2TCLCL—-T32 100 ns 60 ns
tcsH 4TCLCL—T25 225 ns 120 ns
tcaH TCLCL-T32 275 . ns 20 ns
tAR 3TCLCL—T25 1625. ns 70 ns
tr 3/30 3/30 ns 3/50 ns
trc 7TCLCL 437.5 ns 200 ns
trAS 4TCLCL—T25 225 ns 150 ns
tcas 2TCLCL-T32 90 ns 70 ns
| twes - TCLCL—T36—Tgyr .27.5—TgyF 0 ns
twcH TCLCL—T36—T31 90+ Tgyr 35 ns
: — TBUF
twcr 4TCLCL—-T25 225+ Tgyr ns 85 ns
twp 3TCLCL—T36—Tgur 1562.5—-Tgur 40 ns
tRwL 3TCLCL—T36—Tgyur 152.5—Tgyr 40 ns
towL 3TCLCL—-T36—Tgyr 152.5—-Tgur 40 ns

\
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DYNAMIC RAM INTERFACE

The first requirement is to ensure that the 82C08 satis-
fies the timing requirements of the DRAMs. Memory

‘compatibility timings-are shown in the 82CO08 data
sheet (page 22, Table 10, June 1985) and are summa-

rized in Table 6.a. The DRAM timings for the read,
write and refresh cycles are a function of the 82C08
‘clock input which may be slowed down to accommo-
date slower DRAMs.

During the read or write memory cycles the row ad-
dress propagates directly from the address bus through
to the 82C08 address output AOO - AO8 pins, which
are connected to the RAM address input pins. The row
address setup time is determined by the microprocessor’s
address valid delay timing. The row address setup time
calculations are shown in the next section.

Table 6.2 shows the 82C08 RAM timings calculated for
a clock input of 16MHz. The table compares the RAM
tlmmgs supported by the 82C08 against the RAM tim-
ing requirements of the TMS4256-12. .

ADDRESS SETUP AND HOLD
MARGIN

The microprocessor must put the address on the ad-
dress bus early enough in the memory cycle for it to
pass through the 82C08 and meet the row address setup
time to RAS (tASR) requirement of the DRAM. The
internal address multiplexer of the 82C08 switches dur-
ing the current memory cycle (after the column address
hold timing requirements are met) to allow the row
addresses for the next cycle to propagate through to the
82C08 address output pins. The clock edge that causes
the internal address multiplexer to switch from column
address to row address is dependent upon the pro-
grammed configuration of the 82C08 (in the CO config-
uration, the internal multiplexer switches during the
clock 2 cycle to select the row address for the next
cycle). The actual clock edges on which the transition
takes place are shown in Table 9a. and Table 9b. in the
82C08 data sheet. -~

Since the address propagates directly through the
82C08, the address setup time is a function of how long
the microprocessor holds the address on the bus prior
to activating the status lines (synchronous status inter-
face) or the read and write command lines (command
interface), the propagation delay through the 82CO08,
and the delay in activating the RAS. This and all the
equations to follow, show time margins; a positive re-
sult indicates extra margin, a zero result indicates that
the parameter is just met, and a negative result indi-
cates that the timing requirement is not met, under
worst case condition.

Before calculating tASR (address setup to RAS) timing
margin, it is necessary to calculate the address set up to
clk (TAVCL) timing, as they are related by the equa-
tion.

t{AVCL = TCLCL + tASR; Spec 23, 82C08 Data
Sheet.
tAVCL (from Fxgure 6.1.) =Address to Clk setup

time
= 2TCLCL — Address valid delay

tAVCL (for an 8MHz 80286)

= Address valid delay (80286) to the falling edge of
clock.

= 2(TCLCL) — Address valid delay (80286)

= 2x625 — 60 = 125 — 60 = 65 ns.
tASR = tAVCL — TCLCL

= 65 — 62.5

=2 ns.

NOTE:

1. For the case when the 80286 interfaces in the status
synchronous mode to. the 82C08, the address from
the 80286 can be directly connected to the address
inputs of the 82C08. The 82C08 in this mode of oper-
ation, internally generates a signal to latch the ad-
dresses.

2. The propagation delay of the *F373’ is specified in
the data sheet to be 9 ns at 50 pf. The capacitive
loading on the address bus is typically on the order
of 300 pf. The propagation delay specified in the data
sheet has to be derated for this capacitive load.

Row address setup time margin for TMS4256-12
= 2,5ns — (tASR of TMS4256-12)
= 25ns —0=25ns

There is no restriction on how long the processor’s ad-
dress should be held valid, as they ate internally latched

. by the 82C08. More importantly, the latched A0 and

BHE signals, which are decoded to derive the gating
signals for the write enable output (if byte write, then to
determine if write enable should be' activated to upper
or low&gyte of the memory word), must be held valid
until goes inactive. This timing requirement is
met, as shown below.

Address hold time margin
= Delay from the deactivation of RAS to the activa-
tion of ALE for the next bus cycle.

= TCLCL + ALE active delay (80288) min + prop-
agation delay of the latch — RAS inactive delay —
Address hold time of 82C08.
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Figure 6.4 Read Data Setup and Hold Time Waveform (CO Configuration - 120 ns DRAMSs)

= 62.5 + 3 ns + tpoe (74F373) min — TCLRSH
(82C08) max — O ns ’

= 62.5 + 3 ns + tpoe (74F373) min — 50 — 0 =
625+ 3ns + 45ns — 50ns — Ons = 19.5 ns.

Read Data Access Time Margin

Read data access times determines how many wait
states are required for a read cycle. There are two ac-
cess times that have to be evaluated to determine the
limiting factor for the DRAM access time.

1. access time from RAS
2. access time from CAS.

The wave form for a read cycle is shown in Figure 6.4.
The calculations carried out below assume 120ns access
time DRAMs.
1. Access time from RAS.
= the delay from the activation of RAS to the time
valid data is sampled by the CPU.

= 3TCLCL — RAS active delay — Access time
from RAS — transceiver propagation delay —
CPU data setup requirement.

= 3TCLCL — TCLRSL (82C08) max — tRAC
(DRAM) max — tpd (74F245) max — tDS
(80286) max.

at 16MHz (8MHz 80286)
= 3x62.5— 25 — 120 — 10 — 8(@ 50 pF)
= 245 ns

The F245 transceiver is rated at SOPf. The capacitance
loading on the data bus for a medium size application
would well exceed this value. Timing charts for the ca-
pacitive loading vs propagation delay should be used, to
determine the actual worst case propagation delay for
the transceiver. A general rule ofthumb for determining
the derating factor is 0.02 ns/pF for excess capacitive
load.

So, if the capacitive loading is 300 pF, then the actual
propagation delay:

tpd (74F245) actual = tpd (74F245) at 50 pF + (300-
50) 0.02 ns/pF.

8+ 5= 13ns.

2. Access Time From CAS

= the delay from activation of CAS to the time
when processor samples valid data.

= 2TCLCL — CAS active delay — Access time
from CAS — propagation delay through the
transceiver — Data setup required by the CPU.

= 2TCLCL — TCLCSL (82C08) max — tCAC
(DRAM) max — tpd (74F245) max — tDS
(80286) max - ]

= 2x625— 35— 60 — 8 (at 50 pF) — 10

= 125 — 113 = 12 ns. :

For the case being considered, the CAS access time is
the limiting factor. Summarizing for this system, the
read data access time requirement of the DRAM is sat-
isfied without the need for wait states.
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Figure 6.5 Data Set Up and Hold Tlmlng' Waveforms for Write Cycle C0 Configuration

Write Data Setup And Hold Time
Margins

In the write cycles, the write data must:
1. reach the DRAMs before CAS is activated to meet
the RAM data setup time.

2. the data must be held after the activation of CAS, to
meet the data hold timing requirement of DRAM.

Write Data Setup Time

The write data set up time is a function of how long the
processor holds valid write data on the bus, pnor to the
activation of CAS. The wave form for a write cycle is
shown in anure 6.5 and calculated below.

Write data setup time

= 2TCLCL + CAS active delay — valid write data
delay — propagation delay through the trans-
ceiver — data setup requirement of DRAM.

= 2TCLCL + TCLCSL (82C08) min — valid
write data delay (80286) at 16MHz — tpd (F245)
max — tDS(DRAM) max.

= 2x625+0—50—8ns —Ons

= 125 — 50 — 8 = 67 ns

Write Data Hold Time

Data on the bus becomes invalid following the inactive
edge of DEN, as it tri-states the output buffers of the
transceiver.

Write data hold time
= Delay from the activation of CAS to DEN inac-
tive delay

= 2TCLCL + DEN inactive delay + delay
through the inverter + output disable time from
DENY/ going inactive — CAS active delay.

= 2TCLCL + DEN inactive delay (80286) min +
tpd (74LS04) min + tpoe (74F245) min —
tCLRSL (82C08) max

125+ 3+ 45ns + 3ns — 35
= 100.5 ns °
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AACK Setup Time Margin

Advanced acknowledge (AACK) and (XACK) are
“hand shaking” signals used to inform the processor to
terminate the present bus cycle. The acknowledge tim-

ings directly determine the number of wait states in-
curred by the processor. The timings of the 82C08’s

AACK has been optimized to. allow memory accesses
without incurring wait states.

AACK and XACK serve the same function but differ
in timing. XACK is a Multibus Bus compatible signal,
and is activated when data is valid on the data bus.
AACK is activated earlier in the memory cycle and
informs the processor that data will be valid when it is
ready to sample data. The AACK is generated earlier
in the memory cycle to compensate for the inherent
delay of the microprocessor in responding to this signal
to terminate the current bus cycle. The timings of
AACK have been optimized for systems that interface
to the DRAM controller in the status synchronous
mode. Using AACK is recommended for this type of
interface as no wait states are introduced during normal
memory cycles.

The number of wait states incurred depend upon:

1. if a refresh cycle is in progress when the memory
cycle is requested.

2. if memory accesses are made to the same bank.

1. MemoEy Request Occurs When a
Refresh Cycle is in Progress

If a refresh cycle is in progress when the processor re-
quests a memory cycle, then the number of wait states
incurred would depend on:

1. how near the refresh cycle is to completlon

2. The RAS precharge time (as the 82C08 activates
both the RAS lines, the memory cycle can only be
started following the RAS precharge time).

Figure 6.6 shows a case when memory request is re-
ceived just as the 82CO08 starts a refresh cycle. In this
case, the memory request is internally latched by the
82C08 if the command meets the setup and hold time
required by the 82C08. The advanced acknowledge out-
put of the 82C08 is held inactive, until the requested
memory cycle can start. This ensures that the correct
number of wait states are introduced. The advanced
acknowledge output is activated only after the comple-
tion of the refresh cycle and the RAS precharge time.
This is shown in Figure 6.5. It can be seen from the
figure that the activation of RAS is delayed by one
clock cycle following the RAS precharge time. This is
because the 82C08 allows activation of RAS only in the
middle of the 80286 clock cycle. This ensures that data
is valid, when the 80286 samples data. (This is stated in
the 82C08 data sheet, page 19). The worst case delay
for the read or the write cycle dunng a refresh cycle is 3
wait states.

2. Memory Accesses To The Same
Bank

The example considered here assumes two banks of
memory. With the Bank Select (BS) input tied directly
to the least significant address line (A1l address line
from the 80286), sequential memory accesses will be to
alternate banks. But if the accesses were to the same
bank, then only the second immidiate access will be
delayed by the RAS precharge time. Figure 6.7. shows
the timing wave form for a write cycle followed by a
read cycle to the same bank. It is seen from the wave
forms that when sequential memory accesses are per-
formed to the same bank, the memory cycles that fol-
low will experience two wait states.

I‘ TS | (TC - | - Tc | Tc (| Tc | TC |
B T e e e e e i

Si=S0

RAS FOR REFRESH

&=

/-—ra's PRECHARGE nus——\A

RAS FOR MEMORY

ADVANCED ACKNOWLEDGE

| EACK .,

FOR MEMORY CYCLE

/

CAs

DATA

CAS FOR MEMORY,

VALID DATA

206039-28

Figure 6.6 Memory Request During a Refresh Cycle
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RASO/
CASO/ \ N\ cAs0/FOR WRITE [/ \_CASO/FOR
: ‘ —\ EAACK/
EAACK/ N\  EAAck FORWRITE [ \_FOR READ
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Figure 6.7 Write Cycle Followed by Read Cycle (CO Configuration)

The advanced acknowledge (AACK) is connected to
the SRDY (synchronous ready) input of the 82284
clock generator. The advanced acknowledge timings
must satisfy the setup and hold requirements of the
82284.

The Advanced Acknowledge setup time is shown in
Figure 6.7 and calculated below. The calculations show
that the AACK meets the setup requirement of the
82284 clock generator.

SRDY setup time

TCLCL — AACK active delay — setup time
required by 82284

= 625 —-35—-15
12.5 ns.

PCS Setup Time Margin

The 82C08’s RD, WR inputs are qualified by the PCS/,
in order to grant the requested memory cycle. If the
PCS/ active setup time is violated, then the memory
cycle will be delayed worse cause the 82C08 to not
function correctly. The chip select generation logic is
shown in" Fxgure 6.8.

PCS Setup time margin

= CPU address valid delay — PCS decode time —
setup time required by 82C08

= 2TCLCL — address valid delay — tpd (74LSO4)
— tpd (74LS00)

= 125 — 60 — 18.5 — 18.5 — 20 = 8 ns

RAM Data Out Hold Time Margins

The 82C08 CAS output is held valid for a fixed length
of time, during a read or write cycle. Following the
deactivation of CAS, the RAM data outputs are tri-
stated. The data is not valid long enough to allow the
processor on the Multibus Bus to read the data from
the bus, so data must be latched externally. This latch
must be a transparent latch and should be strobed by
XACK from the 82C08.

RAM ;iata out hold time margin from XACK,

= TCLCL — XACK active delay — setup time
required by latch

TCLCL — TCLTKL (82C08) max — tH
(74LS373) min.

= 625—35—-10
17.5 ns

Other Design Considerations:

Series Resistors on the 82008
outputs

Series resistors are required on all of the 82C08s out-
puts to reduce undershoot and overshoot caused due to
the complex impedance presented by the high capaci-
tive loads and trace inductance. The resistor value cho-
sen should cause critical damping. The resistor value is
system dependent, and varies from 33 Ohms to 60
Ohms, depending upon the number of DRAMs and
trace lengths.
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F8000H = FFFFFH: UCSO & USC1
DOOOOH = EFFFFH: DRAM

74F04

‘ 74F08
10/M
o > TO 82C08 PORT ENABLE

FFFFFH

EPROMS (64K)

F8000H

DRAMS

00000H 0-30

Figure 6.8 Chip Select Generatlon‘ Logic

CONCLUSION

This design will operate with zero wait states at worst
case (except when memory requests coincide with a re-
fresh cycle), at microprocessor frequencies up to
8MHz, using two banks of 120ns DRAMs. This design
can be upgraded to support 10 MHz 80286 by using
100 ns DRAMs. When single bank of memory is used,
then consecutive memory accesses will incur two wait
states.

6.3.2 Example 2

Alternate Configuration

Figure 6.9 shows another 80286 based memory system
design, but this time using 150ns access time DRAMs.
When 150ns DRAMSs are used, memory requests re-
quire 1 wait state (Advanced Acknowledge is activated
one clock cycle later). Additional wait states are in-
curred, when a memory access coincides with a refresh
cycle already in progress, or if consecutive memory ac-
cesses are to the same bank.

The 82C08 has to be programmed via an external shift
register into C1 configuration, to support the timing
requirements of the 150 ns DRAMs. Improper opera-
tion results when the default programming is used (de-
fault mode configures the 82C08 in the CO configura-
tion), as the DRAMs cannot put out valid data fast
enough to meet the processor’s data setup and hold
timing requirements. When the 82C08 is programmed
in the C1 configuration, the length of RAS, CAS, WE
and EACK timings are increased by one clock cycle.
Delaying the activation of EACK introduces the addi-
tional wait state required, to allow correct system oper-
ation. .

The only additional logic required to support 150ns ac-
cess DRAMs is an external shift register. The program
data bit (PD2) now needs to be programmed to a zero,
to configure the 82C08 in the slower C1 configuration.

Dynamic RAM Interface

The first step is to ensure that the DRAM timing re-
quirements are satisfied by the 82C08. Table 6.b com-
pares the DRAM timing requirements to those sup-
ported by the 82CO08.
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Figure 6.9 82C08 Interface to an 80286
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Table 6b. Programmable Timings

Read and Refresh Cycles

Value

Parameter C1—Slow Cycle 82C08 Value | DRAM
trp 3TCLCL-T27 137.5 ns 100 ns
tcPN . 3TCLCL—-T34 137.5 ns 60 ns
tRsH 3TCLCL—-T32 1562.5 ns 75 ns
tcsH 5TCLCL—T25 287.5 ns 150 ns
tcaH 3TCLCL—-T32 152.5 ns 25 ns
taR 4TCLCL—T25 225 ns 100 ns
tr 3/30 3/30 ns 3/50 ns
trc 7TCLCL 437.5 ns 260 ns
tRAS 4TCLCL—T25 225 ns 75 ns
tcas 4TCLCL-T32 215 ns 45 ns
trcs 2TCLCL—T35+Tgyr | 90—Tgur ns 0 ns
tRcH 2TCLCL—T34+Tgyr | 75—TBUF ns 0 ns
Write Cycles
Parameter _C1—Fast Cycle 82C08 Value | DRAM Value
trp 3TCLCL—-T27 1375 ns 100 ns
tceN 4TCLCL—-T34 200 ns 60 ns
trsH 3TCLCL—-T32 1625 ns 75 ns
tcsH 5TCLCL—T25 2875 ns 150 ns
tcaH 2TCLCL—T32 90 ns 25 ns
tar 4TCLCL—T25 225 ns 100 ns
tr 3/30 3/30 ns 3/50 ns
trc 8TCLCL 500 ns 260 ns
tRAs 5TCLCL—T25 2875 ns 75 ns
tcas 3TCLCL—T32 1525 ns 45 ns
twcH 3TCLCL—T32+Tgyr | 152.5+Tgyr NS 75 ns
twp 4TCLCL—T36—TgyF 215 — Tgur 45 ns
tRwL 4TCLCL—T36—Tgyr 215 — Tgur 45 ns
towL 4TCLCL—T36—TguF 215 — Tgur 45 ns
twcs TCLCL—-T36—TgufF 275 ns 0 ns

As the processor interface remains unchanged, the ad-
dress setup and hold time margins, EAACK setup time
margin and PCS setup time margin will remain the
same as the previous example.

Read Data Access Time Margin

There are two access time parameters that have to be
considered - RAS access time and CAS access time, to
determine which is the limiting factor. The read cycle
timing waveform is shown in Figure 6.10. and the cal-
culations are carried out below. As AACK is activated
later in the memory cycle, one wait state is introduced.

Access Time From RAS

STCLCL — RAS active delay — Access time from
RAS — propagation delay through the transceiver —
data setup time required by the processor.

= STCLCL — TCLRSL (82C08) max — tRAC
(DRAM) max — tpd (74F245) max — tDS
(80286) max
at SMHz
= 5%x625—25—150 — 8 — 10
3125 — 25 — 150 — 8 — 10
312.5 — 193 = 119.5 ns
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Figure 6.10 Read Cycle for C1 Configuration (1.W.S)

If the wait state was not introduced, the access time
from RAS =

= 3X625—-25—150 —8 — 10
= —5.5 ns... Data setup time is not met.

In conclusion, 1 W.S. is essential for proper memory
operation.

'Access Time From CAS

4TCLCL — CAS active delay — Access time from
CAS — propagation delay through transceiver — data
setup time required by the processor

= 4TCLCL — TCLCSL — tCAC — tpd (74F245)

— tDS (80286)
=250 —-35—-65—-8—-10
= 132 ns

In this case the access time from RAS is the limiting
factor.

Write Data Setup and Hold Time
Margins :

In write cycle, the write data must:

1. Reach the DRAMSs long enough before the activa-
tion of CAS to meet the data setup requirement of
DRAM. '

2. Be held long enough after CAS to meet the data hold
requirement of DRAMs.

Data setup and hold time calculations are shown below.
The timing wave forms are shown in Figure 6.11.

Write Data Setup Time

2TCLCL + CAS active delay — Write data valid de-
lay — propagation delay through the transceiver —
data setup requirement of DRAM.

2TCLCL + TCLCSL (82C08) min — Write data valid
delay (80286) max — tpd (74F245) max — tDS
(DRAM)max.
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Figure 6.11 Write Data Timing Waveforms for C1 Configuration (1.W.S)

125+ 0—-50—-8-0

Figure 6.12 Wait States for 8026 for Different

DRAM Speeds
DRAM
Speed 100ns|120ns| 150ns {200 ns
6MHz [Ows. [Ows.| Ows. NA
80286 8MHz [ Ow.s. | Ow.s. [(C1)1ws.| NA
10 MHz| Ow.s. | NA '
Confg | CO Co

The 74F245 transceiver is rated at 50 Pf. The capacitive
loading on the data bus is. usually much greater, say
300 Pf for a medium sized application. The propagation
delay of the transceiver is much greater at 300 Pf, so
appropriate derating has to be applied. A typical rule of
thumb is to use a derating factor of 0.02 ns/Pf for ex-
cess capacitive loading.

tpd (74F245)

='8 + 0.05 (300 — 50)
8 + 0.02 (250) '
8+ 5=13ns

Write data hold time

Delay from activation of CAS to data becoming
invalid ' _

STCLCL + data invalid delay + propagation
delay through the transceiver — CAS active de-
lay — data hold time requirement of DRAM.

STCLCL + 0 + tpd (74F245) — TCLCSH (82C08)
max — tDH (DRAM) '

= 3125+ 8 — 35— 30

= 255.5ns

CONCLUSION

This design will operate, at worst case, with one wait
state, at microprocessor frequencies of up to 8 MHz
using slow 150 ns access time dynamic RAMs.
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.~ CHAPTER 7
INTERFACING 82C08 CHMOS DRAM CONTROLLER TO
STATIC COLUMN 64K X 4 DYNAMIC RAM

The 82C08 can support the normal mode of static col- .

umn and ripple mode DRAMs. It does not however
support the static column or the ripple mode fast trans-
fer cycles.

This chapter describes a method of interfacing static
column 64K X 4 dynamic RAM (SCRAM) to an

80186 microprocessor under control of the 82C08 dy-"

namic Ram controller. There is a considerable reduc-
tion in board space and chip count, when using the
SCRAM as opposed to the conventional 64k X 1 dy-
namic RAMs at the expense of memory density.

Figure 7.1 is a block diagram of a design using 82C08 .

dynamic RAM controller and the SCRAMs, showing
all of the relevant logic. The read signal from the proc-

essor is ’anded’ with the port enable signal of the 82C08 -

and connected to the SCRAM output enable pin. The
read signal is chosen, as the output enable is active only
when performing a read cycle. The read cycle is *anded’
with the port enable signal, to ensure that the output
enable is not activated by any other bus cycle and there-
fore cause bus contention.

The example being considered assumes a 8 MHz 80186
interfacing to 150 ns access SCRAMs via the 82C08. A
detailed analysis of the interface between the 80186 mi-
croprocessor and the 82C08 dynamic RAM controller
is illustrated in Chapter 5 “Interfacing the Dynamlc
RAM Controller to the 1APX 80186

TIMING ANALYSIS

As shown in the schematic, the output enable pin on
the SCRAM is tied to the read signal, qualified by the
dynamic RAM chip select signal MCS0. The timing
analysis for this interface is covered in the paragraphs
to follow.

Timing Analysis

This analysis is carried out to verify if the data set-up
and hold timings are met for an 8MHz 80186 micro-
processor, when performing a read operation.

The timing analysis. has been carried out based on the
following assumptions:

SCRAM CHARACTERISTICS

tCAC = 30 ns.’
tRAC = 150 ns.
tCAA = 70 ns.

tOAC = 25 ns.

Data Set-Up Time
The data out of the SCRAM is dependent upon the

-four specifications. ,

® tCAC - Access time from CAS

® tRAC - Access time from RAS

® tCAA - Access time from column address
® tOAC - Access time from output enable

Either of ‘these four parameters may be the limiting
factor in determining the RAM access time.

' Data out with reference to CAS: (Equation 1)

CAS active fron from clock J, delay (82C08) + Access
time from CAS(SCRAM)

= TCLCSL (82C08) max + tCAC (SCRAM)
max. .

= 1224+ 30 = 1524 s

II. Data out with reference to RAS: (Equation 2)
RAS active from clock | delay (82C08) max +
" Access time from RAS(SCRAM) max

= TCLRSL (82C08) max + tRAC (SCRAM)
max ’

= 35+ 150 = 185 ns

Il Data out with reference to column address:
(Equation 3)
CAS active from clock | delay (82C08) max +
Access time from column address (SCRAM) max
— column AO to CAS set-up (82C08) min
= TCLCSL (82C08) max + tCAA (SCRAM)
max — tASC (82C08) min

= 1224 + 70 — 5 = 1874 ns
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‘Figure 7.1 80186/82C08 Interface Block Diagram
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Figure 7.2 80186/82C08 Interface Block Diagram

IV. Data out with reference to output enable:
(Equation 4)
Rd active delay (80186) max + buff delay
(74LS32) max + Access time from OE/
(SCRAM) max

= TCLRL max (80186) + tpd (74LS32) max +
tOAC max (SCRAM)

= 70 + 25 + 25 = 130 ns

The calculations indicate that the delay from the col-
umn address is the limiting factor as it introduces the
most delay. Usmg this value to see if the 80186’s data
set-up time is met: !

2 clks — Access time from column address (Equa-
tion 3) — buff delay > Data set-up (80186)

2 clks — (Equation 3