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CUSTOMER SUPPORT

INTEL’S COMPLETE SUPPORT SOLUTION WORLDWIDE

Customer Support is Intel’s complete support service that provides Intel customers with hardware support,
software support, customer training, consulting services and network management services. For detailed infor-
mation contact your local sales offices.

After a customer purchases any system hardware or software product, service and support become major
factors in determining whether that product will continue to meet a customer’s expectations. Such support
requires an international support organization and a breadth of programs to meet a variety of customer needs.
As you might expect, Intel’s customer support is quite extensive. It can start with assistance during your
development effort to network management. 100 Intel sales and service offices are located worldwide —in the
U.S., Canada, Europe and the Far East. So wherever you're using Intel technology, our professional staff is
within close reach.

HARDWARE SUPPORT SERVICES

Intel’s hardware maintenance service, starting with complete on-site installation will boost your productivity
from the start and keep you running at maximum efficiency. Support for system or board level products can be
tailored to match your needs, from complete on-site repair and maintenance support to economical carry-in or
mail-in factory service.

Intel can provide support service for not only Intel systems and emulators, but also support for equipment in
your development lab or provide service on your product to your end-user/customer.

SOFTWARE SUPPORT SERVICES

Software products are supported by our Technical Information Service (TIPS) that has a special toll free
number to provide you with direct, ready information on known, documented problems and deficiencies, as
well as work-arounds, patches and other solutions.

Intel’s software support consists of two levels of contracts. Standard support includes TIPS (Technical Infor-
mation Phone Service), updates and subscription service (product-specific troubleshooting guides and;
COMMENTS Magazine). Basic su[g)ort consists of updates and the subscription service. Contracts are sold in
environments which represent product groupings (e.g., iRMX® environment).

CONSULTING SERVICES

Intel provides field system engineering consulting services for any phase of your development or application
effort. You can use our system engineers in a variety of ways ranging from assistance in using a new product,
developing an application, personalizing training and customizing an Intel product to providing technical and
management consulting. Systems Engineers are well versed in technical areas such as microcommunications,
real-time applications, embedded microcontrollers, and network services. You know your apElication needs;
we kg;)w our products. Working together we can help you get a successful product to market in the least
possible time.

CUSTOMER TRAINING

Intel offers a wide range of instructional programs covering various aspects of system design and implementa-
tion. In just three to ten days a limited number of individuals learn more in a single workshop than in weeks of
self-study. For optimum convenience, workshops are scheduled regularly at Training Centers worldwide or we
can take our workshops to you for on-site instruction. Covering a wide variety of topics, Intel’s major course
categories include: architecture and assembly language, programming and operating systems, BITBUS™ and
LAN applications.

NETWORK MANAGEMENT SERVICES

Today’s networking products are powerful and extremely flexible. The return they can provide on your invest-
ment via increased productivity and reduced costs can be very substantial.

Intel offers complete network support, from definition of your network’s physical and functional design, to
implementation, installation and maintenance. Whether installing your first network or adding to an existing
one, Intel’s Networking Specialists can optimize network performance for you.
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iSBC®486/125DU AND 386/133" SINGLE BOARD COMPUTERS

ADDING i486™ AND 386™ CPU POWER TO MULTIBUS® I

The iSBC® 486/125DU (Development Unit) and iSBC 386/133* Single Board Computers
provide immediate access to the i486™ and 386™ 32-bit microprocessors on MULTIBUS II,
the industry standard multiprocessing system bus. The iSBC 486/125DU board enables the
system architect to prototype and validate an i486 processor-based system today.

Boasting the 33MHz 386 processor and a feature set compatible with its predecessors,

the iSBC 386/133 board offers an immediate performance boost for current MULTIBUS |l
designs. The iSBC 486/125DU and iSBC 386/133 boards are also fully compatible.

Design and ship systems in volume today using iSBC 386/133 boards, and easily

upgrade them to 486 CPU performance later. ‘

FEATURES

iSBC®486/125DU iSBC®386/133

e {486™ CPU operating at 26MHz with on- e 386™ CPU operating at 33MHz
chip FPU and cache e 387™ Numeric Coprocessor

* 8MB on-board DRAM with parity e 64KB SRAM zero wait-state cache

o 1-16MB on-board DRAM with parity

iSBC®486/125DU AND iSBC®386/133

* 82258 ADMA with 16-byte “blast’ mode e Full 32-bit MULTIBUS II (IEEE/ANSI

e Two 32-pin JEDEC EPROM Sites with 1296) Parallel System Bus interface
Built-in-self-test (BIST) Connector for on-board CSM option

e iLBX™ |l interface e Full Operating Systems Support: iRMX®
e Two RS-232 asynchronous serial ports Il and UNIX** System V/386 operating
* One iSBX™ connector systems, and iRMK™ | real-time kernel
L]

3 programmable interval timers, 15
levels of interrupt

-
IM * The 1ISBC 386/133 board 1s also manufactured under product code pSBC386/133 by Intel Puerto Rico, Inc
September, 1989

© Intel Corporation 1989 QOrder Number 281007-001
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| iSBC®386/133 FEATURES |

386™ MICROPROCESSOR SPEED AND
PERFORMANCE

The iSBC 386/133 Single Board Computer features
the highest speed 386™ microprocessor available
today —33MHz. It also includes a 387™ floating-point
coprocessor running at 33MHz. The 121-pin,
extended math coprocessor socket could also house
a WEITEK 3167 floating-point unit (FPU) instead of the
387 FPU.

HIGH-SPEED ON-BOARD MEMORY

For optimum CPU performance, the iSBC 386/133
board includes a 64K Byte cache memory resulting
in zero wait-state read accesses on cache hits. The
iSBC 386/133 board provides 1-16MB of parity
protected, fast-page DRAM memory. The memory
interface is designed to support up to 64M bytes,
allowing for further memory expansion when 4 Mbit
DRAM modules become available.

This board also includes two 32-pin JEDEC sites for
up to 512KB of EPROM using 27020, 2 Mbit EPROM
devices. These sites, as shipped, contain BIST (Built-
In-Self-Test) and IDX (Initialization and Diagnostics
eXecutive) power-up diagnostics residing in two pre-
programmed 27010 EPROMs.

82258 ADMA COPROCESSOR WITH 16-
BYTE “BLAST” MODE

The 82258 Advanced DMA coprocessor provides 4
DMA channels. Two channels are allocated to data
transfers to/from the iISBX™ bus interface. The
remaining two channels handle data transfers
between the MPC and on-board memory. Special
logic on the board allows the 82258 to transfer data
to and from the MPC 4-bytes (‘fly-by’) or 16-bytes
(‘blast” mode) at a time; or at a sustained rate of
13.3M bytes/sec or 20.0M bytes/sec.

BALANCED SET OF ON-BOARD I/0: TWO
SERIAL PORTS, iSBX™ CONNECTOR

Through extensive use of surface mount technology,
the iSBC 386/133 board has increased the on-board
1/0 features over previous MULTIBUS Il CPU boards.
It provides two serial ports based on Intels 82530
Serial Communications Controller and one iSBX
connector, capable of supporting a single- or double-
wide, 8- or 16-bit iSBX MULTIMODULE™ board.

iLBX™ Il INTERFACE FOR MEMORY
MAPPED 1/0 EXPANSION

The iLBX™ Il interface on P2 provides expansion for
64M Bytes of off-board memory or memory mapped
I/O. It operates at 8MHz and is completely
compatible with the iLBX Il interface on the iISBC
286/100A and the iISBC MEM 3xx memory modules.

ON-BOARD CSM (CENTRAL SERVICES
MODULE) CAPABILITY

An iSBC CSM/002 connector on the iSBC 386/133
provides an on-board CSM option. The iSBC
CSM/002 module performs all CSM functions
required by the IEEE/ANSI 1296 Specification. It also
provides a battery-backed time-of-day clock, periodic
alarm function, and 28 bytes of non-volatile RAM. The
iSBC 386/133 with CSM module is installed in slot
zero of a MULTIBUS i chassis and requires only one
slot.

FULLY COMPATIBLE WITH iSBC®
386/116,120 AND iSBC®486/125DU

The iSBC 386/133 board is fully compatible with the
INTEL386 family of MULTIBUS Il boards, namely the
iSBC 386/116, 386/120 and 486/125DU. Table 1 shows
that the iSBC 386/133 feature set, with the exception
of PSB access to on-board memory, is a super set of
the iSBC 386/116, 120 feature set and matches that of
the ISBC 486/125DU. Your 16MHz and 20MHz
designs may be upgraded to 33MHz for an
immediate system performance boost with a simple
board swap.

PLUG-AND-PLAY WITH SYSTEM 520

Conforming to the MULTIBUS Il Systems Architecture
(MSA), this board integrates cleanly into the System
520. All you need is the “System Integration Toolkit”
(SIT kit) that contains all the firmware necessary to
operate in the System 520 enviroment. Install the
firmware, plug the iSBC 386/133 into an empty slot,
and start the system. It's that simple.

COMPREHENSIVE DEVELOPMENT AND
OPERATING SYSTEM SUPPORT

Operating system support includes the iRMX® Il Real-
Time operating system and UNIX System V/386
operating system. The iRMK™ | real-time kernel is
available for 32-bit embedded applications. All three
include MULTIBUS Il transport for full message
passing support. To ease MULTIBUS Il modules
development, Intel offers both the iIRMX and UNIX
operating system versions of the System 520
Development System which can support on-target
and/or cross-hosted software development in one
chassis.
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| 1ISBC®486/125DU FEATURES

DEVELOPMENT VEHICLE FOR FAST TIME
TO MARKET WITH i486™ CPU

The iSBC 486/125DU Development Unit provides the
system architect the opportunity to start designing
today an i486™ processor-based system using an
industry standard, off-the-shelf board. These units are
currently available in limited sample quantities.

i486™ MICROPROCESSOR: THE HIGHEST
PERFORMANCE COMPATIBILITY
PROCESSOR

The heart of the iISBC 486/125DU board is the i486™
microprocessor, the newest and fastest member of
the popular INTEL386™ 32-bit processor family. It is
binary compatible with 386 microprocessors and
offers two to three times the performance. The 486
microprocessor provides the highest level of
performance through a state-of-the-art design
containing a pipelined architecture, 8KB cache, and
a high-performance local bus interface. Frequent
instructions execute in one cycle. The performance is
further enhanced by an on-chip floating-point unit
(FPU) that is binary compatible with the 387 numerics
COProcessor.

HIGH-SPEED MEMORY INTERFACE
OPTIMIZES i486™ CPU PERFORMANCE

The iISBC 486/125DU board comes with 8 MBytes of
byte-parity protected DRAM. On-board memory
access is optimized via a two way interleaved
memory design using fast page DRAMs. The iSBC
486/125DU board fits in a single MULTIBUS Il slot.

COMPLETELY COMPATIBLE WITH THE
iSBC®386/133

As shown in Table 1, all the /O and MULTIBUS ||
architecture support features of the iSBC 386/133
are also provided on the iSBC 486/125DU for full
compatibility with the iISBC 386/133. Both boards are
supported by the iRMX, iRMK and UNIX operating
systems.

TABLE 1
INTEL386™ architecture based MULTIBUS Il CPU Boards Feature Set Comparison:
O
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o X/ & 9 S/ S S/ 9/ O N
) '~ L/ Q Q X/ & °Q T/ S/
4 @ 3 Q/ &/ I & E/&/4F >/ X/ 8
S /L) F /S F ) e/E/ S S
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iSBC®486/125DU | 486™/25 | Onchip | Onchip | 8 | v | +» 2 v |lv | v|v» v
iSBC® 386/133 386™/33 | 387™/33 64KB 16 | » v 2 v | v v | v | v I
1SBC® 386/120 386™/20 | 387™/20 64KB 16 | » | » | 1(8751) | v v v | v | v
iSBC® 386/116 386™/16 | 387™/16 64KB 16 | »» | » | 1(8751) | » v v | v | v
WORLD WIDE SERVICE AND INTEL QUALITY—YOUR GUARANTEE
SUPPORT

Should these or any Intel board ever need
service, Intel maintains a world wide network of
service and repair facilities to keep you and your
customers up and running. For unique
applications requiring customization of our
products, the Intel Custom Board and Systems
Group is available to modify, integrate and test
Intel boards and system components to your
requirements.

The iSBC 386/133 and iSBC 486/125DU boards
are designed and manufactured to meet Intel's
strict standards, assuring their reliability and high
quality.
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SPECIFICATIONS

CPU CLOCK RATE

iSBC 386/133: 386™ CPU @ 33.3MHz

387™ FPU @ 33.3MHz

iSBC 486/125DU: i486™ CPU @ 25MHz
CACHE MEMORY
iSBC 386/133: 64K bytes

0 wait state on read hit
iSBC 486/125DU: 8K bytes on-chip

0 wait state on read hit

DMA CLOCK RATES/MAXIMUM
BANDWIDTH*

82258 ADMA 10MHZz/20 MB per second
*assumes transfer between local DRAM and MPC.
ON-BOARD DRAM MEMORY

Model Supplied

iSBC 486/125 DU 8MB

iSBC 386/133 FO1 1MB

iSBC 386/133 F02 2MB

iSBC 386/133 F04 4MB

iSBC 386/133 FO8 8MB

® Single-bit parity error detection per byte

¢ iSBC 386/133 only: Memory expansion possible
with one additional iISBC MMOxFP module.
Maximum on-board memory capacity =16MB
(64MB w/ 4Mbit DRAMS)

NOTE: Model suffixes FO2 and FO8 require two
MULTIBUS Il card slots.
'iISBC 486/125DU with 8MB fits in one
MULTIBUS Il slot.

EPROM MEMORY

Two JEDEC sttes provide fo"owing capacity:
Devices Capacity

27010 256K byte (supplied)
27020 512K byte
INTERFACES

e MULTIBUS Il PSB: 32-bit Parallel System Bus
(ANSI/IEEE 1296) interface
with full message passing

capability
® iSBX Bus: Compliance Level:
D16/16 DMA
e iLBX Il Bus: Compliance Level: PRQA
e Serial I/O: RS232C DTE ASYNC
SERIAL I/0 PORT

e Channel A & B: RS232C compatible DTE
Asynchronous interface

¢ 9-pin D-shell shielded connector

¢ Configurable baud rates:
300,600,1200,2400,4800,9600,19200, and 38400

PHYSICAL DIMENSIONS

Height: 233 mm (9.18 inches)
Depth: 220 mm (8.65 inches)
Front Panel Width: ~ 19.2 mm (0.76 inches)

ELECTRICAL CHARACTERISTICS

DC Power Requirements (Typical): +5V, 13A
+12V, 200mA

NOTE: Does not include power for iSBX module, or
added iSBC MMOx modules.

For the second iISBC MMOx module, add:
iSBC MMO1-FP or iSBC MMO04-FP  +5V, 0.71A
iISBC MMO2-FP or iSBC MMO8-FP  +5V, 0.96A

REFERENCE MANUAL

iSBC 386/133 Single Board Computer Users Guide
(order number 457629-001)

iSBC 486/125DU Single Board Computer User's
Guide (order number 459600-001)

ORDERING INFORMATION

Order Code Description
SBC486125DU 25MHz 486 CPU-based
. Development Unit w/ 8MB DRAM

SBC386133F01 33MHz 386 CPU board w/ 1MB
DRAM

SBC386133F02 33MHz 386 CPU board w/ 2MB
DRAM

SBC386133F04 33MHz 386 CPU board w/ 4MB
DRAM

SBC386133F08 33MHz 386 CPU board w/ 8MB
DRAM

SBCMMO1FP  1MB, 85ns memory expansion
module

SBCMMO2FP  2MB, 85ns memory expansion
module

SBCMMO4FP  4MB, 85ns memory expansion
module

SBCMMO8FP  8MB, 85ns memory expansion
module

SBCCSM002 CSM Option Module

SIT133KIT System 520 firmware for iISBC

386/133

For more information or the number of your nearest
Intel sales office, call 800-548-4725 (good in the U.S.
and Canada).
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ISBC® 386/116 AND 386/120* MULTIBUS® II

SINGLE BOARD COMPUTERS
m High Performance 32-bit 386™ m 82258 DMA Controller Providing 4 High
Processor Operating at 16 MHz or Performance DMA Channels
20MHz m 32-Bit MULTIBUS®I Parallel System
m 80387 Numerics Co-Processor Bus (IEEE 1296) Interface with Full
Providir!g IEEE 754 Floating Point Message Passing Capability
lzr;’s:;:;tlon Set, Operating at 16 MHz or m 8-, 16-Bit iSBX™ Bus (IEEE P959)
64K byte Static RAM Cache Providi Interface with DMA for 1/0 Expansion
" Zero \yvt:it S:altz Readsac e Froviding m Resident Firmware to Support Built-In-

Self-Test (BIST) Power-Up Diagnostics
m 1, 2, 4 or 8M Bytes of On-Board Dual- (BIST) Pow pblag

Ported Dynamic RAM Memory with ® MULTIBUS Il Interconnect Space for
Parity Error Detection, Expandable to Software Configurability and
16M Bytes Diagnostics

m One RS 232C Serial I/0 Port

The iSBC 386/116 and 120 MULTIBUS Il Single Board Computers are based on Intel's 386 high performance
32-bit microprocessor. The 386 CPU maintains software compatibility with the entire 8086 microprocessor
family and delivers new performance standards for microcomputer-based systems. Four versions of the iSBC
386/116 and 120 boards are offered: the M01, which contains 1M byte of DRAM; the M02, which contains 2M
bytes of DRAM; the M04, which includes 4M bytes of DRAM; and the M08 which contains 8M bytes of DRAM.
An optional memory expansion module can be added to expand the iSBC 386/116 or 120 board’s resident
memory to a maximum of 16M bytes.

The 64K byte static RAM cache enables the 386 CPU to execute at its full potential performance, while the
MULTIBUS II bus provides an interface for reliable, high performance multiprocessing.

PHOELHT G O LR R

280631-1

The iSBC® 386/116 and iSBC® 386/120 are also manufactured under product code piSBC® 386/116 and iSBC® 386/120
by Intel Puerto Rico, Inc.

November 1989
1-5 Order Number: 280631-002



ll'lter ISBC® 386/116 AND 386/120 MULTIBUS® Il SINGLE BOARD COMPUTERS

FUNCTIONAL DESCRIPTION

Overview

The iSBC 386/116 and 120 boards utilize Intel's 386
32-bit microprocessor. The advanced capabilities of
the MULTIBUS II architecture coupled with the high
performance and compatibility features of the 386
CPU, provide the designer with a superior 32-bit so-
lution for multiprocessing applications. By using the
MULTIBUS Il architecture, multiprocessing systems
are enhanced through advanced bus features in-
cluding: 21-board distributed arbitration, virtual inter-
rupts, hardware-assisted message passing, bus pari-
ty for high reliability, and software configurability us-
ing interconnect address space. The MULTIBUS I
parallel system bus (iPSB) interface on the iSBC
386/116 and 120 boards support full message pass-
ing and dual-port architectures and is fully compati-
ble with other SBCs based on the MULTIBUS |
(IEEE 1296) bus specification.

The iSBC 386/116 and 120 boards are offered in
four versions: M01, M02, M04 and M08 which con-
tain 1, 2, 4 and 8M bytes of resident DRAM memory
respectively. This memory is physically located on
an expansion board, and can be accessed directly
from the iSBC 386/116 or 120 board's local bus or
by another CPU over the iPSB bus. This dual-port
memory can be expanded to a maximum of 16M
bytes though the addition of a second Intel iSBC
MMO1, MM02, MM04 or MMO08 (1, 2, 4 or 8M byte)
memory expansion module. Parity error detection is
included on all resident DRAM memory.

Architecture
The iSBC 386/116 and 120 logic consists of eight

resource modules and three interfaces connected

together over an on-board local bus. The resources
include the 386 CPU, the 80387 numeric co-proces-
sor, the 82258 DMA controller, the dual-port DRAM
memory, the SRAM cache memory, the EPROM
memory with BIST software, the programmable tim-
ers and the interrupt ‘controllers. Interfaces included
are the iPSB parallel system bus, the iSBX I/0 bus
and the RS 232C serial 1/0 interface. A block dia-
gram of the iSBC 386/116, 120 board is shown in
Figure 1. The following text describes each of the
resources and interfaces.

386™ PROCESSOR

Intel’s 386 CPU is the central processor for the iSBC
386/116 and 120 boards. This is the first 32-bit
member of Intel's 8086 family of microprocessors.
At 16 MHz and 20 MHz, the 386 is capable of

executing at sustained rates of 4 and 5 million 32-bit
instructions per second, respectively. This perform-
ance is made possible through a state-of-the-art de-
sign combining advanced VLS| semiconductor tech-
nology, a pipelined architecture, address translation
caches and a high performance local bus interface.

The 386 processor provides a rich, generalized reg-
ister and instruction set for manipulating 32-bit data
and addresses. Features such as scaled indexing
and a 64-bit barrel shifter ensure the efficient ad-
dressing and fast instruction processing. Special
emphasis has been placed on providing optimized
instructions for high-level languages and operating
system functions. Advanced functions, such as
hardware-supported muititasking and virtual memory
support, provide the foundation necessary to build
the most sophisticated multitasking and multiuser
systems. Many operating system functions have
been placed in hardware to enhance execution
speed. The integrated memory management and
protection mechanism translates virtual addresses
to physical addresses and enforces the protection
rules necessary for maintaining task integrity in a
multiprocessing environment. .

The 386 CPU provides access to the large base of
software developed for the 8086 family of micro-
processors. Binary code compatibility allows execu-
tion of existing 16-bit applications without recompila-
tion or reassembly, directly in a virtual 8086 environ-
ment. Programs and even entire operating systems
written for 8086 family processors can be run as
tasks under 32-bit operating systems written for the
386 CPU.

80287 NUMERIC CO-PROCESSOR

The 80387 is a high-performance floating-point co-
processor that takes numerics functions which
would normally be performed in software by the 386
microprocessor and instead executes them in hard-
ware. The instruction set executed by the 80387 is
compatible with the |IEEE 754 floating point stan-
dard, with high-precision 80-bit architectures and full
support for single, double and extended precision
operations. The 80387 executes floating point oper-
ations at a rate of 1.5M Whetstones per second at
16 MHz, and 1.86M Whetstones per second at
20 MHz.

82258 ADVANCED DMA CO-PROCESSOR

The 82258 is a high performance 4 channel DMA
co-processor. Unlike other DMA devices, the 82258
has processing capabilities. Its command chaining
feature and data manipulation capabilities (compare,
verify, translate), allow the 82258 to execute simple
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lntd iSBC® 386/116 AND 386/120 MULTIBUS® Il SINGLE BOARD COMPUTERS

input/output programs without processor interven-
tion. This allows the 386 CPU more time for general
purpose processing, thus improving total system
performance. The 82258 shares ownership of the
on-board local bus via the 386 processor’'s HOLD,
HOLD ACKNOWLEDGE co-processor protocol. The
maximum percentage of on-board local bus utiliza-
tion by the 82258 is user programmable.

The four 82258 channels are allocated to iSBC 386/
116 or 120 on-board resources as shown in Table 1.
Special logic on the boards allows the 82258 to
transfer data to and from the message passing co-
processor (MPC) 32-bits at a time using single cycle
mode. Using this mode, the 82258 (which operates
at 8 MHz on 386/116 and 10 MHz on 386/120) can
load or unload an MPC solicited message (from or to
resident DRAM) at a sustained rate of 10.7M bytes
and 13.3 Mbytes per second, respectively.

Table 1. DMA Channel Allocation
Channel

Function

iISBX DMA support
iSBX DMA support
MPC Solicited Message Receive
MPC Solicited Message Transmit

0
1
2
3

DUAL-PORTED DYNAMIC RAM

The iSBC 386/116 and 120 boards include 1, 2, 4 or
8M bytes of DRAM depending upon the version.
This memory can be extended to a maximum of 16M
bytes through the addition of an Intel iSBC MMO1,
MMO02, MM04 or MMO8: 1, 2, 4 or 8M byte memory
expansion module. The DRAM refresh control, dual-
port control and parity generation/checking logic is
physically located on the baseboard, while the actu-
al DRAM components are located on low-profile sur-
face mount expansion boards. Each iSBC 386/116
or 120 board is shipped with one expansion memory
module installed and may be expanded to contain
two total memory expansion modules. The memory
expansion module mechanics are shown in Figure
2.*

*NOTE:
Only one single-sided memory module (MMO1 or
MMO4) installed onto the iSBC 386/116 or 120
board will fit within one MULTIBUS Il slot. A dou-
ble-sided module (MM02 or MMO08) or any stack of
two modules will require two MULTIBUS II slots.

Parity error detection is provided on a byte-by-byte
basis. The parity logic normally generates and
checks for odd parity with detected errors signaled
via an on-board LED and a CPU interrupt. Even pari-
ty can be forced to generate a parity error for diag-
nostic purposes.

The DRAM is accessible from both the on-board lo-
cal bus and the iPSB bus. The amount of memory
accessible from the iPSB bus and the iPSB address

- aliasing values are dynamically configurable via in-

terconnect space registers.

CACHE MEMORY

The cache memory on the iSBC 386/116 and 120
boards allow zero wait-state accesses to memory
when the data requested is resident in the cache
memory. The static RAM cache has 16,384 32-bit
data entries with 8-bit “tag” fields. Each 32-bit
DRAM memory location maps to one (and only one)
cache data entry. The “tag” fields are used to deter-
mine which 32-bits of DRAM memory currently re-
sides in each cache data entry. The combination of
a direct mapped cache data array and a tag field
ensures data integrity and accurate, high perform-
ance identification of cache “hits”.

Data integrity is maintained for cache “misses”
(DRAM memory READs not in the cache) and
DRAM memory WRITEs through a simple, yet effec-
tive replacement algorithm. 386 CPU generated
cache READ “misses” cause the data field of the
cache entry corresponding to the addressed memo-
ry to be filled from the DRAM array and the tag field
to be updated. All iPSB or ADMA READs are treated
as cache “misses’”, except that the cache is not up-
dated. All WRITE “hits”, local and iPSB generated,
cause the cache data field to be updated. WRITE
“misses” do not update the cache. The cache mem-
ory size and replacement algorithm are designed to
optimize both the probability of cache “hits” and lo-
cal bus utilization.

EPROM MEMORY

Two 32-pin JEDEC EPROM sites capable of sup-
porting up to 512K bytes of EPROM (using 27020
EPROMSs) are supplied on the iSBC 386/116 and
120 boards. These sites, as shipped, contain built-in-
self-test power-up diagnostics residing in two pre-
programmed 27512 EPROMs. These EPROMs may
be replaced by the user. Jumper configurations al-
low the use of 2764, 27128, 27256, 27512, 27010,
and 27020 EPROMs.

8254 PROGRAMMABLE TIMERS

The iSBC 386/116 and 120 boards contain an Intel
8254 component which provides three independent
programmable 16-bit interval timers. These may be
used for real-time interrupts or time keeping opera-
tions. Outputs from these timers are routed to one of
the two 8259A interrupt controllers to provide soft-
ware programmable real-time interrupts.
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iSBC 386,/1XX BOARD
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1. The iSBC 386/1XX MO1 or M04 fits within one MULTIBUS Ii slot. The iSBC 386/1XX M02 or MO8, or any iSBC 386/
1XX with a stack of two memory modules will require two MULTIBUS Ii slots.

Figure 2. iSBC® 386/116 and 120 Boards Memory Module Mechanics
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INTERRUPT CONTROL

Two Intel 8259A programmable interrupt controllers
on the iSBC 386/116 and 120 boards are used in a
master-slave configuration for prioritizing up to 15
separate on-board interrupt sources. The devices
and functions are listed in Table 2.

The MULTIBUS |l iPSB bus utilizes virtual interrupts
(called unsolicited messages) for board-to-board
signaling. The bus interface component (MPC)
queues-up incoming virtual interrupts from the iPSB
bus and generates a single message interrupt
(MINT) signal. This signal is connected into one of
the 8259A interrupt controllers for prioritization and
interruption of the host 386 CPU. Error conditions
occurring on the iPSB bus will cause the MPC to
generate an error interrupt (EINT) signal. This signal
is connected to another 8259A interrupt input.

Other interrupt sources come from the 82258 DMA
controller, the 8254 timers, the iSBX interface, the
8751 serial port, and the DRAM parity checker.

SERIAL 1/0 INTERFACE

One RS 232C compatible serial |/0 port is provided

via the Intel 8751 microcontroller. This port is config-

ured as a data terminal equipment (DTE) asynchro-

nous serial port. Mechanically, the serial port exits

through the iSBC 386/116 or 120 board’s front pan-
“el via a 9-pin D-shell connector.

iPSB BUS INTERFACE

The MULTIBUS Il parallel system bus interface is
implemented by Intel's MPC (message passing co-
processor) and a pre-programmed 8751 microcon-
troller. This interface supports full arbitration, trans-
fer and error checking features as defined in the
iPSB specifications. In addition, the interface sup-
ports advanced features of the iPSB bus including
hardware message passing and autoconfiguration
through geographic addressing.

The MPC component contains nine 32-byte buffers
which are used to decouple iPSB bus traffic from
iSBC 386/116 or 120 local bus traffic through the
concept known as message passing. These nine
buffers are utilized as follows: four buffers queue-up
incoming unsolicited messages, one buffer stores an
out-going unsolicited message, two buffers are used
to double-buffer an out-going solicited message, and
two buffers are used to double-buffer an incoming
solicited message. These buffers are capable of
transferring data packets over the iPSB bus at its
maximum transfer rate. Unsolicited messages in-
clude address and type fields and 28 bytes of user-
defined data, and are transferred over the iPSB bus
in 900 ns. Solicited messages are automatically di-
vided into small packets, with each packet contain-
ing address and type fields and 32 bytes of user-de-
fined data. Each solicited message packet is trans-
ferred over the iPSB bus in 1000 ns.

Table 2. 8259A Interrupt Sources

Device Function Number of
Interrupts
MPC-MINT Signals arrival of virtual interrupt over 1
iPSB bus, solicited input complete,
transmit FIFO not full or transmit error
MPC-EINT Signals error condition on the iPSB bus 1
82258 DMA Transfer complete 1
8254 Timers Timers 0, 1, 2 outputs, function 3
determined by timer mode
8751 Serial Port Serial diagnostic port requests 1
iSBX Interface Function determined by iSBX bus 4
multimodule board
DRAM Parity Checker Signals parity error 1
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The 8751 component implements the IPSB geo-
graphic addressing feature called Interconnect
space. Read-only registers are used to hold informa-
tion such as board type and revision level. Software
configurable registers are used for auto-configurabil-
ity, local or remote diagnostics and software con-
trolled reset. In addition, the 386 CPU executes pow-
er-up built-in self tests of the various resources on
the iSBC 386/116 and 120 boards. The results of
these tests are reported via registers in interconnect
space. After successfully completing its BIST rou-
tines, the 386 CPU must clear the reset-not-com-
plete register. If, after 30 seconds, the reset-not-
complete has not been cleared, the 8751 resets the
local bus and holds it in a reset state. In this way,
only a few components on the iSBC 386/116 or 120
board must be functional to allow the iPSB bus to
operate.

ISBX™ BUS INTERFACE

One iSBX connector, capable of supporting one sin-
gle- or double-wide, 8- or 16-bit iSBX MULTIMOD-
ULE board, is provided on the iSBC 386/116 and
120 boards for the addition of an optional /0O mod-
ule. Two DMA channels from the 82258 can be used
with iISBX modules which require DMA support.

SPECIFICATIONS
Word Size
Instruction — 8-, 16-, 24-, 32-, 40-bit

Data — 8-, 16-, 32-bit
Floating Point Data— 80-bit

Clock Rates
386/116 386/120
386™ CPU 16 MHz 20 MHz
80387 Numeric Co-processor 16 MHz 20 MHz
82258 DMA 8MHz 10 MHz
Dual-Port DRAM Memory
DEFAULT CAPACITY

iSBC 386/116 MO1—1M byte
iSBC 386/116 M02—2M byte
iSBC 386/116 M04—4M byte
iSBC 386/116 M08—8M byte

iSBC 386/120 MO1—1M byte
iSBC 386/120 M02—2M byte
iSBC 386/120 M04—4M byte
iSBC 386/120 M08—8M byte

1-1

EXPANSION MODULES

iSBC MMO1—1M byte
iSBC MM02—2M byte
iSBC MM04—4M byte
iSBC MM08—8M byte

MAXIMUM CAPACITY—16M BYTES

EPROM Memory

Default — 128K byte using two pre-programmed
27512 EPROMs

Capacity — Two 24-, 28- or 32-pin JEDEC-compati-

ble devices
EPROM Memory Capacity
2764 16 KB
27128 32 KB
27256 64 KB
27512 128 KB
27010 256 KB
27020 512 KB
Timers
Capability — Threeindependently programmed

16-bit interval timers
Input Frequency— 1.25 MHz +0.1%
Output Period — 1.6 us to 52.4 ms

Interrupt Capability

Incoming Interrupts— 255 individual and 1 broad-
cast from iPSB bus 12 local
sources (see Table 2)

QOutgoing Interrupts— 255 individual and 1 broad-
cast to IPSB bus

Serial Port Interface

RS 232C Electrical

Asynchronous, DTE only

9-pin D-shell connector

Baud rates: 9600, 4800, 2400, 1200, 300, 110 bits/
sec

iSBX Interface

Capability — One 8- or 16-bit, single- or dou-
ble-wide iSBX module

Compliance Code— D16/16 DMA
1
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iPSB Interface

Capability— Requesting and replying agent support-
ing 8-, 16-, 24- and 32-bit transfers, par-
ity bit generation and checking, unsolic-
ited and solicited message passing,
and autoconfiguration through intercon-
nect space.

Physical Dimensions

Length: 220 mm (8.6 in.)
Width: 233 mm (9.2 in.)
Front Panel Height: 19.2 mm (0.76 in.)

Power Requirements

5V: 11.14 Amps
12V: 0.046 Amps

—12V: 0.041 Amps
Voltage tolerance +5%

Temperature Range and Airflow
Requirements

Storage Temperature: —40°C to +70°C
Operating Temperature: 0°C to +55°C
Airflow: 200 LFM minimum

ORDERING INFORMATION

Part Number
SBC386116MO01

SBC386116M02
secaeeﬁem_m
SBC386116M08
SBC386120M01
SBC386120M02
SBC386120M04
SBC386120M08

SBCMMO1
SBCMMO02
SBCMMO04
SBCMMO8

451833

Description

16 MHz 386 CPU-based MULTI-
BUS Il CPU board with 1M byte
memory ‘
16 MHz 386 CPU-based MULTI-
BUS Il CPU board with 2M byte
memory )

16 MHz 386 CPU-based MULTI-
BUS I CPU board with 4M byte
memory

16 MHz 386 CPU-based MULTI-
BUS Il CPU board with 8M byte
memory

20 MHz 386 CPU-based MULTI-
BUS Il CPU board with 1M byte
memory .
20 MHz 386 CPU-based MULTI-
BUS |l CPU board with 2M byte
memory

20 MHz 386 CPU-based MULTI-
BUS Il CPU board with 4M byte
memory

20 MHz 386 CPU-based MULTI-
BUS Il CPU board with 8M byte
memory

1M byte memory expansion mod-
ule

2M byte memory expansion mod-
ule

4M byte memory expansion mod-
ule )
8M byte memory expansion mod-
ule

iSBC 386/116 and 386/120 Single
Board Computer Users Guide
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iSBC® 286/100A* MULTIBUS®I|
SINGLE BOARD COMPUTER

8 MHz 80286 Microprocessor with
Optional 80287 Numeric Data
Co-Processor

MULTIBUS® Il PSB (Parallel System
Bus) Interface with Full Message
Passing Capabilities and up to 4
Gigabytes of Memory Addressability on
the Bus

High-Speed Memory Expansion with
MULTIBUS |1 iLBX Il (Local Bus
Extension) Interface Addresses up to
16 MBytes of Local and/or Dual Port
Memory

Two iSBX Bus Interface Connectors for
1/0 Expansion Bus

Four DMA Channels Supplied by the
82258 Advanced DMA Controller with 8
MBytes/sec Transfer Rate

MULTIBUS® Il Interconnect Space for
Software Configurability and Self-Test
Diagnostics

Resident Firmware Supports Self-Test
Power-Up Diagnostics and On-
Command Extended Self-Test
Diagnostics

Two Programmable Serial Interfaces,
one RS232C (DCE or DTE), the other
RS232C or RE422A/RS449 Compatible

Two 28-pin JEDEC Sites for up to 128
KBytes of Local Memory Using SRAM,
NVRAM, EEPROM, and EPROM

24 Programmable 1/0 Lines
Configurable as SCSI Interface,
Centronics Interface, or General
Purpose 1/0

The iSBC 286/100A Single Board Computer is part of Intel’s family of MULTIBUS |l CPU boards that utilizes
the advanced features of the MULTIBUS Il System Architecture. It is ideally suited for a wide range of OEM
applications. The combination of the 80286 CPU, the Message Passing Coprocessor (MPC), the MULTIBUS I
Parallel System Bus (PSB bus), and the Local Bus Extension (iLBX Il bus) makes the iSBC 286/100A board
suited for high performance, multiprocessing system applications in a multimaster environment. The board is a
complete microcomputer system on a 220mm x 233mm (8.7 x 9.2 inch) Eurocard form factor with pin and
socket DIN connectors.

*The iSBC® 286/100A is also manufactured under product code piISBC® 286/100A by Intel Puerto Rico, Inc.

280076-1

October 1989
Order Number: 280076-005
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Overview Architecture

The iSBC 286/100A Single Board Computer com- All features of the MULTIBUS |l architecture are fully
bines the 80286 microprocessor with the Message supported by the iSBC 286/100A board including
Passing Component (MPC) on a single board within the Parallel System Bus (PSB), interconnect space,
the MULTIBUS |l system architecture. This offers a Built-In-Self-Tests (BIST) diagnostics, and full mes-
message passing based high performance multipro- sage passing. These features are described in the
cessing solution for system integrators and design- following sections. In addition to taking advantage of
ers. Figure 1 shows a typical MULTIBUS Il multipro- the MULTIBUS Il system architecture, the iSBC
cessing system configuration. Overall system per- 286/100A board has complete single board comput-
formance is enhanced by the Local Bus Extension er capability including two iSBX bus expansion con-
(iLBX 1I) which allows O wait state high speed memo- nectors, 80287 numeric data coprocessor option,
ry execution. advanced DMA control, JEDEC memory sites,
SCSI configurable parallel interface, serial 1/0, and
programmable timers. Figure 2 shows the iSBC
286/100A board block diagram.

BiTBUS™

s we
o W ot o
=
"
iLBX™ 1 B! WLEX™ H BUs
MuLTIBUS' N Y ~ 88" aUs —

280076-2

Figure 1. Typical MULTIBUS®II Multiprocessing System Configuration

T

< e | >

280076-3

Figure 2. iISBC® 286/100A Board Block Diagram
1-14
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Central Processing Unit

The central processing unit for the iSBC 286/100A
board is the 80286 microprocessor operating at
8.0 MHz clock rate. The 80286 runs 8086 and 80186
code at substantially higher speeds (due to a parallel
chip architecture) while maintaining software com-
patibility with Intel's 8086 and 80186 microproces-
sors. Numeric processing power may be enhanced
with the 80287 numeric data coprocessor. The
80286 CPU operates in two modes: real address
mode and protected virtual address mode. In real
address mode, programs use real addressing with
up to one megabyte of address space. In protected
virtual address mode, the 80286 CPU automatically
maps 1 gigabyte of virtual address per task into a 16
megabyte real address space. This mode also pro-
vides the hardware memory protection for the oper-
ating system. The operating mode is selected via
CPU instructions.

PSB Bus Interface

The iSBC 286/100A board has a Message Passing
Coprocessor (MPC) component on the base board
that contains most of the logic required to operate
the Parallel System Bus (PSB bus) interface. Some
of the key functions provided by the MPC include
bus arbitration, transfer control, parity generation
and checking, and error detection and reporting.

Data transfers between processors via the PSB bus
is defined in the MULTIBUS I architecture through a
transfer protocol, a reserved address space, and an
information/data block. This interprocessor commu-
nication convention is known as message passing.
Operations occurring within the reserved address
space are called message space operations.

Message passing allows PSB bus agents to transfer
variable amounts of data at rates approaching the
maximum bandwidth of the bus. Message passing
permits a sustained transfer rate of 2.2 Mbytes
per second, and a single message may transfer up
to 16 Mbytes from one agent to another. The MPC
fully supports message space operations, executes
PSB bus arbitration and executes the message
passing protocol independent of the host CPU, leav-
ing the host free to process other tasks.

The MPC supports both solicited and unsolicited
message passing capability across the PSB. An un-
solicited message can be thought of as an intelligent
interrupt from the perspective of the receiving agent
because the arrival of an unsolicited message is un-
predictable. Attached to an unsolicited message is
one of 255 possible source addresses along with 28
bytes of data attached to the message data field. A
solicited message moves large blocks of data be-

tween agents on the PSB bus. The arrival of a solic-
ited message is negotiated between the sending
and receiving agents. Data is sent in “packets’ with
each packet containing four bytes of control infor-
mation and up to 28 bytes of data. There is no spe-
cific limit to the number of packets that may be sent
in a single message, but the total message may not
transfer more than 16 Mbytes.

The iSBC 286/100A also includes a feature called
the PSB window register that allows the user to se-
lectively access under software control any 256K
byte block of memory within the 4 Gigabytes of
memory space on the PSB bus interface.

INTERCONNECT SPACE SUPPORT

Interconnect space is one of four MULTIBUS Il ad-
dress spaces, the other three being memory space,
1/0 space, and message space. Interconnect space
allows software to initialize, identify, configure, and
diagnose the boards in a MULTIBUS |l system. The
Interconnect template consists of 8-bit registers, or-
ganized into functional groups called records. There
are three types of records, the header record, func-
tion records, and the End of Template record.

The header record provides board and vendor ID
information, general status and control information,
and diagnostic control. The function records allow
the user to configure and/or read the
iSBC 286/100A board’s hardware configuration via
software. The End of Template record identifies the
end of the interconnect template.

BUILT IN SELF TEST (BIST)
DIAGNOSTICS

MULTIBUS II's Built in Self Test (BIST) diagnostics
improve the reliability and error reporting and recov-
ery capability of MULTIBUS Il boards. These confi-
dence tests and diagnostics not only improve reli-
ability but also reduce manufacturing and mainte-
nance costs for the OEM user. The yellow BIST LED
(LED 1) on the front panel provides a visual indica-

tion of the power-up diagnostics status.

Error Reporting and Recovery

The MULTIBUS |l Parallel System Bus and the
iLBX Il bus provides bus transmission and bus parity
error detection signals. Error information is logged in
the MPC and a bus error interrupt is generated. In-
formation on the error source for reporting or recov-
ery purposes is available to software through the
iSBC 286/100A board interconnect space registers.
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INTERRUPT CONTROL

In a MULTIBUS Il system, external interrupts (inter-
rupts originating off the CPU board) are messages
over the bus rather than signals on individual lines.
Message based interrupts are handled by the MPC.
Two on-board 8259A Programmable Interrupt Con-
trollers (PICs) are used for processing on-board in-
terrupts. One is used as the master and the other as
the slave. Table 1 includes a list of devices and func-
tions supported by interrupts.

iSBX® BUS MULTIMODULET™
ON-BOARD EXPANSION

Two iSBX bus MULTIMODULE connectors are pro-
vided, one 16- or 8-bit and the other 8-bit. Through
these connectors additional on-board 1/0 functions
may be added. The iSBX bus MULTIMODULE
boards optimally support functions provided by VLSI
peripheral components such as additional parallel
and serial I/0, analog 1/0, and graphics control. The
iSBX bus connectors on the iSBC 286/100A board
provides all signals necessary to interface to the lo-

cal on-board bus including 16 data lines and DMA
for maximum data transfer rates. MULTIMODULE
boards designed with 8-bit data paths and using the
8-bit iISBX bus connectors are also supported. A
broad range of iSBX bus MULTIMODULE options
are available from Intel. Custom iSBX bus MULTI-
MODULE boards designed for MULTIBUS or propri-
etary bus systems are also supported provided the
|EEE P959 iSBX bus specification is followed.

NUMERIC DATA CO-PROCESSOR

The 80287 Numeric Data Co-Processor can be in-
stalled on the iSBC 286/100A board by the user.
The 80287 Numeric Data Co-Processor is connect-
ed to dedicated processor signal lines which are
pulled to their inactive state when the 80287 Numer-
ic Data Co-Processor is not installed. This enables
the user to detect via software that the 80287 socket
is occupied. The 80287 Numeric Data Co-Processor
runs asynchronously to the 80286 clock. The 80287
Numeric Data Co-Processor operates at 8 MHz and
is driven by the 8284A clock generator.

Table 1. Interrupt Devices and Functions

Device Function Number of Interrupts
MULTIBUS® |l Interface Message-based Interrupt Request from the 1-Interrupt from up to
' PSB Bus via 84120 Message Interrupt 256 sources
Controller
8751 Interconnect Controller BIST Control Functions 1
82530 Serial Controller Transmit Buffer Empty, Receive Buffer 1 Interrupt from
) Full and Channel Errors 10 Sources
8254 Timers Timers 0, 1, 2 Outputs; Function Determined 3
by Timer Mode
8255A Parallel 1/0 Parallel Port Control 2
iLBX 1l Bus Interface Indicates iLBX™ |l Bus Error Condition 3
PSB Bus Interface Indicates Transmission Error on PSB Bus 1
iSBX Bus Connector Function Determined by iSBX Bus C 2
‘ MULTIMODULE Board
Edge Sense Out Converts Edge Triggered Interrupt to a Level 1
Bus Error Indicates Last PSB Bus Operation 1
Encountered an Error :
Power-Fail External/Power-Fail Interrupts 1
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DMA CONTROL

Four DMA (Direct Memory Access) channels are
supplied on the iISBC 286/100A board by the 82258.
The 82258 is an advanced DMA controller designed
especially for the 16-bit 80286 microprocessor. It
has four DMA channels which can transfer data at
rates up to 8 Megabytes per second (8 MHz clock) in
an 80286 system. The large bandwidth allows the
user to handle very fast data transfer or a large num-
ber of concurrent peripherals.

MEMORY CAPABILITIES

The local memory of the iSBC 286/100A board con-
sists of two groups of byte-wide sites. The first group
of two sites are reserved for EPROM or ROM and
are used for the BIST power-up diagnostic firmware.
The second group of two sites support JEDEC stan-
dard 28-pin devices.

PARALLEL PERIPHERAL INTERFACE

The iSBC 286/100A board includes a parallel pe-
ripheral interface that consists of three 8-bit parallel

ports. As shipped, these ports are configured for
general purpose I/0. Programmed PAL (Program-
mable Array Logic) devices and the octal transceiver
74L.S640-1 are provided to make it easy to reconfig-
ure the parallel interface to be compatible with the
SCSI (Small Computer System Interconnect) periph-
eral interface. Alternatively, the parallel interface
may be reconfigured as a Centronics compatible line
printer by adding one PAL and reconfiguring jump-
ers. Both interfaces may use the 82258 DMA con-
trollers for data transfers.

The SCSI interface allows multiple mass storage pe-
ripherals such as Winchester disk drives, floppy disk
drives, and tape drives to be connected directly to
the iSBC 286/100A board. A sample SCSI applica-
tion is shown in Figure 3. The SCSI interface is com-
patible with SCSI controllers such as the Adaptek
4500, DTC 1410, lomga Alpha 10, Shugart 1601 and
1610, Vermont Research 8403, and Xebec 1410.

The Centronics interface requires very little software
overhead since a user-supplied PAL device is used
to provide necessary handshake timing. Interrupts
are generated for printer fault conditions and a DMA
request is issued for every character.

OPTICAL DISK

DRIVE

l

WINCHESTER
DISK

TAPE
DRIVE

OPTICAL DISK

CONTROLLER

SCSI BUS

MULTIBUS® Il PARALLEL SYSTEM BUS

280076-4

Figure 3. Sample SCSI Applications
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SERIAL I/0

The 82530 Serial Communications Controller (SCC)
is used to provide two channels of serial 1/0. The
SCC generates all baudrate clocks and provides
loopback capability on both channels. Channel B is
RS232C only and is configured as a DCE. Channel A
is factory-default configured for DCE RS232C opera-
tion. Channel A may be reconfigured by the user for
DTE or RS422 operation. )

The 82258 ADMA can be programmed to support
both channels A and B to perform movement of
large bit streams or blocks of data.

PROGRAMMABLE TIMERS

The iSBC 286/100A board provides three indepen-
dent, fully programmable 16-bit interval timers/event
counters utilizing the Intel 8254 Programmable inter-
val Timer. Each counter is capable of operating in
either BCD or binary modes. Three of these timers/
counters are available to the system designer to
generate accurate time intervals under software
control. The outputs may be independently routed to
the 8258A Programmable Interrupt Controller to
count external events. The system software config-
ures each timer independently to select the desired
function. Seven functions are available as shown in
Table 2. The contents of each counter may be read
at any time during system operation.

SOFTWARE SUPPORT

The iRMX Il Operating System software provides the
ability to execute all configurable layers of the iRMX
Il software in the MULTIBUS Il environment. The
iRMX |l Operating System also supports all 80286
component applications.

For on-target MULTIBUS |l development, use the
iSBX 218A or a SCSI controller and a floppy or Win-
chester drive, or port iRMX application software de-
veloped on the System 310, Series 1I/1ll, IV to MUL-
TIBUS Il hardware.

Language support for the iSBC 286/100A boards
real address mode includes Intel's ASM 86,
PL/M 86, PASCAL and FORTRAN as well as many
third party 8086 languages. Language support for
virtual address mode operation includes ASM 286,
PL/M 286, PASCAL and C. Programs developed in
these languages can be down-loaded from the De-
velopment System to the iSBC 286/100A board via
the iSDM 286 System Debug Monitor. The iSBX
218A can be used to load iRMX software developed
on a System 310. The iSDM 286 monitor also pro-
vides on-target program debugging support includ-
ing breakpoint and memory examination features.

Table 2. Programmable Time Functions

Function

Operation

Interrupt on
Terminal Count

When terminal count is reached, an interrupt request is generated. This function is
extremely useful for generation of real-time clocks.

Programmable
One-Shot

Output goes low upon request of an external trigger edge or software command and
returns high when terminal count is reached. This function is retriggerable.

Rate Generator

Divide by N counter. The output will go low for one input clock cycle, and the period
from one low going pulse to the next is N times the input clock period.

Square-Wave

Output will remain high until one-half the count has been completed, and go low for

Rate Generator the other half of the count.

Software Triggered | Output remains high until software loads count (N). N counts after count is loaded,
Strobe output goes low for one input clock period.

Hardware Output goes low for one clock period N counts after rising edge counter trigger input.
Triggered Strobe The counter is retriggerable.

Event Counter On a jumper selectable basis, the clock input becomes an input from the external

system. CPU may read the number of events occurring after the counter “window”
has been enabled or an interrupt may be generated after N events occur in the
system.
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The MULTIBUS Il Interconnect Space Registers al-
low the software to configure boards eliminating
much of the need for jumpers and wire wraps. The
iSDM 286 Monitor can initialize these registers at
configuration time using user-defined variables. The
monitor can also automatically configure memory
boards, defining the addresses for each board se-
quentially in relation to the board’'s physical place-
ment in the card cage. This feature allows for swap-
ping, adding, and deleting of memory boards on a
dynamic basis.

SPECIFICATIONS

WORD SIZE

Instruction— 8-, 16-, 24-, 32-, or 40-bits
Data — 8- or 16-bits

SYSTEM CLOCK

CPU — 8.0 MHz
Numeric Co-Processor— 8.0 MHz

CYCLE TIME

Basic Instruction: 8.0 MHz-375 ns; 250 ns (assumes
instruction in queue)

NOTE:

Basic instruction cycle is defined as the fastest in-
struction time (i.e., two clock cycles)

Memory Capacity (Maximum)

EPROM: 2732, 8K bytes; 2764, 16K bytes;
27128, 32K bytes; 27256, 64K bytes;
27512, 128K bytes

EEPROM: 2817A, 4K bytes

RAM: 2186, 16K bytes

NOTE:
Two local sites must contain BIST or user-supplied
boot-up EPROM.

170 CAPABILITY

Parallel: SCSI, Centronics, or general purpose

110

Serial: Two programmable channels using one
82530 Serial Communications Control-
ler

Timers: Three programmable timers using one
8254 Programmable Interrupt Controller

Expansion: One 8/16-bit iSBX  MULTIMODULE

connector and one 8-bit iISBX MULTI-
MODULE connector

INTERRUPT CAPABILITY

Potential Interrupt Sources—255 individual and 1
broadcast

— 16 vectored requests
using two 8259As and
the 80286 NMI line

Interrupt Levels

Serial Communications Characteristics

Asynchronous Modes:

— 5-8-bit character; odd, even, or parity; 1, 1.5, or
2 stop bits

— Independent transmit and receive clocks, 1X,
16X, 32X, or 64X programmable sampling rate

Error Detection: Framing, Overrun and Parity
Break detection and generation

Bit Synchronous Modes:
— SDLC/HDLC flag generation and recognition
— Automatic zero bit insertion bit and detection

— Automatic CRC generation and detection (CRC
16 or CCITT)

— Abort generation and detection
— I-field residue handling

— SDLC loop mode operation

— CCITT X.25 compatible

Byte Synchronous Modes:

— Internal or external character synchronization (1
or 2 characters)

— Automatic CRC generation and checking (CRC
16 or CCITT)

— IBM Bisync compatible
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Common Baud Rates Timers
Baud Synchronous Asynchronous |nput Frequencies: 1.23 MHz +0.1% or 4 MHz
Rate (x1 Clock) (x16 Clock) . io 1% (Jumper Selectable)
Time Constant Time Constant
64 K 36 —
48 K 49 —
19.2K 126 6
9600 254 14
4800 510 30
2400 1022 62
1800 1363 83
1200 2046 126
300 8190 510
110 — 1394
Output Frequencies/Timing Intervals
Dual Timer/Counter
Single Timer/Counter (two timers cascaded)
Min Max Min Max
Real-Time Interrupt 500 ns 53.1 ms 1.00 ms 57.9 min
Programmable One-Shot 500 ns 53.1ms 1.00 ms 57.9 min
Rate Generator 18.8 Hz 2 MHz 0.000290 Hz 1 MHz
Square-Wave Rate Generator 18.8 Hz 2 MHz 0.000290 Hz 1 MHz.
Software Triggered Strobe 500 ns 53.1 ms 1.00 ms 57.9 min
Hardware Triggered Strobe 500 ns 53.1 ms 1.00 ms 57.9 min
Event Counter - 5.0 MHz — —
INTERFACES CONNECTORS
PSB Bus: All signals TTL compatible Location Function Part #
iLBX Il Bus: All signals TTL compatible P1 PSB Bus 603-2-IEC-C096-F
iSBX Bus: All signals TTL compatible P2 iLBX™™ Il Bus | 603-2-IEC-C096-F
SERIAL I/0
Channel A: RS232C/RS422  compatible,
configurable as a data set or
data terminal
Channel B: RS232C compatible, configured
as a data set
Timer: All signals TTI compatible

Interrupt Requests: All signals TTL compatible
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PHYSICAL DIMENSIONS

The iSBC 286/100A board meets all MULTIBUS ||
mechanical specifications as represented in IEEE
1296 specification.

Double-High Eurocard Form Factor:

ENVIRONMENTAL REQUIREMENTS

Temperature: (Inlet air) at 200 LFM airflow over
boards

Non-operating——40°C to +70°C
Operating—0 to +55°C

Depth: 220 mm (8.7 in.) Humidity: Non-operating—95% RH @ 55°C
Height: 233 mm (9.2 in.) Operating—90% RH @ 55°C
Front Panel Width: 20 mm (0.784 in.)
Weight: 653 g (1 Ib. 7 oz.)
ELECTRICAL CHARACTERISTICS
The maximum power required per voltage is shown
below. These numbers do not include the power re-
quired by the optional memory devices, SCSI PALs,
or expansion modules.
Voltage Max/Typical Current Max Power BTU Gram-
(volts) (amps) (watts) Calorie
+5 10.31/8.25A 54.39W 3.13 774.2
+12 50/40 mA 630 mW 0.04 9.0
-12 46/37 mA 580 mW 0.03 8.3

REFERENCE MANUALS

ISBC 286/100A Single Board Manual Computer Us-
er's Guide (# 149093)

Manual may be ordered from any Sales Representa-
tive, Distribution Office, or from the Intel Literature
Department, 3065 Bowers Ave., Santa Clara, CA
95051
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ORDERING INFORMATION

Order Code Description

SBC286/100A MULTIBUS Il 80286 based Single
Board Computer
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iSBC® 186/100* MULTIBUS® Ii

SINGLE BOARD COMPUTER
m 8.0 MHz 80186 Microprocessor with ® 24 Programmable 1/0 Lines
Optional High Speed 8087-1 Numeric Configurable as SCSI Interface,
Data Coprocessor Centronics Interface, or General
m Optional 82258 Advanced DMA Purpose 1/0
Controller Providing Four Additional m Two Programmable Serial Interfaces,
High Peformance DMA Channels One RS 232C and the Other RS 422A
m On-Board 512K Bytes DRAM with Multidrop Capabilities
Configurable as Dual Port Memory m Resident Firmware Supporting a Reset

Operating System, a Program Table,
and Build-In-Self-Test (BIST)
Diagnostics Including Initialization and
Power-Up Tests

m MPC (Message Passing Coprocessor)
Single Chip Interface to the Parallel
System Bus with Full Message Passing

Capability
_ m 8- or 16-bit iISBX™ IEEE 959 Interface
= sggregg%t;dfa‘:lf,;%ﬁggg:g; i':,r Connector with DMA Support for 1/0
EEPROM i ’ Expansion

The iSBC® 186/100 Single Board Computer is a member of Intel's family of microcomputer modules that
utilizes the advanced features of the MULTIBUS® Il system architecture. The 80186-based CPU board takes
advantage of VLSI technology to provide economical, off-the-shelf, computer based solutions for OEM appli-
cations. All features of the iSBC 186/100 board, including the single chip bus interface (message passing
coprocessor), reside on a 220mm x 233mm (8.7 inches x 9.2 inches) Eurocard printed circuit board and
provide a complete microcomputer system. The iSBC 186/100 board takes full advantage of the MULTIBUS Il
bus architecture and can provide a high performance single CPU system or a powerful element for a highly
integrated multi-processing application.

280263-1

*The iSBC® 186/100 is also manufactured under product code piSBC® 186/100 by Intel Puerto Rico, Inc.

October 1989
1-22 Order Number: 280263-002
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FUNCTIONAL DESCRIPTION

Overview

The iSBC 186/100 MULTIBUS Il Single Board Com-
puter utilizes the 8 MHz 80186 microprocessor to
provide a range of solutions for various low cost
OEM and end-user applications. Intel’s commitment
to offering high performance at a cost effective level
are evident in the design of the iSBC 186/100 Single
Board Computer. The integration of the functions of
a general purpose system (CPU, memory, |/0 and
peripheral control) into a single board computer im-
ply that the total system’s board count, power and
space requirements, and costs are reduced. Com-
bining these cost advantages with the advanced fea-
tures of the MULTIBUS Il system architecture, the
iSBC 186/100 board is ideal for price sensitive MUL-
TIBUS I multi-processing or single CPU applica-
tions. Some of the advanced featues of the MULTI-
BUS Il architecture embodied in the iSBC 186/100
board are distributed arbitration, virtual interrupt ca-
pabilities, message passing, iPSB bus parity, and
software configurability and diagnostics using inter-
connect address space.

Architecture

The iSBC 186/100 CPU board supports the PSB bus
features of interconnect address space, Built-In-
Self-Test (BIST) diagnostics, solicited and unsolicit-
ed message passing, and memory and |/O refer-
ences. In addition to supporting the PSB bus archi-
tecture, other functions traditionally found on Intel
single board computers are included in the iSBC
186/100 board. These traditional capabilities include
iSBX bus expansion; high speed 8087-1 numeric co-
processor; advanced DMA control; JEDEC memory
site expansion; SCSI; Centronics; or general pur-
pose configurable parallel 1/0 interface; serial 1/0;
and programmable timers on the 808186 microproc-
essor. Figure 1 shows the iSBC 186/100 board
block diagram.

Central Processing Unit and DMA

The 80186 is an 8.0 MHz 16-bit microprocessor
combining several common system components
onto a single chip (i.e., two Direct Memory Access
lines, three Interval Timers, Clock Generator, and
Programmable Interrupt Controller). The 80186 in-
struction set is a superset of the 8086 and maintains
object code compatiblity while adding additional in-
structions.

In the basic configuration, Direct Memory Access
(DMA) requests are available between the local
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memory and the bus interface (see Table 1). With
the addition of an Advanced DMA (ADMA) 82258
controller, ADMA requests may be generated by ei-
ther the iSBX interface, the SCSI interface, the bus
interface controller, or the serial interface (see Table
2). The addition of the ADMA controller also allows
the serial ports to be used in a full-or half-duplex
multidrop application.

An additional high performance 8087-1 Numeric
Data Coprocessor may be installed by the user to
significantly improve the iSBC 186/100 board’s nu-
merical processing power. Depending on the appli-
cation, the high speed 8087-1 will increase the per-
formance of floating point calculations by 50 to 100
times.

Table 1. Basic DMA Configuration

80186 Local Bus
DMA Channel 0 Output DMA iPSB Bus
Interface
DMA Channel 1 Input DMA iPSB Bus
Interface

Memory Subsystem

The 1M byte memory space of the 80186 is divided
into three main sections. The first section is the
512K bytes of installed DRAM, the second section is
the window into the global 4G bytes memory space
of the PSB bus (PSB memory window address
space) which starts at 512K bytes and goes up to
either 640K bytes or 768K bytes, and the third sec-
tion is designated for local ROM going from the end-
ing address of the PSB memory window address
space up to, if desired, 1M byte (see Figure 2).

The iSBC 186/100 board comes with 512K bytes of
DRAM installed on the board. This memory can be
used as either on-board RAM or Dual Port RAM by
loading the start and end addresses into the appro-
priate interconnect registers. The lower boundary
address to the PSB memory window may begin at
any 64K byte boundary and the upper boundary ad-
dress may end at any 64K byte boundary. Refer to
the iSBC 186/100 Single Board Computer User's
Guide for specific information on programming ad-
dress spaces into interconnect registers.

The memory subsystem supports 128K bytes or
256K bytes access to the PSB memory address
space. The PSB memory window base address is
fixed at address 512K. The position of the window in
the iPSB memory address space is programmable
and thus allows the CPU to access the complete 4G
byte memory address space of the MULTIBUS II
PSB bus.
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Figure 1. iSBC® 186/100 CPU Board Block Diagram

The ROM space consists of four 28-pin JEDEC
sockets which take EPROMs, EEPROMs, or ROMs
with 28-pin packages. An iSBC 341 28-pin MULTI-
MODULE™ EPROM board can be plugged into 2 of
the JEDEC sockets and provide up to 512K bytes of
ROM memory. Device capacities, which are jumper
selectable, are supported from 8K x 8 up to 64K x 8.
Once the device capacity is selected, the capacity is
uniform for all sockets.

I1/0 access from the iSBC 186/100 CPU board
across the PSB bus is accomplished by mapping
64K bytes of local 170 access one to one to the PSB
1/0 address space. However, only the upper 32K
bytes are available to access the PSB 1/0 address
space because the lower 32K bytes on the iSBC
186/100 board are reserved for local on-board 1/0.
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On-Board Local Functions

PROGRAMMABLE TIMERS AND INTERRUPT
CONTROL

The 80186 microprocessor on the iSBC 186/100
board provides three independent, fully programma-
ble 16-bit interval timers/event counters. In conjunc-
tion, two 8259A Programmable Interrupt Controliers
(PIC) on the iSBC 186/100 board are used in a mas-
ter/slave configuration for processing on-board in-
terrupts. At shipment, the 80186 interrupt controller
and one PIC are connected as slaves to the master
PIC. The first timer on the 80186 microprocessor is
routed to the master Programmable Interrupt Con-
troller and the second CPU timer is routed to the
slave PIC. This architecture thus supports software
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Table 2. DMA Configuration with ADMA Option

80186 Local Bus
DMA Channel 0 Serial Channel B DMA
DMA Channel 1 Serial Channel B DMA or Parallel Port
ADMA 82258
DMA Channel 0 Input DMA Bus Interface
DMA Channel 1 Output DMA Bus Interface
DMA Channel 2 Half-duplex Fast Serial Interconnect 1

Channel A or Interrupt 1 from iSBX Bus if Used with an iSBC 341
EPROM MULTIMODULE Board

DMA Channel 3 Full-duplex Fast Serial Interconnect 1

Channel A or iSBX Bus DMA Channel if Used with an iSBC 341
EPROM MULTIMODULE board.

NOTE:
When a MULTIMODULET™™ expansion board is installed and DMA support is required, then an ADMA controller must also be
installed. For additional optional configurations see the iSBC 186/100 Single Board Computer User’s Guide.

PSB
MEMORY
MAP
4G BYTES
—/
—/
MB i
MEMORY
ISBC®
186/100
MEMORY
MAP
1024K
ON-
2;’,;‘3,3 BASE ADDRESS IS ANY
MULTIPLE OF 128K OR 256K
768K (SIZE OF MULTIPLE = WINDOW SIZE)
~—
PSB MB i
M%:E/ WINDOW WINDOW
512K —_ ‘
\\ BASE ADDRESS IS ANY
~ MULTIPLE OF 64K
ON-
BOARD
DRAM 512KB
s
/
s
0 0
280263-3

Figure 2. Memory Mapping Diagram
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programmable timer interrupts. In addition, direct-
vectored interrupt capability of the serial communi-
cation controller (SCC) may be used. Figure 3 de-
picts the interrupts in terms of their priorities.

Interrupt Services Interrupt Priority

80186 Timer O

8087-1 Error Interrupt
Message Interrupt

iPSB Bus Error Interrupt
82530 SCC Interrupt
82258 ADMA Interrupt
80186 Slave PIC Interrupt
8259 Slave PIC Interrupt

Master Level 0

NO A WN =

PPI 0 Interrupt

iSBX Bus interrupt 0

iSBX Bus Interrupt 1
Interconnect Space Interrupt
80186 Timer 1 Interrupt

PPI 1 Interrupt

Slave 0

R 0T A WN

Ground 6&7

Figure 3.iSBC® 186/100
Interrupt Priority Scheme

PARALLEL/SCSI PERIPHERAL
INTERFACE

The iSBC 186/100 board includes an 8255A parallel
peripheral interface that consists of three 8-bit paral-
lel ports. As shipped, these ports are configured for
general purpose /0. Programmed PAL devices
(Programmable Array Logic) and the bi-directional
octal transceiver 74L.S245 are provided to make it
easy to reconfigure the parallel interface to be com-
‘patible with the SCSI (Small Computer System Inter-
connect) peripheral interface. Alternatively, the iSBC
186/100 board provides the jumper configuration fa-
cilities for operating the parallel interface as an inter-
rupt driven interface for a Centronics compatible line
printer by adding one PAL and reconfiguring jump-
ers. Both interfaces may use the 82258 DMA con-
troller for data transfers if desired.

The SCSI interface allows multiple mass storage pe-
ripherals such as Winchester disk drives, floppy disk
drives, and tape drives to be connected directly to
the iISBC 186/100 board. A sample SCSI application
is shown in Figure 4. The SCSI interface is compati-
ble with SCSI controllers such as Adaptek 4500,
DTC 1410, lomega Alpha 10, Shugart 1601 and
1610, Vermont Research 8403, and Xebec 1410.

The Centronics interface requires very little software
overhead since a user supplied PAL device is used
to provide necessary handshake timing. Interrupts
are generated for printer fault conditions and a DMA
request is issued for every character.

SERIAL 1/0 LINES

The iSBC 186/100 board has one 82530 Serial
Communciations Controller (SCC) to provide 2 chan-
nels of serial 1/0. The SCC generates all baudrate
clocks and provides loopback capability on both
channels. Channel A is configured for RS 422A mul-
tidrop DTE application. Channel B is RS 232C only
and is configured as DTE.

' The multidrop configuration may either full-or half-

duplex. A full-duplex multidrop configuration with a
single master driving the output lines allow a slave to
monitor the data line and to perform tasks in parallel
with tasks performed on another slave. However,
only the selected slave may transmit to the master.
A half-duplex multidrop configuration is more strict in
its protocol. Two data lines and a ground line are
required between a master and all slaves in the sys-

, tem and although all units may listen to whomever is
using the data line, the system software protocol
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must be designed to allow only one unit to transmit
at any given instant.

BUILT-IN-SELF-TEST DIAGNOSTICS

On-board built-in-self-test (BIST) diagnostics are im-
plemented using the 8751 microcontroller and the
80186 microprocessor. On-board tests include ini-
tialization tests on DRAM, EPROM, the 80186 mi-
crocontroller, and power-up tests. Additional activi-
ties performed include iDX, the Initialization and Di-
agnostics eXecutive which provides initialization at
power-up and a program table which allows users to
add custom code in EPROM while still maintaining
full use of the factory supplied BISTs.

Immediately after power-up and the 8751 microcon-
troller is intialized, the 80186 microprocessor begins
its own initialization and on-board diagnostics. Upon
successful completion of these activities, the iDX in-
vokes the user-defined program table. A check is
made of the program table and the custom pro-
grams that the user has defined for his application
will then execute sequentially.
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Figure 4. SCSI Application

BISTs improve the reliability, error reporting, and re-
covery capability of MULTIBUS Il boards. In addition,
these test and diagnostics reduce manufacturing
and maintenance costs for the user. A yellow LED
(labeled ‘BIST’) on the front panel indicates the
status of the initialization checks and the power-up
tests. It is illuminated if any of the initialization
checks fail and remains off if the board successfully
completes its tests. The LED also illuminates when
the BIST tests start and stays on until the test com-
plete successfully. The results of the BIST diagnos-
tics are stored in the last 6 registers of the Header
Record in Interconnect space.

iSBX™ BUS MULTIMODULE™
EXPANSION

One 8-or 16-bit iSBX bus MULTIMODULE connector
is provided for I/0 expansion. The iSBC 186/100
board supports both 8-bit and 16-bit iISBX modules
through this connector. DMA is also supported to
the iSBX connector and can be configured by pro-
gramming the DMA multiplexor attached to the
82258 DMA component. The iSBX connector on the
iSBC 186/100 board supports a wide variety of stan-
dard MULTIMODULE boards available from Intel
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and independent hardware vendors. Custom iSBX
bus MULTIMODULE boards designed for MULTI-
BUS or proprietary bus systems are also supported
as long as the IEEE 959 iSBX bus specification is
followed.

PSB BUS INTERFACE SILICON

The MPC (message passing coprocessor) provides
all necessary PSB bus interface logic on a single
chip. Services provided by the MPC include memory
and 1/0 access to the PSB by the 80186 processor,
bus arbitration, exception cycle protocols, and trans-
fers as well as full message passing support. Dual
port architecture may be implemented using the
message passing coprocessor.

Interconnect Subsystem

The interconnect subsystem is one of the four MUL-
TIBUS |l address spaces, the other three being
memory space, 1/0 space, and message space. The
purpose of interconnect space is to allow software
to initialize, identify, configure, and diagnose the
boards in a MULTIBUS Il system. All Intel MULTI-
BUS Il boards support interconnect space.
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The interconnect space is organized into a group of
8-bit registers called a template. The interconnect
registers are organized into functional groups called
records. Each register belongs to only one record,
and there are three basic types of interconnect rec-
ords: a header record, a function record, and an End
of Template (EOT) record. The 80186 on the SBC
186/100 board accesses its own template via the
interconnect address space on the PSB bus.

The header record provides board and vendor ID
information, general status and control information,
and diagnostic status and control information. The
function record contains parameters needed to per-
form specific functions for the board. For example,
an PSB memory record contains registers that de-
fine the start and end address of memory for access
across the PSB bus. The number of function records
in a template is determined by the manufacturer.
The EOT record simply indicates the end of the in-
terconnect template.

There are two types of registers in the MULTIBUS I
interconnect space, read-only and software configu-
rable registers. Read-only registers are used to hold
information such as board type, vendor, firmware
level, etc. Software configurable registers allow read
and write operations under software control and are
used for auto-software configurability and remote/
local diagnostics and testing. Software can be used
to dynamically change bus memory sizes, disable or
enable on-board resources such as PROM or
JEDEC sites, read if an iSBX Board or PROM are
installed as well as access the results of Built-In-
Self-Tests or user installed diagnostics. Some of the
interconnect registers on the iSBC 186/100 board
perform functions traditionally done by jumper
stakes. Interconnect space support is implemented
with the 8751 microcontroller and iPSB bus interface
logic.

SPECIFICATIONS

Word Size
INSTRUCTION: 8-, 16-,°24-, 32, or 40-bits
DATA: 8-or 16-bits

System Clock
CPU: 8.0 MHz

NUMERIC COPROCESSOR: 8.0 MHz (part number
8087-1) ‘

Cycle Time

BASIC INSTRUCTION: 8.0 MHz - 500 ns for mini-
mum code read

Memory Capacity

LOCAL MEMORY
NUMBER OF SOCKETS: four 28-pin JEDEC sites

Memory

Capacity Chip Example
EPROM 8K X 8 2764
EPROM 16K X 8 27128
EPROM 32K X 8 27256
EPROM 64K X 8 27512

ON-BOARD RAM
512K bytes 64K X 4 bit Dynamic RAM

1/0 Capability

Serial:

— Two programmable channels using one 82530
Serial Communications Controller

— 19.2K baud rate maximum in full duplex in asyn-
chronous mode ‘or 1 megabit per second in full
duplex in synchronous mode

— Channel A: RS 422A with DTE multidrop capabil-
ity

— Channel B: RS 232C compatible, configured as
DTE

— Parallel: SCSI, Centronics, or general purpose
170

— Expansion: One 8-or 16-bit IEEE 959 iSBX MUL-
TIMODULE board connector supporting DMA

Serial Communications Characteristics

ASYNCHRONOUS MODES:
e 19.2K baud rate maximum in full duplex

e 5-8-bit character; odd, even, or parity; 1, 1.5, or 2
stops bits

e Independent transmit and receive clocks, 1X,
16X, 32X, or 64X programmable sampling rate

® Error detection: Framing, Overrun, and Parity
e Break detection and generation
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BIT SYNCHRONOUS MODES:
® 1 megabit per second maximum in full duplex

e SDLC/HDLC flag generation and recognition
Automatic zero bit insertion and detection

Automatic CRC generation and detection (CRC
16 or CCITT)

Abort generation and detection
I-field residue handling

SDLC loop mode operation
CCITT X.25 compatible

BYTE SYNCHRONOUS MODES:
¢ Internal or external character synchronization (1
or 2 characters)

e Automatic CRC generation and checking (CRC
16 or CCITT)

® |BM Bisync compatible

Timers

Three programmable timers on the 80186 micro-
processor

INPUT FREQUENCIES:

Frequencies supplied by the internal 80186 16 MHz
crystal

Serial chips: crystal driver at 9.8304 MHz divide

by two
iSBX connector: 9.8304 crystal driven at 9.8304
MHz

Interrupt Capacity

POTENTIAL INTERRUPT SOURCES:

255 individual and 1 broadcast

INTERRUPT LEVELS:

12 vectored requests using two 8259As, 3 grounded
inputs, and 1 input to the master PIC from the slave
PIC

INTERRUPT REQUESTS:

All signals TTL compatible
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Interfaces

PSB BUS:
As per IEEE/ANSI 1296 MULTIBUS I bus architec-
ture specification

ISBX BUS:

e

As per |EEE 959 specification

CONNECTORS
Location Function Part #
P1 PSB Bus 603-2-|[EC-C096-F

Physical Dimensions

The iSBC 186/100 board meets ail MULTIBUS Il
mechanical specifications as presented in the MUL-
TIBUS Il specification (# 146077)

DOUBLE-HIGH EUROCARD FORM FACTOR:

Depth: 220 mm (8.7 in.)
Height: 233 mm (9.2 in.)
Front Panel Width: 20 mm (0.784 in.)
Weight: 743 g (26 oz.)

Environmental Requirements
Temperature: Inlet air at 200 LFM airflow over all
boards

Non-operating: —40° to +70°C
Operating: 0° to +55°C
Non-operating: 95% RH @55°C, non-
condensing

Operating: 90% RH @ 55°C, non-con-
densing

Humidity:

Electrical Characteristics

The maximum power required per voltage is shown
below. These numbers do not include the power re-
quired by the optional memory devices, SCSI PALs,
or expansion modules.

Voltage Max Current Max Power

(Volts) (Amps) (Watts)
+5 6.5 mA 34.13W
+12 50 mA 0.06W
-12 50 mA 0.06W
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Reference Manuals ORDERING INFORMATION
iSBC 186/100 Single Board Computer User’'s Guide Part Number Description
(#148732) SBC186100 MULTIBUS II 80186-based Single

Board Computer
Manuals may be ordered from any Sales Represent- P

ative, Distribution Office, or from the Intel Literature
Department, 3065 Bowers Avenue, Santa Clara, CA,
95051. .
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| THE MULTIBUS®II PC SUBSYSTEM |

PC/AT* COMPATIBILITY COMES TO MULTIBUS®Il SYSTEMS

The Intel MULTIBUS®II PC Subsystem combines the power of the 386™ microprocessor,
the multi-processing capabllities of the MULTIBUS | architecture and the large base of
DOS compatible software into a high performance IBM PC/AT compatible two board set.
When used with a standard PC/AT* compatible keyboard and VGA compatible monitor
this subsystem provides an excellent foundation for a human interface with color graphics
for MULTIBUS Il systems. Running off-the-shelf software packages it is suitable for data
acquisition or process monitoring applications, and can be easily customized using a
variety of avallable PC compatible products.

FEATURES

CPU BOARD PERIPHERAL COMPANION BOARD

e Fully IBM PC/AT compatible subsystem T506/ST-412 tibl Disk
running at 16 Mhz 386 32-bit CPU. ° éoitrgfﬁer compatible Hard Dis

¢ Includes socket for Intel 80387 or * VGA graphics controller, with VGA
Weitek numeric co-processor chip, 64 K CGA. EGA and mono-éraphics '

of high speed SRAM cache, 2 serial software oémpatibility

ports, 1 parallel port, keyboard and « Builtin CSM functionality

floppy drive controllers. i

Completely MULTIBUS Il systems

architecture compatible including

ADMA, MPC and 8751 interconnect

controller.

[

L] l I’!
September, 1989

@ Intel Corporation 1989 Order Number 280673-002
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FEATURES |

PART OF THE MULTIBUS®II FAMILY

Now PC/AT* compatibility has come to a MULTIBUS
Il CPU. The MULTIBUS Il Parallel System Bus is the
bus of choice for Real Time multiprocessing. Its
advanced bus architecture includes such features as
a high speed (32 Mbytes/sec) Parallel Systems Bus
(PSB) with message passing and bus parity
detection, virtual interrupts, simplified systems
configuration through interconnect space, and
extensive power-up testing. Now our MULTIBUS |I
family is even more complete with DOS
complementing iRMX®, iRMK™, and UNIX*
operating systems, and bringing with it a complete
human interface including keyboard controller and
VGA graphics.

386 MICROPROCESSOR SPEED AND
PERFORMANCE

The iSBC 386/PC16 CPU board features a 386™ CPU
running at 16 Mhz and 64 K of ) wait state (read hit)

_cache memory for 32-bit speed and performance.
Performance can be even further enhanced by
adding an Intel 80387 or Weitek math co-processor in
the provided socket.

As much as 16 M-byte of DRAM can be provided on-
board using memory expansion modules. For full
IBM PC/AT software compatbility the iSBC 386/PC16
comes with an Award BIOS and runs either PC-DOS*
or MS-DOS*. As a 386™ microprocessor-based PC
platform, UNIX V/386 can also be easily ported to this
board.

FULL COMPLEMENT OF PC
PERIPHERALS

To minimize the need for add-in cards, the iSBC 386/
PC16 CPU board includes 2 serial ports, 1 Centronics
compatible parallel port, keyboard controller, and
floppy disk controller.

The iSBC PCSYS/100 Peripheral Companion Board
adds to that a hard disk controller, and a VGA
graphics controller which is software compatible with
EGA, CGA, and Hercules* monochrome graphics
modes. In addition, it provides built-in MULTIBUS |I
Central Services Module Functionality.

INTEGRATES EASILY INTO A MULTIBUS®II
SYSTEM

The ISBC 386/PC16 PCU board was designed to
integrate easily into a MULTIBUS Il system. Hardware
support includes the MULTIBUS Il Message Passing
Co-processor (MPC), 8751 interconnect space
controller, and 82258 ADMA controller to provide full
message passing support. It can also access global
memory and /O on the Parallel Systems Bus.

Conforming too the MULTIBUS Il Systems
Architecture (MSA) the SBC 386/PC16 includes
firmware support for BISTs (Built-In Self Tests), IDX
(Initialization and Diagnostics eXecutive), and DOS
MULTIBUS Il Transport Protocol. A DOS Transport
Call Library, provided on a floppy disk, allows user
implementation of message passing based
communication and data sharing with other
MULTIBUS Il CPUs and peripherals.

BACKPLANES AND ADAPTOR BOARD

Rounding out the complement of products in the Intel
MULTIBUSS Il PC Subsystem family are 2 and 4 slot
backplanes for the Ps/aPC bus (the PC bus brought
out on the MULTIBUS Il P2 connector) and an
Adaptor Board. Intended for development purposes,
the iISBC PCSYS/900 Adaptor Board plugs into a
MULTIBUS Il card cage or chassis and
accommaodates either four “half size” PC/XT* add-on
cards or two “half size” PC/XT and either two PC/AT
“full size” or two PC/XT “full size” add-on boards.

HIGH RELIABILITY

Intel has designed the MULTIBUSS Il PC Subsystem
for high reliability. Extensive use of CMOS circuitry
keeps the boards running cooler, and since excess
heat can cause premature failure, running longer.
DIN pin and socket connectors ensure reliable
connectivity with the backplane, and parity error
checking in the DRAM circuitry and on the Parallel
Systems Bus improves overall system integrity.
Furthermore the boards conform to Intels strict
design and manufacturing standards.

WORLD WIDE SERVICE AND SUPPORT

Should this or any Intel board ever need service, Intel
maintains a world wide network of service and repair
facilities to keep you and your customers up and
running. In addition, should you need system level
design support, our international Systems
Engineering organization is available to integrate Intel
boards and systems components into your products.

*UNIX is a trademark of AT&T

*PC-DOS, PC/XT, and PC/AT are trademarks of International Business Machines
*MS-DOS is a trademark of Microsoft

*Hercules is a trademark of Hercules Computer Technology, Inc.

1-32



SPECIFICATIONS

MULTIBUS®II PC SUBSYSTEM CONFIGURATION GUIDE

When the iISBC®386/PC16F0x CPU is used with the iISBC PCSYS/100 Peripheral Companion Board and/or the
iSBC PCSYS/900 Adaptor Board either an iSBC PCSYS/602 two-slot or iSBC PCSYS/604 four-slot backplane
is required to bus the AT signals between the P2 connectors. Please use the following guide when ordering to
select the correct backplane.

386/PC16FOXOnly .....cvvvniiineennn.. None required, however the iISBC PCSYS/602 2-slot backplane provides a
connector which facilitates connecting the floppy drive.

386/PC16F0x and PCSYS/100 ............ Order 1ISBC PCSYS/602 2-slot Backplane

Peripheral Companion Board

386/PC16F01orFO4and ................ Order 1ISBC PCSYS/602 2-slot Backplane

PCSYS/900 Adaptor Board

386/PC16F02 or FO8 and ................ Order iSBC PCSYS/604 4-slot Backplane

PCSYS/900 Adaptor Board

386/PC16F0x, PCSYS/100 ............... Order iSBC PCSYS/604 4-slot Backplane

Peripheral Companion Board and
PCSYS/900 Adaptor Board

NOTE: If stacking multiple memory modules, order ISBC PCSYS/604 4-slot backplane.

287 ,
80386 RWEIT CAcE ORAM o
OPTION DECOCE
Multibus Il
comec| | Sians | froor | Broon DATABUF| § EPROM
SUBBUS (2)
—
RTC
INTER
cama| JF |
p|___P2aPCBUSE2)
PC Bus 2 (1) 32 BIT ADDRESS, 32 BIT DATA, CONTROL .
I (2) 24 BIT ADDRESS, 16 BIT DATA, CONTROL ool Il PiSany
J D = 80386/PC CORE D = Multibus Il Interface
FRONT PANEL

Figure 1: iSBC 386/PC16 Functional Block Diagram

4 XT “half size" or
2 XT "half size” and
ether 2 XT or AT
“full size” add-on
boards

Floppy Disk
Monttor Hard

LBX1I ' Another Another
s 8 % pemory Multibus It Multibus il
Board Board Board

S E—

< LBX Il Sub-bus < P2/aPC Subsystem Bus >

Parallel System Bus

M ge Passing |
using Muttibus |l Transport

Figure 2: MULTIBUS®II PC Subsystem Block Diagram



SPECIFICATIONS

CPU BOARD—SBC 386/PC16

CPU

386 microprocessor running at 16Mhz

DRAM Memory

32-bit parity protected memory:

Model Supplies
SBC 386PC16 FO1 1Mb
SBC 386PC16 FO2 2 Mb
SBC 386PC16 F04 4 Mb
SBC 386PC16 F0O8 8 Mb

Note: Model suffixes FO2 and FO8 require two
MULTIBUS Il card slots, Model suffixes FO1 and FO4
require only one MULTIBUS I card slot.

Memory expansion modules —one may be added
to base models above

Model Supplies
SBC MMO1 FP 1Mb
SBC MMO02 FP 2 Mb
SBC MM04 FP 4 Mb
SBC MMO08 FP '8 Mb
SRAM Cache

Capacity: 64K

Speed: 0 wait state on read hit

2 wait states on write
3 wait states on read miss

EPROM Memory

Two 32-pin JEDEC sites containing 256 K of EPROM
memory with Awards BIOS and MSA firmware.

Two additional 32-pin JEDEC sites provided for user
EPROM or EEPROM memory. Circuitry is provided to
write as well as read EEPROM memory.

PERIPHERAL COMPANION BOARD —
SBC PCSYS/100

Hard Disk Controller

e PC/AT Compatible Winchester Controlier
e Supports up to two ST-506/ST-412 drives

Graphics .

e Supports VGA, EGA, CGA, and Hercules
Compatible graphics

® Four text mode resolutions: 40 x 25, 80 x 25,
132x 25, 132 x 43

* Three graphics mode resolutions: 640 x 480 with
16 colors, 960 x 720 with 4 colors, and 1280 x 960
monochrome

csm

* Assigns card slot and arbitration IDs at initialization
Generates system clock for all agents on the PSB
Provides system wide reset signals for power-up,
warm reset, and power failure

¢ Detects bus timeouts

P2/aPC BACKPLANES —SBC PCSYS/602
AND SBC PCSYS/604

* Available in 2 and 4 slot versions
ADAPTOR BOARD —SBC PCSYS/900

* Fully accommodates a total of four half or 3/4
length PC/XT and PC/AT add-in cards in the
following combinations: either four PC/XT or two
PC/AT and two PC/XT add-in cards

e With restrictions, in some configurations two full
size PC/AT or PC/XT add-in cards can be

accommodated

e Adaptor board is 3 MULTIBUS Il card slots wide
ENVIRONMENTAL REQUIREMENTS
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Storage Témperature: —40° to 70°C (0° to
158°F) =
Operating Temperature:  0°C to 55°C (32° to
131°F)
Storage Humidity: 5%-95% non-condensing
at 55°C
Operating Humidity: 8%-90% non-condensing
at 55°C
'ORDERING INFORMATION
SBC386PC16F01  386-based PC compatible CPU
board with 1 Mb of DRAM
SBC386PC16F02  386-based PC compatible CPU
board with 2 Mb of DRAM
SBC386PC16F04  386-based PC compatible CPU
board with 4 Mb of DRAM
SBC386PC16F08  386-based PC compatible CPU
board with 8 Mb of DRAM
SBCPCSYS100 Companion board with VGA
graphics, HD controller and
CSM functionality
S301K3 101-key enhanced AT-style
keyboard
SBCPCSYS602 2-slot Backplane for the P2/aPC
: bus
SBCPCSYS604 4-slot Backplane for the P2/aPC
bus
SBCPCSYSS00 Adaptor Board
SBC MMO1 FP 1 Mb Memory Expansion
Module
SBC MMO02 FP 2 Mb Memory Expansion
Module
SBC MM04 FP 4 Mb Memory Expansion
Module
SBC MMO08 FP 8 Mb Memory Expansion

Module
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intal”  isace mmo+, Mmoz, mmoa, Mmos
HIGH PERFORMANCE MEMORY MODULES

m Provides High Speed Parity Memory m Stackable to Provide up to 16M Bytes
Expansion for Intel’s iSBC® 386/2X, of High Speed Memory for MULTIBUS |
iSBC 386/3X and iSBC 386/1XX and MULTIBUS Il CPU Boards
CPU Boards m Supports 32-Bit, 16-Bit and 8-Bit Data

H Available in 1M, 2M, 4M, and 8M Byte Paths
Sizes

m Supports Independent Read/Writes
m Easily Installed

The iSBC MMO01, iSBC MM02, iSBC MM04, and iSBC MM08 DRAM memory modules are members of Intel's
complete line of iISBC memory and I/0 expansion boards. The MM-Series of memory modules use a dedicat-
ed interface to maximize CPU/memory performance. The iSBC MM series of memory modules have been
designed to provide both the on-board and expansion memory for the iSBC 386/2X, the iSBC 386/3X and the
iSBC 386/1XX CPU Boards. ‘

The modules contain (respectively) 1M byte, 2M, 4M, and 8M bytes of read/write memory using surface
mounted DRAM components (see Figure 1).

Due to the high speed interface of the memory modules, they are ideally suited in applications where memory
performance is critical.

m 32 Bits Wide with Byte Parity

SN

280346-1
Figure 1.iSBC® MM08 Memory Module
*The iISBC® MMO01, MM02, MM04, MM08 Memory Modules are also manufactured under product code piSBC® MMO1,
MMO02, MM04, MMO08 by Intel Puerto Rico, Inc.

September 1989
2-1 Order Number: 280346-002
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iSBC® MMO01, MM02, MM04, MM08 MODULES

FUNCTIONAL DESCRIPTION

The iSBC MMxx memory modules provide high per-
formance, 32-bit parity DRAM memory for the MUL-
TIBUS | and MULTIBUS Il CPU boards. These CPU
boards come standard with one MMxx module in-
stalled, with memory expansion available through
the addition of a second stackable iSBC MMxx mod-
ule.

Memory Access Capabilities

The dynamic RAM memory of the memory modules
is accessed through the dedicated memory module
interface.

The MM memory module is designed for direct
transfer of data between the CPU and the memory
module without accessing the MULTIBUS interface.

MMO01/MM02/MMO04/MMO8
Memory Size

The iSBC MMO01, iSBC MM02, iSBC MMO04, and
iSBC MMO08 modules can be stacked on the CPU
baseboard in any combination.

Data Bus Structure

The MMxx-series memory modules use a 32-bit wide
data path with storage for byte parity that can ac-
commodate 8-bit byte, 16-bit or 32-bit word data
transfers. In addition, the data path is capable of
independent byte operations. This means that one
byte can be written while the other three bytes (or
any other combination) can be read.

Parity

One parity bit is provided for each of the four, 8-bit
bytes in the 32-bit wide data path. For special appli-
cations, the parity bits can serve as data bits making
possible 9-, 18-, or 36-bit data transfers.

Memory Function

The module protocol supports standard dynamic
RAM READ, WRITE, RAS* only REFRESH cycles,
and CAS* before RAS* REFRESH.

Installation

The iSBC MMxx memory modules are easily in-
stalled by the user. Each module includes all neces-
sary connectors, screws, and other hardware for in-
stallation, either as a second stacked module or as a

. replacement for a module with less memory.
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SPECIFICATIONS

Word Size Supported
8-, 16-, or 32-bits

Memory Size

iSBC MM01 1,048,576 bytes
iSBC MM02 2,097,152 bytes
iSBC MM04 4,194,304 bytes
iSBC MM08 8,388,608 bytes

Access Time (All Densities)
Read/Write — 107 ns (max)

The MMxx-series memory modules run with the
iSBC 386/2X and iSBC 386/116 Boards at 16 MHz,
and with the iSBC 386/3X and iSBC 386/120
Boards at 20 MHz. Wait state performance informa-
tion with each of these CPU baseboards is con-
tained in the Hardware Reference Manual for the
specific CPU baseboard.

Cycle Time (All Densities)
Read/Write — 200 ns (min)

Power Requirements
Voltage —5 VDC +5%

Memory addressing for the iSBC MMxx memory
modules is controlled by the host CPU board over
the memory module interface. The maximum system
RAM size is 16M Bytes.
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iSBC® MM01, MM02, MM04, MM08 MODULES

Top View

—

N

1SBC® MMxx
MEMORY MODULE

4.25"
7.05" CPU BASEBOARD
CONNECTOR
OUTLINE
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| 4.175" |
I— 12.00" l
280346-2
Side View
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iSBC™ MMxx
STIFFENER MEMORY MODULE
rn_
0.847"| © 1 STANDOFF
(£0.023) 0.625 INCH BASEBOARD CONNECTOR
CPU BASEBOARD
280346-3
Single iISBC® MMxx Memory Module
Side View
iSBC® MMxx
MEMORY MODULES
STIFFENER
|—4_ L mn
1.564" 0.525 INCH STACKING CONNECTOR
(£0.033)| © -] STANDOFFS
0.625 INCH BASEBOARD CONNECTOR
CPU BASEBOARD
280346-4

Stacked iSBC® MMxx Memory Modules
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iSBC® MM01, MM02, MM04, MM08 MODULES

Environmental Requirements
Operating Temperature — 0°C to 60°C
Storage Temperature — 40°C to +75°C

Cooling Requirement — 3 cubic feet per minute of
airflow at an ambient temperature of 0°C to 60°C

Operating Humidity — To 95% relative humidity
without condensation

Physical Dimensions

Module Alone:

Width — 4.250 inches (10,795 cm)

Length — 4.175 inches (10,604 cm)

Height — 0.500 inches (1,270 cm)

Weight — iSBC MM01/MM04: 2.5 ounces (70.0 gm)
iSBC MM02/MM08: 3.5 ounces (110.0 gm)

ORDERING INFORMATION

Part Number Description '

iSBC MMO1 1M Byte RAM Memory Module
iSBC MM02 2M Byte RAM Memory Module
iSBC MM04 4M Byte RAM Memory Module
iSBC MMO08 8M Byte RAM Memory Module

The Memory Modules ship with the required hard-
ware (connectors, mounting screws, stand-offs, etc.)
to stack a second module on the module already
mounted on the base CPU board.
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iISBC® MMO1FP, MMO2FP, MMO4FP, MMOSFP*
HIGH PERFORMANCE MEMORY MODULES

m Provides High Speed Parity Memory m Stackable to Provide up to 16M Bytes
Expansion for Intel’s iSBC® 386/2X, of High Speed Memory for MULTIBUS |
iSBC 386/3X and iSBC 386/1XX CPU and MULTIBUS Il Boards
Boards ® Supports 32-Bit, 16-Bit and 8-Bit Data

m Available in 1M, 2M, 4M, and 8M Byte Paths
Sizes

m Supports Independent Read/Writes

m 32 Bits Wide with Byte Parity W Easily Installed
The iSBC MMOX and iSBC MMOXFP DRAM memory modules are members of Intel's complete line of iSBC
memory and /0 expansion boards. The MM-Series of memory modules use a dedicated memory interface to
maximize CPU/memory performance.

Figure 1. iSBC® MMOSFP Memory Module 2810101

The iSBC® MMO1FP, MM02FP, MMO04FP, MMOBFP memory modules are also manufactured under product code piSBC®
MMO1FP, MMO2FP, MMO4FP, MMOBFP by Intel Puerto Rico, Inc.

September 1989
2-5 Order Number: 281010-001
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iSBC® MMO1FP, MMO2FP, MM04FP, MMO8FP MODULES

FUNCTIONAL DESCRIPTION

The iSBC MM-Series provide high performance, 32-
bit parity DRAM memory for the MULTIBUS | and
MULTIBUS Il boards. These CPU boards come stan-
dard with one MM-Series module installed, with
memory expansion available through the addition of
a second stackable iISBC MM-Series module.

\ ' .

Memory Access Capabilities

The dynamic RAM memory of the memory modules
is accessed through the dedicated memory module
interface.

The MM memory module is designed for direct
transfer of data between the CPU and the memory
module without accessing the MULTIBUS interface.

MMO01/MM02/MM04/MMO8
Memory Size

The iSBC MMO1, iSBC MMO02, iSBC MMO04, and
iSBC MM08 modules can be stacked on the CPU
baseboard in any combination.

Data Bus Structure

The MM-Series memory modules use a 32-bit wide
data path with storage for byte parity that can ac-
commodate 8-bit byte, 16-bit or 32-bit word data
transfers. In addition, the data path is capable of
independent byte operations. This means that one
byte can be written while the other three bytes (or
any other combination) can be read.

Parity

One parity bit is provided for each of the four, 8-bit
bytes in the 32-bit wide data path. For special appli-
cations, the parity bits can serve as data bits making
possible 9-, 18-, or 36-bit data transfers.

2-6

Memory Function

The module protocol supports standard dynamic
RAM READ, WRITE, RAS* only REFRESH cycles,
and CAS* before RAS* REFRESH.

Installation

The iSBC MM-Series memory modules are easily in-
stalled by the user. Each module includes all neces-
sary connectors, screws, and other hardware for in-
stallation, either as a second stacked module or as a
replacement for a module with less memory.

SPECIFICATIONS

Word Size Supported
8-, 16-, or 32-bits

Memory Size

iSBC MMO1 1,048,576 bytes
iSBC MM02 2,097,152 bytes
iSBC MMO04 4,194,304 bytes
iSBC MMO08 8,388,608 bytes

Access Time (All Densities)
Read/Write — 107 ns (max)-MMOX

Read/Write — 88 ns (max)-MMOXFP

Power Requirements
Voltage —~5 VDC +5%

Memory addressing for the iISBC MM-Series memory
modules is controlled by the host CPU board over
the memory module interface. The maximum system
RAM size is 16M Bytes.
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iSBC® MMO1FP, MMO2FP, MM04FP, MMOB8FP MODULES

Environmental Requirements
Operating Temperature — 0°C to 60°C

Storage Temperature — 40°C to +75°C

Operating Humidity — To 95% relative humidity
without condensation .

Physical Dimensions

Module Alone:

Width — 4.250 inches (10,795 cm)

Length — 4.175 inches (10,604 cm)

Height — 0.500 inches (1,270 cm)

Weight — iSBC MM01/MM04: 2.5 ounces (70.0 gm)
iSBC MM02/MMO08: 3.5 ounces (110.0gm)

ORDERING INFORMATION

Part Number Description

iSBC MMO1FP 1M Byte Fast Page Memory Module
iSBC MM0O2FP 2M Byte Fast Page Memory Module
iSBC MMO3FP 4M Byte Fast Page Memory Module
iSBC MM04FP 8M Byte Fast Page Memory Module

The Memory Modules ship with the required hard-
ware (connectors, mounting screws, stand-offs, etc.)
to stack a second module on the module already
mounted on the base CPU board.
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iSBC® MEM/320, 340*

CACHE-BASED MULTIBUS® Il RAM BOARDS
| 32-bit MULTIBUS® il Paraiiel System m MULTIBUS Il Interconnect Space for
Bus (PSB) and Local Bus Extension Il Dynamic Memory Configuration and
(iLBXT™ |l Bus) Interface Support Diagnostics
m Zero Wait State Over iLBX™ on a m Built-In-Self-Test (BIST) Diagnostics
Cache Hit, One Wait State for Cache On-Board with Both LED Indicators and
Misses and Writes at 8 MHz Software Access to Error Information
m Dual Port Memory with Four Versions m Automatic Memory Initialization at
Available: Power-Up and at Power-Fail Recovery
iSBC MEM/320 2M Bytes : ;
iSBC MEM/340 4M Bytes m Byte Parity Error Detection

The iSBC MEM/320, 340 are cache-based memory boards that support the MULTIBUS i architecture. They
have 32-bit architecture throughout, supporting 8-, 16-, and 32-bit central processors. The iISBC MEM/3XX
(generally refers to this family of boards) memory boards are dual-ported, with access to the interfaces of both
the MULTIBUS Il Parallel System Bus (PSB bus) and the iLBX™ |l (Local Bus Extension).

In addition to the 32-bit memory transfer, the iISBC MEM/3XX high-speed cache control subsystem, standard
on these boards, improves performance by allowing zero wait state read access over the iLBX Il at 8 MHz
when data requested is in the cache memory.

280071-1

*The iISBC® MEM/320, 340 is also manufactured under product code piSBC® MEM/320, 340 by Intel Puerto Rico, Inc.

October 1989
2-9 Order Number: 280071-003
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ISBC® MEM/320, 340 BOARDS

FUNCTIONAL DESCRIPTION

General

The iISBC MEM/320, 340 high-speed cache-based
memory boards are physically and electrically com-
patible with the MULTIBUS Il PSB bus standard and
the new iLBX Il bus (Local Bus Extension) as out-
lined in the Intel MULTIBUS I specification. Figure 1
illustrates a typical multiprocessing MULTIBUS I
system configuraton.

Architecture

The four main subsystems of the iSBC MEM/3XX
boards are the cache controller subsystem, the
cache memory subsystem, the DRAM memory sub-
system, and the interconnect space subsystem (see
Figure 2). The following sections describe these
subsystems and their capabilities in more detail.

Cache Memory Capabilities

The cache memory system is designed around the
32-bit architecture of the main memory system and

reduces read access timers. The 8K Bytes of 45
nsec SRAM allows zero wait state read accesses
over the iLBX Il bus when data requested is in the
cache memory (cache hit). A cache hit takes only
two iLBX Il bus clocks (250 nsec at 8 MHz).

Each entry in the 8K Byte cache memory subsystem
consists of a data field of 32-bits and a tag field of up
to 9-bits (depending on board DRAM size). Each
byte in the main memory DRAM array directly maps
to one and only one entry on the cache array. This
direct mapped cache array along with tag labels en-
sure data integrity and accurate identification of
cache hits. The cache memory size and simple but
effective replacement algorithm is designed to opti-
mize both the probability of cache hits and the CPU
bus utilization. On any miss or write access, the con-
tents of one cache entry are updated to maintain
consistency with the corresponding entry in the
DRAM memory array.

Dual Port DRAM Capabilities

The MEM/320 and MEM/340 modules respectively
contain 2M Bytes and 4M Bytes of read/write mem-
ory using 256K dynamic RAM components.

280071-2

Figure 1. Typical MULTIBUS® Il System Configuration
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280071-3

Figure 2. ISBC® MEM/3XX Board Block Diagram
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ISBC® MEM/320, 340 BOARDS

The dual port capability of the iSBC MEM/3XX
boards allows 32-bit access from either the PSB bus
interface or the iLBX Il bus interface (see Figure 1).
Due to the simple arbitration nature of the iLBX i
bus interface and the cache memory subsystem, the
iSBC MEM/3XX family allows optimal access to
20M Bytes of DRAM on the iLBX Il bus.

System Memory Size

Using this series of memory boards the maximum
system memory capacity based on one CPU board
and 19 memory boards is 76M Bytes on the PSB
bus. The memory partitioning is independent for the
PSB bus interface and the iLBX |l bus interface.

The start address can be on any 64K Byte boundary
on the PSB bus and any 64K Byte boundary on the
iLBX Il bus. Software configyres the start and ending
addresses through the interconnect space. No jump-
ers are needed.

Interconnect Space Capabilities

The iISBC MEM/3XX board module has a set of in-
terconnect registers which allow the system soft-
ware to dynamically configure and test the status of
the memory board, replacing hardwired jumper func-
tions. This interconnect subsystem also provides
control and access to the Built-In-Self-Test (BIST)
features. During power-up reset, the iSBC
MEM/3XX board initializes the memory and cache,
sets all interconnect registers to their default values
and performs a self-test. Error information from both
Built-In-Self-Test (BIST) and parity checking is indi-
cated in front panel LEDs and recorded in intercon-
nect space registers accessible to software.

Built-In-Self-Test (BIST)

Self-test/diagnostics have been built into the heart
of the MULTIBUS |l system. These confidence tests
and diagnostics improve reliability and reduce manu-
facturing and maintenance costs. LED 1 (labelled
BIST) is used to indicate the status of the Built-In
Self Test. It is turned on when the BIST starts run-
ning and is turned off when the BIST completes suc-
cessfully. The Built-In-Self-Test performed by the
on-board microcontroller at power-up or at software
command are:

2-11

1. EPROM Checksum:
This test performs a checksum test on its internal
EPROM to check operation of the 8751 microcon-
troller.

2. Cache Data Test:

The microcontroller performs a sliding ones test
on the cache memory in hit-only mode.

3. Cache Address Test:

This test verifies that the cache address path is
working properly.

4. Refresh Check:

This test performs RAM test on a small portion of
DRAM with an elapsed time between the write
operation and the verification of the data.

5. Dynamic RAM Address Test:

This test performs Address Rippled RAM test on
the board memory (MISS ONLY operation mode).

6. Dynamic RAM Data Test:

This test runs an AA-55 data pattern to check the
DRAM data path.

7. Parity Test:

This test injects parity errors in the DRAM array
and then verifies that the board detects these
errors.

These tests are described in detail in the User's
Manual, Section 9-23.

Memory Initialization and Reset

Memory is initialized automatically during power-up.
All bytes are set to 00.

Error Detection Using Byte Parity

Parity will detect all single bit parity errors on a byte
parity basis and many muiltiple bit errors. LED 2 (la-
belled Parity) is used to indicate parity errors. LED 2
is turned on when a parity error is detected and
turned off when the parity status register within inter-
connect space is cleared. This same LED turns on
and off during power-up to verify operatoin of the
LED.

Error information is recorded in interconnect space
so it is accessible to software for error reporting.
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iSBC® MEM/320, 340 BOARDS

SPECIFICATIONS '

Word Size Supported
8-, 16-, 24-, and 32-bits

Memory Size

2 Megabytes (iSBC.MEM/320) board
4 Megabytes (iISBC MEM/340) board

Access Times (Al Densities)

MULTIBUS Il Parallel System Bus—PSB (@
10 MHz2)

- Read: 562 ns (avg.)
775 ns (max.)

Write: 662 ns (avg.)
775 ns (max.)

NOTE:
Average access times assume 80% cache hit rates

iLBXT™ || Bus—Local Bus Extension (at 8 MHz)
Read: 250 ns (min.)

275 ns (avg.)

375 ns (max.)

Write: 375 ns. (avg.)
375 ns (max.)

Base Address

PSB Bus—any 64K Bytes boundary
iLBX Il Bus—any 64K Bytes boundary

Power Requirements
Voltage: 5V DC +5%
Product Current
iSBC MEM/320 3.5A (typ)
. Board 6.0 A (max)
iSBC MEM/340 4.1 A (typ)
Board 6.7 A (max)
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ENVIRONMENTAL REQUIREMENTS

Temperature: (inlet air) at 200 LFM airflow over
boards i
Non-Operating: —40 to +70°C
Operating: 0 to +55°C
Non-operating: 95% RH @ 55°C
Operating: 90% RH @ 55°C

Humidity:

Physical Dimensions

The iSBC MEM/3XX boards meet all MULTIBUS i
mechanical specifications as presented in the ANSI/
IEEE 1296 MULTIBUS Il specification.

Double High Eurocard Form Factor:
Depth: 220 mm (8.6 in.)

Height: 233 mm (9.2 in.)

Front Panel Width: 20 mm (0.784 in.)

Weight:

iSBC MEM/320 board: 6720 gm (24 oz.)
iSBC MEM/340 board: 10080 gm (36 oz.)

Reference Manuals
iSBC MEM/3XX Board Manual (#146707)

Ordering Information

Part Number Description

SBCMEM320 2M Byte Cache Based
MULTIBUS Il RAM Board -

SBCMEM340 4M Byte Cache Based -

MULTIBUS Il RAM Board .
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tel iSBC® MEM/601
MULTIBUS® Il UNIVERSAL SITE

MEMORY EXPANSION BOARD

m Supports EPROM, ROM, EEPROM, m Optional On-Board Support for Lithium
SRAM, and NVRAM Battery Backup Memory Protect

m Sixteen Sites Configured as Two Banks m MULTIBUS® Il Software Interconnect
of Eight 28-Pin JEDEC Sockets Support for Dynamic Memory

m Start Addresses for Each Bank Configuration and Diagnositics
Independently Assignable Anywhere on m Fully Supports Either MULTIBUS Il 32-
64K Byte Boundaries Within the 4G Bit Parallel System Bus (PSB) or 32-Bit
Byte PSB Memory Address Space Local Bus Extension (iLBX™ [I) Bus

B Automatic Memory Initialization at
Power-Up

The iSBC® MEM/601 MULTIBUS Il Universal Site Memory Board is a member of Intel’s line of product
offerings that utilize the advanced features of the MULTIBUS Il system architecture. The iISBC MULTIBUS i
Universal Site Memory Board expands system memory capacity and interfaces across either the MULTIBUS |l
Parallel System Bus (PSB) or the high speed Local Bus Extension bus (iLBX ).

280261-1

. October 1989
2-13 Order Number: 280261-001
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iSBC® MEM/601

FUNCTIONAL DESCRIPTION

General

The iSBC MEM/601 board contains two banks of
eight standard 28-pin 600 mil DIP sockets. Either 28-
or 24-pin devices may be inserted on the board. The
actual capacity of the board is determined by the
type and quantity of components installed by the
user. The iISBC MEM/601 board is completely com-
patible with four different types and densities of de-
vices (see Table 1). In addition, the board can be
accessed by either the MULTIBUS Il Parallel System
Bus (PSB) or Local Extension Bus (iLBX II).

Memory Array

The sixteen universal memory sites on the iSBC
MEM/601 board are partitioned into two banks of 8
sites each. Within each bank the 8 sites are further
partitioned into 2 groups of 4 sites each (see Figure
1). Each group of 4 sites can support the device

types described in Table 1 and is configurable via an
arrangement of push-in jumpers dedicated to each

‘of the four groupings of 4 sites. Devices of the same

density and speed must reside within each bank and
devices of the same type must reside within each
group. :

Memory Address Decoding

The memory array is divided into two separate ad-
dressable banks. The addressing for each bank is
independently software-configurable through MUL-
TIBUS Il interconnect space and is on 64K byte
boundaries. Software must insure that the address
space of one bank does not overlap the address
space of the other bank otherwise memory errors
would result. -

Built-In-Self-Test and Interconnect
Subsystem

Self test and diagnostics have been built into the
heart of the MULTIBUS |l system. These confidence

CONFIGURATOR CONFIGURATOR
GROUP 1 GROUP 2
GROUP 1 GROUP 2
28 PIN
SOCKET
1 2 3 4 5 6 7 8
28 PIN
SOCKET
9 10 11 12 13 14 15 16
GROUP 3 GROUP 4
CONFIGURATOR CONFIGURATOR
GROUP 3 GROUP 4
280261-2
Figure 1.iSBC® MEM/601 Sixteen, 28-Pin Universal Site Memory Array
Table 1. Memory Devices Supported by the iSBC® MEM/601 Board
Type 2Kx8 |[4Kx8| 8Kx8 |16Kx8| 32Kx8 |64Kx8
EPROM 2716 | 2732A| 2764 | 27128 | 27256 | 27512
ROM Yes Yes Yes Yes Yes Yes
EEPROM 2817A | Yes | 2864A Yes Yes Yes + 5V Only
SRAM TC5516| Yes |TC5565| Yes |[TC55257| Yes |NMOSand CMOS
Maximum Memory Capacity | 32KB | 64 KB | 128KB | 256 KB | 512 KB 1MB

2-14
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iSBC® MEM/601

tests and diagnostics improve reliability and reduce
manufacturing and maintenance costs. LED 1 (la-
beled BIST), is used to indicate the status of the built
in self test. It is turned on when the BISTs start run-
ning and is turned off when the BISTs have success-
fully executed. Error information from the BISTs is
recorded in the interconnect registers accessible to
software. The built in self tests are peformed by the
on-board microcontroller at power-up or on com-
mand.

The iSBC MEM/601 board interconnect subsystem
consists of an 8751 microcontroller for Built-In-Self-
Test (BIST), program storage, status, control regis-
ters, and interconnect control logic. The intercon-
nect subsystem receives requests to interconnect
space across either the PSB bus or the iLBX Il bus
depending on which interface is enabled. The inter-
connect subsystem is used by the software to con-
figure the hardware.

Battery Backup

The iSBC MEM/601 board supports jumper select-
able on-board or off board battery backup operation
for CMOS SRAMs. Memory protection for the two
memory banks can be supported with +5V from an

off board power source or from the optional on
board lithium battery. The memory content of the
CMOS RAMs is protected during power-up and pow-
er-down by the protect signals from the PSB bus.

Parallel System Bus Interface

The PSB bus interface supports memory space and
interconnect space and provides the capability of 8-,
16-, 24-, and 32-bit transfers. The PSB interface can
be dynamically activated through the status register
of the interconnect space under software control or
can be jumper selectable. After a cold reset the PSB
is enabled and the Local Bus Extension (iLBX Il) bus
is disabled.

Local Bus Extension Interface

The iSBC MEM/601 board provides 8-, 16-, 24-, and
32-bit transfers across the Local Bus Extension
(iLBX 1) interface. The iLBX Il bus interface is en-
abled by the status register of the interconnect
space and can therefore be dynamically changed
through software. It is also jumper selectable. After a
cold reset, the iLBX |l interface is disabled. The PSB
bus interface is always disabled when the iLBX |l bus
is enabled.

BANK A | BANK B
ADDRESS |
":‘:) SELECTION
Locie ) MEM|0RY
PN ARlleY
> TIMING AND :|1> SIXTEENl 28-PIN
CONTROL ~
LOGIC UNIVB?SAL SITES
Z
MuLTBUS® |1 Mumaus® I LBX™ || ILBXTM "
INTERFACE TRANSCEIVERS INTERFACE TRANSCEIVERS
T iI
/ PARALLEL SYSTEM BUS
/ iLBX™ 11 BUS INTERFACE
280261-3

Figure 2. iSBC® MEM/601 Block Diagram
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iSBC® MEM/601

SPECIFICATIONS
Word Size 8-, 16-, 24-, and 32-bits

Memory Size

Sockets are provided for up to sixteen JEDEC com-
patible 28-pin devices which can provide up to 1.0M
Byte of EPROM/ROM/SRAM memory.

Access Times
PSB Bus | iLBX™ |l Bus*
Read Cycle Without | 300 ns 250 ns
Replier Busy
Write Cycle Without | 300 ns 250 ns
Replier Busy
Read/Write with 100 ns 10 ms
Agent Error
NOTES: :

Access times are calculated without device speed includ-
ed. True access times across either bus must include de-
vice access time and must be in 100 ns increments for the
PSB bus. Above calculations assume 1 bus cycle. Refer to
the iSBC MEM/601 Memory Board User’s Guide for exact
formula to determine access times for specific operating
configurations.

*Access times across the iLBX |l bus assumes an 8.0 MHz
bus clock. The actual formula is as follows:

T = 2(C) + D where: T is iLBXII Bus access time
Cis 1/f, f = iLBX Il Bus clock
speed
D is Device access time

Power Requirements
Current with 2764A EPROMs installed @ +5V: 4.5A

Current with 2864A EEPROMSs installed @ +5V:
5.5A

At 3V and 300 mA hours lithium battery rating, the
expected retention time for standard CMOS SRAM
memories will be approximately 24—36 hours.

2-16

ENVIRONMENTAL REQUIREMENTS

Temperture: Inlet air at 200 LFM airflow over boards
Non-operating: —40°C to +70°C
Operating: 0°C to +55°C

Humidity:
Non-operating: 95% RH @ 55°C
Operating: 90% RH @ 55°C

Physical Dimensions

The iSBC MEM/601 board meets all MULTIBUS Il
mechanical specifications as presented in the MUL-
TIBUS i specification (IEEE/ANSI 1296).

Double High Eurocard Form Factor
Depth: 220 mm (8.6 in.)

Height: 233 mm (9.2 in.)

Front Panel Width: 20 mm (0.784 in.)

Weight as shipped from factory: 543g (19 oz.)

Reference Manuals

#149149—iSBC MEM/601 Memory Board User’'s
Guide

Manuals may be ordered from any Intel Sales Rep-
resentative, Distributor Office, or from the Intel Liter-
ature Department, 3065 Bowers Ave., Santa Clara,
CA., 95051,

Ordering Information

Part Number
SBCMEM601

Descripton
MULTIBUS Il Universal Site
Memory Expansion Board
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MULTIBUS®IlI I/O0O PRODUCT LINES 1

CPU Boards
80186
CPU
Boards
MULTIBUS® Il PSB
110 Boards Specia
Terminal Peripheral vo
C (:onlmuer Controllers Development
MX
= o |19
@ Ethemet MiX
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e Mo, < iSEX™ Bus > < MIX Bus >
iSBX™ Modules MIX Modules

A SPECTRUM OF I/0 FOR MULTIBUS®II DESIGNS

Intel's wide range of MULTIBUS®II I/O products is designed to help you easily complete
your application. These boards include a variety of standard I/O products, such as
terminal controllers, wide area network controllers, Ethernet controllers, SCSI peripheral
controllers and Digital I/O boards. Intel also offers a choice of development methods for
designing custom I/O boards. Now you can design low-cost, non-intelligent /0 boards
based on the MULTIBUS |I Peripheral Interface (MPI) silicon, or you can quickly and
easily design high-performance, 386™ CPU-based 1/0 boards based on the Modular
Interface eXtension (MIX) architecture. These products are described on the following

pages.
CONTENTS

Introduction

1/0 Development Products

e MULTIBUS Il Silicon Products

* Modular Interface eXtension
(MIX) Architecture

e Modular Interface eXtension
(MIX) I/O Platform Family

* Firmware Development Package

Standard 1/0 Products
e Asynchronous Terminal
Controllers

CONTENTS

¢ Wide Area Network
Controllers

e Ethernet Local Area Network
Controllers

e Peripheral Controllers

e Paralle! 110

MULTIBUS®II General
Information

Product and Literature
Guide

© Intet Corporation 1989

September, 1989
Order Number 281009-001
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1/0 DEVELOPMENT PRODUCTS

MULTIBUS®II SILICON PRODUCTS

Intels MULTIBUS Il bus interface device product
family has been created to aid the designer in
interfacing application modules to the MULTIBUS Il
Parallel System Bus (PSB). The IEEE/ANSI 1296
specification defines a set of synchronous state
machines which are clocked by a central bus clock.
Adherence to this type of specification is simple and
proveably correct. This architectural discipline has
resulted in unprecedented compatibility between
MULTIBUS Il products from all vendors. Intel offers a
silicon implementation of the IEEE/ANSI 1296 state
machines with the 82389 Message Passing
Coprocessor (MPC) component to provide a high
capability interface targetted for intelligent board
products. The MULTIBUS Il Peripheral Interface (MPI)
omits the block data transfer capabilities of the MPC
and is targeted for non-intelligent, lower cost board
products.

The MULTIBUS |l Peripheral Interface (MPI) is a
MULTIBUS Il bus interface device providing PSB
interface for non-intelligent 1/O applications. The MPI
is a replier in I/0 and Interconnect space and can be
implemented with a minimum of additional logic. The
MPI supports the standardized signalling methods of
the MULTIBUS Il architecture with the ability to send
and receive unsolicited messages (without data) as
interrupts. An on-board CPU or microcontroller (such
as an 8751) is not required for applications using the
MPI. Interconnect space may be implemented using
a single PAL or PROM.

The 82389 Message Passing Coprocessor (MPC) is
the premier MULTIBUS Il bus interface device for
intelligent aprlications. It provides a complete, full
function interface to the PSB, including arbitration,
dual port memory recognition and the standardized
signalling and data transfer methods of the
MULTIBUS Il architecture. The MPC component
requires the support of an 8751-type microcontroller,
and a DMA device is recommended for high
performance data transfers. The MPC, in
combination with the iISBC CSM/002 module or
additional on-board logic, provides complete Central
Services Module support for use in a slot 0 system
location.

Solicited
Messages

Unsolicited
Messages

Bus
Arbitration

I/C Space
. Support
Support
Required

to be
|IEEE 1296
C

MPI MPC
Parity

Agent Error

Replier
State M/C

Drivers/
' Buffers

Figure 1: Comparing MPI and MPC Capability

'



MULTIBUS®II BUS INTERFACE SILICON PRODUCTS

MPI—MULTIBUS®il PERIPHERAL
INTERFACE

The MULTIBUS Il Peripheral Interface, MPI, I1s a
single chip, “replier only” Parallel System Bus
interface device. The MPI implements a IEEE/ANSI
1296 Replier State Machine, seen in Figure 2. All
error conditions are monitored and generated if
appropriate.

MPI FEATURES

* Replier in /O Spac
— 2 KBytes address on each board
— 8/16 bus data width agents
° No application CPU required
° No support microcontroller required
e Supports up to 8 local interrupt sources
o Sends/Receives broadcast messages
e Sends/Receives unsolicited messages
(without data)
— Complete arbitration protocol
e Fair and High Priority modes are supported
e ANSI/[EEE 1296 compliant
® 124-pin plastic PGA package.

DESCRIPTION

The MPI component is a 16-bit integrated CMOS
interface component compliant with the IEEE/ANSI
1296 standard and is compatible with other board
products using the 82389 Message Passing
Coprocessor. It supports data transfer in 1/O space,
as defined by the IEEE Specification. It is particularly
suited to the design of low cost, non-intelligent /0
boards. Since the MPI component incorporates all
the interface logic, except for five high current buffer

drivers, it simplifies and accelerates /O board design.

The local interface is designed to provide a simple
interface to 1/0 board components. The MPI also
includes configuration registers which are
programmed from the PSB to suit a variety of
applications.

Interconnect Space

The MPI component supports IEEE/ANSI 1296
compliant interconnect space. lts registers are only
accessed via the Parallel System Bus. The MPI
includes the interface logic to support an external
local memory device or PAL to implement most of the
interconnect registers. Registers 34 through 38 are
internal to the MPI.

1/0 Space

The MPI component enables an /O board to act as a
replier in /0O space (as seen in figure 2). Board
address space is programmed through interconnect
space which allows multiple MPI-based boards to be
used in a MULTIBUS |l system with no jumpers. The
width of the local I/O data bus can be 8 or 16 bits.
Addresses and data for the local I/O is provided on a
multiplexed bus.

Message Space

The MPI component enables an I/O board to send
and receive interrupt packets, either in standard or
Broadcast mode, without data. (Data transfer is
carried out in 1/O space.) Up to eight local interrupts
may generate an interrupt packet onto the PSB; the
highest priority interrupt level is encoded into this
interrupt packet. The MPI entirely controls the access
arbitration procedure for the PSB bus and the
interrupt packet transfer. The MPI can receive
interrupt packets from the PSB and uses them to

. generate a local interrupt signal.

The MPI interface supports parity signals when
required and is capable of processing all error signals
present on the bus.

MPI SPECIFICATIONS

Power Supply Voltage: 0 - 5V
Operating Temperature: 0 — 70°C
Storage Temperature: —65 to +150°C
Vec=5.0V + 10%

Clear
——
ADDR=L
(7}
REPRDY=L REPRDY=H | SC2'=L
and and
ADDR=H ADDR=H

. [ Replier
\Handshake

6]
SC3*=L and 8§C2'=H and
§C2*=H and (SC3*=H or
REPRDY=L and REPRDY=H or

AGENT STATUS ERROR=L AGENT STATUS ERROR=H)

Figure 2: State-Flow Diagram for Replying Agents, from IEEE/ANSI 1296 Specification



LMULTIBUS®II BUS INTERFACE SILICON PRODUCTS

82389 — MULTIBUS®II-MESSAGE PASSING
COPROCESSOR

The 82389 MPC is a highly integrated VLS| CMOS
device that maximizes the performance of a
MULTIBUS Il based multiprocessor system. The MPC
implements the full message passing protocol as well
as the functions (arbitration, transfer and exception
cycle protocols) of the PSB bus interface control as
defined in the IEEE/ANSI Standard 1296.

. The 82389 MPC is designed to interface with an 32-,
16- or 8-bit processor. It provides support for
message passing, interconnect space, memory, and
I/O references on the PSB. In addition, the 82389
MPC component is designed to simplify
implementation of dual port memory functions for
those designs which will co-exist with the message
passing communications protocol.

MPC FEATURES

Single Chip Interface for the Paraliel System Bus
1.5 u CMOS Technology

149-pin Ceramic PGA Package (15 x 15 Grid)
Optimized for Real-Time Response (Maximum 900
ns for 32-byte Interrupt Packet)

® Processor Independent Interface to the Parallel
System Bus

e Supports co-existance of dual port and message
passing communication protocols

e Dual Buffer Input and Output DMA capabilities

MPC 82389 INTERFACES

The three primary interfaces to the MPC (PSB,
Interface Host, CPU Interface and Interconnect
Interface) all function asynchronously to one another.
This is accomplished through the use of internal
latches and FIFOs that allow references to occur
simultaneously on all interfaces. In addition to the
three primary interfaces, the MPC contains a Dual-
Port interface which provides compatibility with
shared memory system implementations and
software.

The PSB Interface

The PSB Interface is the synchronous,
communications pathway in a MULTIBUS [l system.
The PSB is a full 32-bit interface to other boards in
the MULTIBUS |l chassis. The PSB interface supports
PSB arbitration, data transfer and error handling.

Host CPU Interface
Bus
Multipiexing
Butters and Control
Internal
Local Bus T
[ ] 1 1
Interconnect Memory, 11O
—  Regsters and Inorconnect | | Message Bufers
Interconnect Operation Control Reference Control
Interface
1 1 ]
Internal |
PS8 Bus Arbitration Transfer
" foual por
Exception Control | Control Dual Port
Interface
PSB Interface

Figure 3: MPC Bus Interfaces
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The Host CPU Interface

The Host CPU Interface is a set of addressable
registers and ports that is the private pathway for the
local microprocessor on the MULTIBUS |i board. The
Host CPU interface connects a 32-, 16- or 8-bit
processor to the MPC. The Host CPU Interface
supports direct references to memory, /O, and
interconnect address space on the PSB. The Host
CPU Interface also supports DMA operations. The
MULTIBUS Il PSB and the MPC are defined to be
processor independent.

The Interconnect Interface

The Interconnect Interface provides a path for added
board functionality that is independent from the host
CPU. The Interconnect Interface is an 8-bit
communication interface which requires the MPC to
be connected to a microcontroller or a simple state
machine. A microcontroller will perform tasks such as
board configuration at start-up and local diagnostics.
All interconnect bus signals are asynchronous to the
bus clock and to the local bus signals.

The Interconnect space of an agent is the only
required bus space by the IEEE/ANS| 1296
specification and has a 512-byte register range.

The Dual Port Interface

The Dual Port interface supports shared memory
accesses between agents on the PSB. The MPC
contains programmable address recognizers and
PSB cycle control. In order to fully implement dual-
port memory, some additional dual-port memory
controller logic is required.

MAJOR MPC OPERATIONS

The MPC standardizes the signalling and data
transfer between multiple intelligent agents within a
MULTIBUS 1l system. The traditional address spaces
of memory and |/O were considered inadequate to
accomplish this standardization task, so a new
address space, called message space, was added.
The movement of information in message space is
called message passing. The MPC supports two
types of messages: solicited and unsolicited.

Solicited messages are used to transfer large
amounts of data. Up to 16 MBytes (less 1 byte) of data
can be transferred in a single solicited message
transmission sequence. Solicited message transfers
require the receiving agent to explicitly allocate a
buffer. Data is packetized and reconstructed by the
MPC to optimize PSB utilitzation and maintain
deterministic performance. Buffer negotiation
between sending and receiving agents is handled
using unsolicited messages.

Unsolicited messages are short, fixed-length
messages that can arrive unexpectedly. Unsolicited
messages can be transmitted without explicit buffer
allocation and without the cooperation of sending and
receiving agents on the PSB. Unsolicited messages
are often referred to as intelligent or virtual interrrupts,
since they are used as a signaling mechanism
between boards, replacing traditional system (hard-
wired) interrupts and freeing the CPU from having to
poll for information. In addition to interrupt
generation, unsolicited messages allow for up to 28
bytes of user data. -

MPC Specifications

Operating Temperature (under Bias). .10°C to +85°C
Storage Temperature. ............. 65°C to +150°C
Voltageon Any Pin.............. 0.5V to Vg +0.5V
Power Dissipation ................... ... ... 25W

D.C. and A.C. Specifications are available in the
82389, Message Passing Coprocessor Datasheet.
(See Ordering Information)



MIX ARCHITECTURE

Single Module

One S
(Baseboard plus one module)

Module Stacking

Three Slots
(Baseboard plus three modules)

MIX HIGH-PERFORMANCE ARCHITECTURE FOR BUILDING TAILORED MULTIBUS®II

I/0 SOLUTIONS

Intel's Modular Interface eXtension (MIX) architecture
provides a 32-bit asychronous bus technology
designed for high-performance on-board I/O
expansion. It is optimized for the 386™
microprocessor family and the MULTIBUS |l system
architecture. The MIX bus is implemented usinga
130-contact surface mount connector and supports
stacking of from one to three MIX /O modules. The :
1/0 module interface to the MIX bus is open, with
specifications and documentation available from intel
for the development and implementation of MIX l/O
modules.

Mix ARCHITECTURE FEATURES

* Full compatibility with the MULTIBUS Il (IEEE/ANSI
1296) Systems Architecture (MSA). ‘

* Support for stacking of 1, 2, or 3 modules on the
MIX baseboard. A MIX baseboard with a single
MIX module fits into a single MULTIBUS Il card
slot.

¢ MIX bus data width of 32, 16, or 8 bits.

* Partitioning of 1/0O SBC architecture into a CPU &
MULTIBUS Il core and /O module.

3-6

The MIX architecture lets system designers make
tradeoffs between the level of /O performance, and
the number and types of /O functions. Using MIX
modules, a range of /O solutions can be
implemented: from a single-module single-slot high
performance I/0 controller to a three-module three-
slot I/O server subsystem. Now the system designer
can select the right combination of I/O and CPU
horsepower to effectively manage the system 1/O
requirements.

¢ Multimaster bus ownership for support of intelligent
or non-intelligent MIX I/O modules.

e Support for like or unlike MIX module stacking with
dynamic Built-in Self Test (BIST) and interconnect
capabilities.

¢ Complete documentation available for building MIX
1/O modules.




MIX ARCHITECTURE FEATURES

MULTIBUS®II COMPATIBILITY

The MULTIBUS II Systems Architecture is optimized
for efficiently interconnecting multiple intelligent
microprocessor-based subsystems. The MULTIBUS I
architecture also accommodates many types of local
bus extensions for solving local communication
requirements within subsystems.

The MULTIBUS Il Parallel System Bus (PSB) provides
the main communication backbone for the total
system, while other elements of the architecture solve
the system integration issues such as initialization,
diagnostics, and standardized subsystem to
subsystem signalling and data transfer.

The MIX architecture adds a subsystem bus
technology that provides a solution for high
performance /O and brings the capability of a high
performance |/O server subsystem to the MULTIBUS
Il architecture.

PHYSICAL DECOUPLING OF CPU
FROM I/0

MIX uses a baseboard plus modules approach to
physically decouple the CPU technology of the
baseboard from the 1/O technology of the module.
This decoupling has two benefits for I/O design. First,
it allows the CPU and I/0 technology to evolve
independently so that new technology can be more
easily incorporated into system designs. Second, it
allows a baseboard to change personality by adding
or substituting I/0 modules. This provides 1/O
flexibility while preserving the software investment.

CONNECTING CPU AND I/0 VIA A HIGH
PERFORMANCE BUS INTERFACE

The MIX architecture provides the high performance
bus interface for coupling the CPU baseboard with
the /0 modules. Elements of the MIX architecture
and bus interface include:

Signal Set

The MIX bus consists of 130 signal, power, and
ground connections. There are two types of signals:
dedicated and bussed. Dedicated signals belong to
specific modules in the MIX stack, while bussed
signals are shared by all modules.

Address Capability

The MIX bus supports the full 4 gigabyte physical
addressing capability of the 386™ microprocessor
and other compatible microprocessors.

Data Paths

MIX supports 8, 16, and 32 bit physical data paths on
MIX modules. The MIX baseboard data path is 32
bits.

MIX Bus Transfers

The baseboard can perform memory, I/O, and DMA
transfers on the MIX bus. The baseboard can also
perform a bus vectored interrupt transfer cycle. Bus
master modules can perform memory transfers with
the baseboard memory.

Arbitration

The MIX bus uses a simple round robin arbitration
scheme between the baseboard and master modules
to insure that all modules and the baseboard have
guaranteed access times to shared baseboard
memory and have a guaranteed percentage of the
shared memory bandwidth.

Interrupts

Each MIX module has one dedicated interrupt line.
Each module also has an option line that can be used
as an interrupt line.

DMA

The MIX bus supports DMA transfers between
modules and the baseboard memory. Both single-
cycle (fly-by) and two-cycle DMA transfers are
supported.

Configuration Support

MIX configuration support has been designed to be
compatible with the MULTIBUS Il interconnect space
architecture. MIX modules are viewed as baseboard
functions by agents on the parallel system bus. The
baseboard microcontroller reads the interconnect
information stored in the EEPROM of each module
present in the MIX stack to build the function record
in baseboard interconnect space.

Built-in Self Test (BIST) Support

MIX provides the capability for BIST code resident in
module EPROM to be downloaded and executed as
an extension of the baseboard BIST.

OPEN INTERFACE FOR I/0 MODULE
DEVELOPMENT

MIX provides an excellent platform for building
MULTIBUS II /O solutions. A complete set of
manuals, design specifications and design examples
for building MIX 1/O modules is available from Intel.



MIX BUS INTERFACE SPECIFICATIONS

General
Bus Type:

Theoretical Bandwidth:

Typical Bandwidth:
Bus Overhead:
Interrupt Sources:
Bus Vector Support:
Arbitration Scheme:
Module Maximum:
Length of Bus Hold:
Flag Byte Support:

Lines

Asynchronous

22 MBytels

10 MByte/s

7% Xchange/Refresh
Any Module

Yes

Fairness (Rd-Robin)
3 (master or slave)

8 microsec (typical)
Yes

130 total signal, power and ground lines:
Number Functional Group

37 Address

32 Data

7 Transfer Control
6 Arbitration

3 Interrupt

6 DMA

3 Option

7 Configuration

9 " +5VDC

13 GND

2 +12VDC

2 -12VDC

3 Reserved
Baseboard Address Range
Memory 4 Gigabytes

110 64 Kilobytes
Module Address Range
Memory 256 Megabytes
110 1 Kilobyte
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Data Path
8, 16, and 32 bit

MIX Connector:

Connector Type:
Connector Pads:

MIX Expansion Module:

Module Height:
Module Depth:
Module Area:

Max Configuration:

MIX Bus Power Limits

Voltage
(vDC)
+ 5 (+5%, —2%)
+12 (+5%, — 5%)
~12 (+5%, - 5%)

Module Power Limits
Nominal
Voltage

(VDC)
+ 5
+12
-12

Thermal Limit (all sources):

20 Watts max per module

Surface Mount
130

8.9 inches

3.75 inches

33 square inches
1 Baseboard

3 Modules

Total
Current

(Amps)
9.0

1.5
1.5

Max Current
per Module
(Amps)
3.0
0.5
0.5
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A 386™ CPU-BASED CORE FOR BUILDING INTELLIGENT MULTIBUS®II

1/0 SOLUTIONS

The Intel Modular Interface eXtension (MIX) 1/O
Platform Family provides the 386™ microprocessor
core, hardware development modules, and
documentation needed to build high performance
custom /O solutions for MULTIBUS Il systems

The MIX 386/020 Baseboard combines a 386™
microprocessor, Advanced Direct Memory Access
(ADMA) controller, and Message Passing

MIX 386/020 BASEBOARD FEATURES

e 386™ microprocessor operating at 20 MHz.

* 1 megabyte of on-board fast page mode DRAM
with parity checking.

* Memory expansion up to an additional 16
megabytes of fast page mode DRAM with parity
checking.

e 82258 ADMA for handling data transfers between
the baseboard DRAM and the MPC and also
between the baseboard DRAM and the MIX
modules. Two cycle, fly-by, and burst mode
transfers are supported.

Coprocessor (MPC) to provide a significant amount of
silicon muscle for handling I/O processing. In
addition, with 1 megabyte of on-board DRAM and up
to 16 megabytes of DRAM expansion, the baseboard
provides enough memory to accommodate on-board
execution of large amounts of /O software. Add to
that the 1/O expansion capabilities of the MIX
interface and you have a versatile, high-performance
engine for handling 1/O processing.

Full 32-bit MULTIBUS Il Parallel System Bus
interface provided by the 82389 Message Passing
Coprocessor (MPC)

MULTIBUS Il systems architecture compatible
firmware including Built-In Self-Test (BIST) code for
the baseboard plus the capability to download and
execute BIST code for the attached MIX modules.
* MIX bus interface capable of supporting one, two
or three attached MIX /O modules.

3-9



MIX 386/020 BASEBOARD FEATURES

386™ MICROPROCESSOR CORE

The MIX 386/020 Baseboard obtains its I/O
processing power from a 386™ microprocessor
operating at 20 MHz. All the programming features of
the 386™ microprocessor are supported.

The Protected Virtual Address Mode (PVAM) of the
386™ microprocessor provides the MIX 386/020
Baseboard with a full 4 gigabytes of addressability.
The top gigabyte is used for baseboard EPROM and
MIX Module memory access. The lower 3 gigabytes
are divided between baseboard DRAM and Parallel
System Bus access. PVAM operation also provides
support for the 386™ microprocessor protection,
virtual memory and paging mechanisms.

In addition, the 386™ microprocessor has a self-test
capability which is utilized in the board's power up
BIST testing. This function can be disabled via a
board jumper option. )

FROM 1 TO 17 MEGABYTES OF MEMORY

The DRAM block of the baseboard consists of an
asynchronous fast page mode DRAM controller,
address multiplexor, data transceivers with parity
detection and generation, 1 megabyte of baseboard
DRAM, and DRAM expansion using the MMxx
interface. The MIX 386/020 is designed to accept one
or two MMxx DRAM modules. A total of 17
megabytes of DRAM memory is obtained with the
installation of two iISBC MMOBFP memory modules.
Baseboard DRAM (both on-board and on MMxx
modules) is directly accessible to bus masters on the
MIX bus.

Byte parity protection is used for DRAM error
checking on the board. The transceivers generate
parity for memory write cycles and check parity for
memory read cycles.

The CPU block of the baseboard requires fast page
mode DRAMS, which provide zero wait state
performance for code prefetching by the 386™
microprocessor, and one wart state performance for
all other DRAM accesses.
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ADMA FOR FAST MEMORY TRANSFERS

The MIX 386/020 Baseboard uses the 82258 ADMA
operating at 8 MHz, DMA Address Generator (DAG)
gate array for 32-bit, 4 gigabyte addressing, and fast
page mode DRAM control logic to handle high speed
data transfers between baseboard DRAM and both
the MPC and MIX modules.

The 82258 ADMA provides four independent
channels for DMA service; two channels are used to
service the MIX stack and two are used to service the
Message Passing Coprocessor (MPC). Three transfer
modes are supported: burst, single-cycle (fly-by), and
two cycle. To the MIX bus, burst mode transfers look
like single cycle transfers. Burst mode transfers
between the baseboard DRAM and the MPC or MIX
modules have a maximum transfer rate of 14.2
megabytes per second.

MULTIBUS®II SYSTEMS ARCHITECTURE
SUPPORT

The MIX 386/020 Baseboard utilizes the 82389
Message Passing Coprocessor (MPC) to provide a
full 32 bit interface to the MULTIBUS Il Parallel
System Bus. Firmware is also provided that contains
baseboard Built-In Self Tests (BIST) and Initialization
and Diagnostics eXecutive (IDX) code. Also included
is the capability to download BIST code from MIX
module EPROM and execute the code to test the
modules in the MIX stack.

A POWERFUL ENGINE FOR
I/0O PROCESSING

The MIX 386/020 supports a stack of 1, 2 or 3 MIX
1/0 modules. The MIX bus supports 32, 16 and 8 bit
data transfers and allows MIX modules to be either
masters or slaves on the MIX bus.

A custom gate array device on the baseboard
controls the baseboard interface to the MIX bus and
implements the MIX bus arbitration logic. The gate
array implements the standard MIX round-robin
arbitration algorithm which provides guaranteed
access to the MIX bus by the baseboard and module
bus masters. The capability to modify certain
arbitration parameters is also provided.



MIX 386/020 BASEBOAR

D FEATURES

MIX Bus MMOX Baseboard
DRAM DRAM
MIX DRAM
EPROM Interface Control
[ Interconnect
Microcontroller
A
On-Board Bus (Data/ADDR/CNTL) 5
v
Message
. 386™ Passing
Microprocessor Coprocessor
ADMA

i
MULTIBUS® Il PSB )

Figure 4: Block Diagram of MIX 386/020 Baseboard
MiX 386/020 BASEBOARD SPECIFICATIONS

Clock Rates

386™DX Microprocessor 20 MHz
82258 ADMA 10 MHz

8751 Microcontroller 12 MHz
82C54 Timer (Programmable)

EPROM Memory
Two 32-pin Sites

DRAM Memory

1M byte installed on the baseboard.

Memory may be increased by installing up to two
iSBC MMOXFP Memory Expansion Modules, up to a
total of 17 MB. Separate versions are orderable with 1,
2 or 5M bytes already installed.

Interrupt Capabilities
14 programmabile interrupts

Interfaces

e P1, Full PSB.

e P2, power only.

* MMxx local memory expansion.
e MIX

Device Drivers

Check the latest release of the following operating
systems for details:

iRMX Il Operating System

UNIX* System V/386 Operating System

Physical Characteristics
Standard MULTIBUS Il board.

Power Requirements

Maximum values are at nominal voltage plus 5% and
at an ambient temperature of O degrees C.

Nominal Current Power
Voltage (amps) (watts)
(VDC) Max Max
+ 5 6.0 315
+12 0.0 0.0
-12 0.0 0.0
Note: Power requirements do not include installed MIX

1/0 modules.
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A KIT FOR DEVELOPING MIX I/0 MODULES
A requirement for many MULTIBUS Il designs is the The MIX bus is a straight-forward, well documented

incorporation of special I/O. This is I/O that may be interface for developing MIX /O modules. In addition,
unique to the application or require an I/O controller the MIX Module Development Kit provides all the

not readily available in the market. To date, such a hardware, documentation and optional consulting
requirement typically would have necessitated the support needed to easily develop your own MIX 1/0
non-trivial task of designing a dedicated MULTIBUS Il module that stacks on the MIX baseboard. This

1/0 controller. With the Modular Interface eXtension combination greatly simplifies the task of developing

(MIX) interface and the MIX Module Development Kit,  your complete I/O solution for MULTIBUS II systems.
the task of developing a MULTIBUS Il I/O solution is

simplified.

MIX MODULE DEVELOPMENT KIT FEATURES

* MIX 386/020 Baseboard used as both the e Complete documentation set providing all the
development vehicle and the platform for the final - information needed to develop a MIX module
production module e Optional Intel Field Systems Engineer consulting to

* A set of MIX development modules to facilitate the help you better focus your development team and
MIX module development process, including a test save development time.

module, breadboard module, and debug module.

3-12



MIX I/O PLATFORM FAMILY

1

MIX MODULE DEVELOPMENT KIT CONTENTS:

MIX 386/020 Baseboard

Developing custom I/O modules using the MIX
386/020 baseboard, provides an implementation
method that offers both quick time-to-market and
reduced risk. Time-to-market is faster because two
thirds of the total I/O controller design is already
provided by the baseboard. Risk is reduced,

- because with the MIX 386/020 baseboard, Intel has
already solved the problems of designing the CPU
core and providing the interface to the MULTIBUS I
Parallel System Bus.

Documentation Package

A complete set of manuals, specifications and design
examples for building a MIX module. This
documentation package provides all the information
you need to successfully develop a MIX module.

Optional Field Systems Engineer Consulting

Intel Systems Engineers have the experience and
engineering expertise that can save you valuable
development time. Consulting support for MIX
module hardware, software, or firmware development
is available as an optional component of the Module
Development Kit.

MIX Development Modules

All the MIX development modules are designed to
stack on top of the MIX baseboard or another MIX
module.

e MIX MOD1 Test Module

Used for testing of MIX module hardware and
software designs. The test module contains a serial
interface and an iSBX™ connector for communicating
with the MIX baseboard.

MIX MOD2 Breadboard Module
Used for wire-wrapping and building a prototype

The MIX Module Development Kit Makes
MULTIBUS®I! I/O Development Easy

The elements of the MIX Module Development Kit
help to facilitate your engineering teams development
process.

To develop a MIX module, your engineers would start
out as usual with the hardware team designing the
hardware logic on paper or on a CAD system and the
software team developing the preliminary design for
the module firmware and application software. Once
the preliminary hardware design is completed, the
MIX MOD2 Breadboard Module would be used to
build a prototype wire-wrap version of the design.
Since the Breadboard Module mounts on the
baseboard MIX connector, module interaction with
the baseboard can be easily checked out.

With a wire-wrap version of the module, the software
team can use the MIX MOD1 Test Module to test out
the early application software interaction with the
baseboard and the wire-wrap design. Because of the
stacking capability of MIX, the Test Module and
Breadboard Module can both be mounted to the
baseboard in a stacked configuration.

Once the breadboard design has been checked out,
the engineering team would build the production
version of the module. Using the MIX MOD3 Debug
Module, the final module can be mounted on the
baseboard with its components side up for easy
probe access and hardware debug.

Finally, using the Test Module and the Debug Module
in a stacked configuration, the engineering team can
debug both the final hardware and software to
complete the design.

module design. The breadboard module provides three
separate wire-wrap areas, each surrounded by power

and ground connections. In addition, stake pins are
provided which give access to the signals from the
MiX interface.

MIX MOD3 Debug Module

Used to mount a MIX module with its component side

up (that is, flipped over from its normal mounting
orientation). This allows access to the module’s
components for easy probe connection and debug.

3-13



FIRMWARE DEVELOPMENT PACKAGE L

FIRMWARE DEVELOPMENT PACKAGE

The MULTIBUS Il Firmware Development Package
(FDP) makes the benefits of MSA (MULTIBUS |I
Systems Architecture) available at a fraction of the
cost of developing a proprietary implementation
using the MULTIBUS Il specifications. FDP enables
developers to fully realize a multiple processor design
by providing a standard solution for system
initialization and bootload. In addition, a standard
Built In Self Test (BIST) architecture is provided to
offer several levels of diagnostic compatibility.
Developing MSA via FDP will reduce implementation
time and simplify adherence to the MSA specification.

3-14

FIRMWARE DEVELOPMENT PACKAGE
FEATURES:

e Source Code and Binary files for:
Master Test Handler, Console Controller, Bootstrap
Loader, Initialization & Diagnostic Executive, and
Core Function Set.

e Complete Documentation: Overview manual,
Specifications, BIST Writer's Guide

e DOS generation environment

e Available in C language

¢ Distributed via DOS diskettes, including make files
compatible with PolyMake*

¢ Designed to facilitate customization

*PolyMake is a trademark of Polytron Corp.



FIRMWARE DEVELOPMENT PACKAGE FEATURES ]

OVERVIEW MANUAL

The FDP Overview Manual details the architecture of
MSA firmware, explaining the rationale for module
partitioning as well as the capabilities and limitations
of the various modules.

SOURCE FILES

FDP is a source product. All files necessary to
duplicate the MSA firmware functions for diagnostics,
initialization, and booting are included in the
package.

BINARY FILES

Binary files of each module are included and may
make the generation of unmodified modules
unnecessary. These object modules also serve as
references in validating the development
environment.

BUILT IN SELF TEST (BIST) EXAMPLES

Examples of actual BIST code commonly used on
Intel MULTIBUS |l hardware are included for
reference.

BIST WRITER’'S GUIDE

A BIST Writer's Guide is included to aid the process of
learning the BIST interfaces and to show the typical
organization of BIST code on Intel hardware. Using
the guide, the first time BIST writer will quickly come
up to speed. Master Test Handler (MTH), Local Test
Handler (LTH), and power-up Test Handler (PTH)
interfaces to the Initialization and Diagnostics
Executive (IDX) are covered.

SPECIFICATIONS PACKAGE

Detailed external specifications for each module are
included. These documents are suitable for
implementation purposes and were actually used in
the development of base FDP firmware.

AVAILABLE IN C LANGUAGE

Recognizing the need for portability and the
popularity of C, the FDP software is available in the C
language.

DISTRIBUTED VIA DOS DISKETTES

Covering the most popular development
environment, the distribution media affords easy
portability.

INCLUDES MAKE FILES FOR GENERATION

FDP includes a file that may be used with the
PolyMake* utility to greatly ease the regeneration
process. Only files having modifications are
recompiled, which eases the

generation process and significantly reduces the time
required.

DESIGNED TO FACILITATE
CUSTOMIZATION
FDP 1s an open product, which Is partitioned and

organized to facilitate any changes and extensions
necessary to support your hardware.

HARDWARE REQUIREMENTS FOR

DEVELOPMENT

Any open system that supports MSA, e.g., the Intel
System 520, will provide an adequate hardware
environment for firmware validation.

PACKAGE CONTENTS

The product package contains source and object for
the modules called out above on DOS diskette,
external specifications, and an overview manual.

*PolyMake Is a trademark of Polytron Corp
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LASYNCHRONOUS TERMINAL CONTROLLERS

FAMILY OF MULTIBUS®Il TERMINAL CONTROLLERS

Asynchronous Terminal Controllers must address
such application requirements as terminal access,
remote modem access and computer to computer
communication while meeting price and performance
criteria. The Intel MULTIBUS Il terminal controller
family addresses these application needs with three
boards: iSBC MPI/450, iSBC 186/450 and MIX
386/450. These boards are application compatible,
offering a range of price/performance options. The
iSBC MPI/450 is a non-intelligent 1/0 board that
provides asynchronous serial I/0 port extensions to a
host CPU board. The iSBC 186/450 is an intelligent
dedicated terminal controller that efficiently performs
terminal functions within the system. The MIX
386/450 is a high performance terminal controlier,
utilizing the power of 386™ CPU performance and the
flexibility of Modular Interface eXtension (MIX)
stacking.

All three boards have been designed stressing
compatibility across the product line. In respect to
hardware, all physical connections, eg. cabling and
connectors, are interchangeable between the boards.
The result is that the three boards follow the same
front panel design with connectors, each clearly
marked with the individual product name. The use of
common components result in protocol compatibility.
This compatibility is extended into the software
structure as well. Standard software support for all
three boards maintains a consistent application
interface. By adhering to these hardware and
software standards, the boards achieve a high
degree of interoperability. '

STANDARD TERMINAL CONTROLLER FEATURES

e Full duplex asynchronous transmission using the
82510 UART

¢ 12 ports per board, RS232C compatible

* 8 signal support, RJ45 (Phone Jack Style) shielded
connectors

3-16

® Performance ranging from 110 baud to 19.2k baud

e Asynchronous Terminal Control Software (ATCS) for
interrupt processing, character handling and
modem support



ASYNCHRONOUS TERMINAL CONTROLLERS

MULTI-TERMINAL ACCESS

Twelve serial I/O ports are provided by each board.
Each port 1s based on the 82510 USART component
and supports full duplex asynchronous transmissions
An on-chip baud rate generator allows for
independent baud rates on each channel For
applications requiring more than 12 ports, the number
of ports can be expanded in three ways by adding
more MPI boards (1ISBC MP1/450), by adding more
inteligent boards (\SBC 186/450), or by mounting
additional MIX450 modules onto the MIX baseboard.
The customer may choose their configuration based
on price and performance requirements of their
application.

EASE OF CABLING

Intel's Terminal Controllers utilize the RJ-45 “phone
jack” style connector, which provides shielding and
lock 1n mating. Individual connectors are directly
plugged Into the front panel mount, hence a break
out box is not required. Changing terminal
configurations is quick and easy with this versatile
connection and the identical front panel mounts on
the boards. Cables are available through commercial
vendors in both shielded and unshielded
specifications. Intel recommends shielded cables for
application use.

MODEM SUPPORT

Each channel provides for 8 signal support. Software
handshaking (DTR,RTS and CTS), Carrier Detect
(DCD), Ring Indicator (RI), Data Relay (RXD and
TXD) and Signal Ground (SG) are supported. This
support allows for access to remote dial up modems
and computer to computer communications.

CONSISTENT APPLICATION INTERFACE

Asynchronous Terminal Control Software (ATCS)
provides a standard application interface for all Intel
Terminal Controllers ATCS optimizes the interrupt
processing and character handling on an intelligent
terminal controller board, offloading this task from the
application CPU. ATCS supports full duplex and
provides such features as support for multiple hosts,
dynamic line switching, and modem support. ATCS
achieves these features and high performance by
providing input and output buffers of 2K per line
(port). These buffers increase serial data throughput
on output and allow input bursts to be absorbed.
Dependent on the CPU, this capability can result in
simultaneous input and output up to 19.2k baud
rates. ATCS code Is designed to support up to 36
channels per server and multiple ATCS servers may
reside In the system

I MIX 450
I MIX 450
Ap%i'gﬁﬁon MIX 386/450 ISBC® 186/450
ISBC® MPI/450
ATCS
Driver ATCS Server ATCS Server

L1

& i 1/0 Space |

/0 Space

<

MULTIBUS® Il PSB

Figure 5: Terminal Controller Configuration Example.
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iSBC®MPI/450 TERMINAL CONTROLLER

The iSBC MPI/450 is a non-intelligent 12 channel, RS
232-C compatible, asynchronous terminal controller.
The iSBC MPI/450 utilizes the MULTIBUS I
Peripheral Interface (MPI) component to add
additional I/0 capability to an application CPU.

iSBC®MPI/450 FEATURES

¢ Extension of application CPU by providing
offboard asynchronous ports using the 82510
UART

Slave MULTIBUS |l Parallel System Interface
provided by the MULTIBUS Il Peripheral Interface
(MPI)

12 ports per board, RS232C compatible

8 signal support, RJ45 (Phone Jack Style) shielded
connectors

Performance dependent upon application CPU
bandwidth

. 3-18

EXTENSION OF APPLICATION CPU

The iSBC MPI/450 provides 12 offboard
asynchronous channels to the application CPU,
allowing low cost ports to be easily added to the
system. The application CPU accesses the MPI ports
via the PSB /O space, therefore any intelligent board
may host the iISBC MPI/450. The number of MPI
boards that can be supported is dependent upon the
host CPU bandwidth and application requirements.

MPI FEATURES

The MPI component provides the iSBC MPI/450 with
the capability to generate unsolicited messages
without data. This feature allows the host CPU boards
to interact with the iSBC MPI1/450 when prompted by
a message rather than requiring continually polling.
An interrupt register is provided for servicing the
82510 USARTSs, whether a polling or message
technique is used.
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iSBC®MPI/450 CONTROLLER SPECIFICATIONS

Interfaces Physical Characteristics

P1 Slave PSB Standard MULTIBUS Il board
Serial 12 channels, RS232C, 8-pin
RJ-45 connectors, 82510 Power Requirements
Controller (Excluding user-installed memory devices)
Device Drivers Nominal Current Power
. Voltage (amps) (watts)
Check the latest release of the following operating
systems for details: (vDC) Max Max
iRMX Il Operating System + 5 1.55 7.75
UNIX* System V/386 Operating System + 13 12 12

12 SERIAL CHANNELS

1T it

RS232C RS232C
Interface e & o & o o Interface
Serial Sernial
Controller @ ©o o o o o Controller

A'T T‘;
vy

Interrupt
Control

=z

"
MPI
| Interface

<

A - A
MULTIBUS® |l PSB )
\§

Figure 6: Block Diagram of iSBC®MPI/450 Terminal Controller
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iSBC®186/450 TERMINAL CONTROLLER

The iSBC 186/450 is a high performance intelligent
terminal controller. The 80C186 CPU, 512K RAM and
ATCS served software allow this board to offload the
terminal I/0 processing from the MULTIBUS i
application CPUs.

iSBC®186/450 FEATURES

* 80C186-based microprocessor operating at 12.5
MHz.

¢ 512K RAM, 128K or 256K EPROM

Full MULTIBUS |l Parallel System Bus interface

provided by the Message Passing Coprocessor

(MPC) '

12 ports, RS232C compatible

8 signal support, RJ45 (Phone Jack Style) shielded

connectors

Asynchronous Terminal Control Software (ATCS) for

interrupt processing, character handling and

modem support )

* Multiple host support including dynamic line
switching

¢ Resident firmware to support Built-In-Self-Tests
(BIST), host-to-controller software download

TERMINAL CONTROLLER SUPPORT

The iSBC 186/450 takes the role of dedicated terminal
controller in the system by offloading the application
CPU of the task of handling terminal interrupts and
character processing. This controller can also be the
server for the non-intelligent iISBC MPI/450 boards,
using the ATCS software resident on the ISBC
186/450 to drive the MPI-based I/O ports

PERFORMANCE

The performance for the 12 channels of the iISBC
186/450 with the ATCS software can be measured at
19.2k baud sustained output, and 19.2k baud input in
2k byte bursts for all channels in a full duplex mode.
If additional channels are required, they may be
added by introducing additional iSBC 186/450's as
additional standalone terminal controllers or by
adding additional ISBC MP1/450 boards into the
system and utilizing the iSBC 186/450 as a server.

SUPPORT FOR MULTIPLE HOSTS

The ATCS software has the ability to service multiple
hosts. The same terminal may be connected to
multiple clients and dynamic line switching is
supported by the ATCS software.

FIRMWARE

The iSBC 186/450 contains two 32 pin EPROM sites
with firmware that includes Built-In-Self-Tests (BISTS)
and host-to-controller download code for soft-loading
the ATCS software onto the board.
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Figure 7: Block Diagram for iSBC® 186/450 Terminal Controller
iSBC®186/450 CONTROLLER SPECIFICATIONS

Clock Rate
80C186 Microprocessor 12.5 MHz

EPROM Memory

Two 32-pin sites.

Supports either 128K bytes or 256K bytes
DRAM Memory

512K bytes installed on the board

Interrupt Capabilities
5 levels with 5 on-board sources

Interfaces
P1 Fuill PSB
Serial 12 channels, RS232C, 8-pin RJ-45

connectors, 82510 Controller

Device Drivers

Check the latest release of the following operating
systems for details:

iRMX I Operating System

UNIX* System V/386 Operating System

Physical Characteristics
Standard MULTIBUS |l board

Power Requirements
(Excluding user-installed memory devices)
Nominal Current Power
Voitage (amps) (watts)
(VDC) Max Max
+ 5 4 20
+12 3 3.6
-12 .3 3.6




ASYNCHRONOUS TERMINAL CONTROLLERS

MIX 450 TERMINAL CONTROLLER

The MIX 450 terminal module, when combined with
the 386™ CPU-based baseboard, provides high
performance terminal server capability for MULTIBUS
Il systems. The MIX 450 module, as a single module
on the MIX baseboard, is a powerful 12 port terminal
I/O controller. The module can also be stacked three
high to expand the terminal support to 36 ports.
Stacking the MIX 450 with other MIX modules allows
the system designer to build to a multi-function /O
server with terminal capabilities.

MIX 450 FEATURES

® 12 ports per board, RS232C compatible
® 8 signal support, RJ45 (Phone Jack Style) shielded
_ connectors
® Asynchronous Terminal Control Software (ATCS) for
interrupt processing, character handling and
modem support
Multiple host support including dynamic line
" switching
Resident firmware to support Built-In-Self-Tests
(BIST)

PERFORMANCE

The MIX 386/450 supplies the highest performance
of the terminal controllers offered by Intel. The MIX
386/450 can support 12 channels in fully sustained,
simultaneous input and output transmission at 19.2k
baud. Two additional modules can be added to the
MIX stack for up to 36 channels.

SUPPORT FOR MULTIPLE HOSTS

The ATCS software has the ability to service multiple
hosts. The same terminal may be connected to
multiple clients. Dynamic line switching is also
supported.

FIRMWARE

The MIX 450 module contains two 32 pin EPROM
sites with firmware that includes Built-In Self Tests
(BISTs). Upon power-up, the MIX baseboard copies
the MIX 450 BIST code up from the module to the
baseboard, where it is executed during initialization.

The MIX baseboard firmware provides the capability
of downloading the ATCS software.

MIX ARCHITECTURE

Intefs Modular Interface eXtension (MIX) architecture
provides a high-performance terminal controller with
built-in high performance, on-board I/O expansion. It
is optimized for the i386(tm) microprocessor family
and the MULTIBUS Il System Architecture. The MIX
bus allows for easy expansion of terminal support by
stacking one to three additional MIX /O modules.
The 1/0 module interface to the MIX bus is open, with
specifications and documentation available from Intel.
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Figure 8: MIX 450 Terminal Controller Module Block Diagram

MIX 450 SPECIFICATIONS

‘tFor Baseboard specifications, refer to the section on
the MIX 386/020 Baseboard

Clock Rates Device Drivers
82C54 Programmable Interval Timer 1.15 MHz Check the latest release of the following operating
systems for details.

EPROM Memory iRMX Il Operating System

Two 32-pin JEDEC sites: UNIX™ System V/386 Operating System

EEPROM Physical Characteristics

128 bytes installed on the module Standard MIX Module

Interfaces Power Requirements

Serial 12 channels, R$232C, 8-pin RJ45 Nominal Current Power

connector, 82510 Controller Voltage (amps) (watts)

MIX Bus slave (vDC) Max Max
+ 5 3.0 15.0
+12 0.02 0.24

-12 0.02 0.24
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A CHOICE OF HIGH PERFORMANCE SYNCHRONOUS CONTROLLERS.

Intel provides two synchronous board solutions For applications requiring high speed synchronous

targeted towards Wide Area Network Applications. control and mainframe communication, the MIX

Both boards provide the hardware platforms that 386/420 provides an optimal solution. The MIX

support commercial Wide Area Network protocols. 386/420 combines the intelligence and performance

The two boards provide price and performance of the MIX 386 Baseboard with the focused

options that can be tailored to individual application synchronous control of the MIX 420 module. The

needs. Modular Interface eXtension (MIX) Architecture allows
. the user to stack up to three modules on the

The iSBC 186/410 is a standalone communications baseboard. This feature can be used to expand up to

controller. Within a MULTIBUS Il system, the iSBC six channels of high speed synchronous control or to

186/410 can optimize overall performance by add other I/O capabilities.
assuming control of the Wide Area Network :
administration, reducing the primary system CPU

overhead.
WIDE AREA NETWORK CONTROLLER FEATURES
¢ Two high performance Wide Area Network ® On board Built-In-Self-Test (BIST) with diagnostics

Controllers address a range of price and
performance requirements

¢ Intelligent controllers based on 80C186 and 386™
microprocessors with compatible synchronous
serial controllers (82530 and 85C30)
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NETWORK CONTROLLERS
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iSBC®186/410 WIDE AREA NETWORK
CONTROLLER

The iSBC 186/410 MULTIBUS II Serial
Communications Board is an intelligent 6-channel
communications processor that addresses the needs
of many standard communication applications. The
board brings flexibility to the application with its
multiple serial channels as well as I/O expansion
through the SBX connections.

The iSBC 186/410 is designed to support serial
communication within the system. The iSBC 186/410
board supports asynchronous, byte synchronous,
and bit-synchronous (HDLC/SDLC) communications
on the two full/half duplex RS232C or RS422A
channels. On the remaining four channels, only
asynchronous mode (RS232C) 1s supported in either
full or half duplex operation. Each serial channel can
be individually programmed for different baud rates
to allow system configurations with differing terminal

types.

iSBC®186/410 FEATURES

* 8 MHz 80C186 Microprocessor

e Six Serial Communication Channels, Two RS232C
or RS422A, Four RS232C Only, Front Panel
Connections

e 82258 DMA Controller Provides 4 Independent
DMA Channels

e 512K Bytes DRAM Provided, Four 28 Pin JEDEC
Sites available for EPROM

e Two ISBX Connector provided for I/O Expansion
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Figure 9: Block Diagram of iSBC® 186/410 WAN Controller

iSBC®186/410 WAN CONTROLLER SPECIFICATIONS
Serial Communications Characteristics

Clock Rates

80C186 Microprocessor
82258 ADMA

8751 Microcontroller
82C54 Timer

8 MHz
8 MHz
12 MHz

EPROM Memory
Four 28-pin Socket

DRAM Memory
512K bytes

Interrupt Capabilities
14 programmable interrupts

Interfaces
P1 Full PSB
Serial 4 Channels, RS-232C only
2 Channels, RS-232C or RS-422A
iISBX 2 Single Wide
Device Drivers

Check the latest release of the following operating
systems for details:

iRMX I and iRMX Il Operating Systems

UNIX* System V/386 Operating System

(Programmable)

Synchronous:

Asynchronous:

Serial 1/O:

internal or external character
synchronization on one or two
synchronous characters.

5-8 data bits and 1, 1-1/2 or 2 stop
bits per character; programmable
clock factor; break detection and
generation; parity, overrun, and
framing error detection.

RS232C or RS422A compatible,
configured DTE only; 4 ch. RS232C
IBM compatible only, configured
DTE only.

Physical Characteristics
Standard MULTIBUS Il board

Power Requirements
Nominal Current Power
Voltage (amps) (watts)
(vDC) Max -~ Max
+5 8.22A. 43.16W
+12 150mA 1.89W
-12 150mA 1.89W




MULTIBUS®II WIDE AREA NETWORK CONTROLLERS —I

MiX 420 WIDE AREA NETWORK MODULE

The MIX 420 module combines two high speed

synchronous channels with the 386™ CPU-based MIX

baseboard to build a high performance Wide Area
Network (WAN) platform. The MIX 420 modules can
be stacked to a maximum level of three modules for
expansion up to six channels. The MIX 420 can be
stacked with other MIX modules, allowing the system
designer to build a multi-function I/O server with WAN
capabilities.

MIX 420 FEATURES

o
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Two Independent High Speed Synchronous
Channels using a 10 MHz 85C30 Serial
Communication Controller (SCC).

High Performance communications capable of 64
kbit/second, with ADMA, and Bypass (slave) speed
modes.

Flexible communications with an 82C54
Programmable Interface Timer and either channel
interrupts or hardware interrupts using the 82C59
component.

“Smart Cable” interface using AT&T General
Purpose Synchronous (GPSYNC) Standard
Designed as a hardware platform for Synchronous
Protocol Support, including SDLC/HDLC, SNA,
Bisync/Async, SNA, X.25, X.21, X.21 BIS, LU6.2
Firmware containing Built-In Self Test (BIST) code.
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HIGH PERFORMANCE WIDE AREA
NETWORK CONNECTION

The MIX 420 Module provides two independent Wide
Area Network interfaces using the 85C30 SCC with
resulting transfer rates up to 64 Kbit/sec on each
channel simultaneously. Speed is enhanced with an
8 MHz, 82258 ADMA, which supports full duplex
DMA access to each serial channel. A Bypass (slave)
mode is also supported where the CPU handles the
transfers, bypassing the ADMA. This mode allows for
the MIX 420 to act as a slave module reducing
software complexity or allows for the designer to
check the hardware functions of the board.

VERSATILE PROTOCOL SUPPORT

The MIX 420 module provides a hardware platform
for synchronous communication protocols. The
85C30 based channels provide standard hardware
support for SDLC/HDLC, Bisync and Async. The
“‘Smart Cable” interface provided by the AT&T
GPSYNC cable addresses the high level protocols by
controlling the electronic specification level via an
intelligent cable. This interface allows the designer to
switch protocols by merely addressing the software
issues and swapping to a new cable. The cable will
address the electronic difference between the
interfaces such as X.21 RS232, AS449, V.35, V.36 or -
X.24. Finally, the symmetrical design offers channel
independence allowing for unique protocols and
baud rates to be run simultaneously on the module.
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UTILIZING THE MIX ARCHITECTURE

The MIX 386/420 utilizes the Modular Interface
eXtension (MIX) architecture. The MIX architecture
provides an intelligent base CPU to be combined
with specific I/0 modules to create a communication
platform. Specifically the MIX 386 baseboard
provides a 20 MHz 80386 CPU and 1to 17 MBytes
Fast Page Memory. Modular stacking allows for up to
three modules to be stacked per baseboard, allowing
for up to six high speed synchronous channels
through the use of the MIX 420 Module.

FIRMWARE

Two 32 pin EPROM sites reside on the MIX 420 for
firmware. Included in the firmware is Built-In-Self-Test
(BIST) to check basic functionality of the module and
MIX interface. Upon power up, the MIX baseboard
copies the MIX 420 BIST from the module to the
baseboard where it is executed during initialization.
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Figure 10: Block Diagram for MIX 420 Module
MIX 420 SPECIFICATIONS}
tFor baseboard specifications, refer to the section on
the MIX 386/020 Baseboard.
Programmable Baud Rates Device Drivers

110 K bit/sec—64 K bit/sec

Interrupts

Mode Level
Channel -2
‘Device 8

Programmable Interval Timer
82C54

EPROM Memory
Two 32-pin JEDEC sites

EEPROM
128 bytes installed

DMA

82258 ADMA 8 MHz

Interfaces

Serial 2 Channels, AT&T GPSYNC Interface,
RS-232,
AS 449, V.36, V.36, X.24, X.21, 85C30
Controller, 10 MHz .

MIX  Bus Slave

Check the latest release of the following operating
systems for details:

iRMX Il Operating System

UNIX* System V/386 Operating System

Physical Characteristics
Standard MIX module

Power Requirements
Nominal Current Power
Voltage (amps) (watts)
(vDC) Max Max
+ 5 3.0 15.0
+12 .02 0.24
-12 .02 0.24
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MULTIBUS® 1
X.25 Software

SNy

MULTIBUS®II X.25 SOFTWARE

X.25 is an international standard synchronous bit-

orientated serial communications protocol based on

CCITT Recommendations. The protocol provides

connection oriented communications, ie virtual
circuits. The basic unit of transfer is a packet of data.
Performance can range with the speeds of the
communication lines varying from 110 baud to 256k
and above.

X.25 SOFTWARE FEATURES:
Conforms to CCITT Recommendations 1976, 1980,

1984

Supports LAPX and LAPB protocols at frame level

Supports Permanent Virtual Circuits (PVC's)

Supports Switched Virtual Circuits in the following
Modes: Incoming-only, Outgoing-only and Two-way.

Supports Networks services such as reverse
charging, closed user groups, etc.
Supports x.32 Dial-up features

Operating parameters of each line can be

dynamically changed (e.g. Baud rates, packet size,

timeouts, etc.)

Modular architecture ailows optional functionality to
be added (e.g. X.3/X.28, PAD, X.29, QLLC, SNA)

’
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IMPLEMENTATION

The X.25 package is currently available on the iSBC
186/410. The software can co-exits with the
Asynchronous Terminal Controller Software (ATCS),
allowing the iSBC 186/410 to support two X.25 lines
and four terminals. Driver support for the iRMX i
operating system is also available.

INSTALLATION AND SUPPORT

Included with the MULTIBUS Il X.25 product is on-site
installation performed by Intel Customer Support.
This service insures that the software is tested and
fully functioning. If further service of the network is
desired,

a support contract may be ordered.

CUSTOMIZATION

Intel Customer Support is available and trained to
customize the X.25 to fit various applications.
Customization may include parameters such as
performance tuning, specific OS drivers or
application specific requests.
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A FAMILY OF MULTIBUS®Il ETHERNET LAN CONTROLLERS WITH OpenNET™
NETWORKING SOFTWARE SUPPORT

The Intel MULTIBUS Il Ethernet LAN controller family
provides a range of price and performance for
handling MULTIBUS Il Ethernet communication
requirements. The iISBC® 186/530 is an 80186 CPU-
based Ethernet LAN controller that provides a cost-
effective LAN connection for many MULTIBUS II
designs.

For high performance, the Modular Interface
eXtension (MIX) 560 Ethernet module provides
Ethernet I/O capabilities to MIX-based I/0

ETHERNET LAN CONTROLLER FEATURES

* A choice of Ethernet LAN controllers providing a
range of price and performance.

¢ |ntelligent controllers based on the 80186 and 386
microprocessors and the 82586 LAN Coprocessor.

e Connection to IEEE 802.3 / Ethernet networks for.
MULTIBUS Il systems.

subsystems. A MIX-based I/O subsystem that
includes the MIX 560 Ethernet module can span the
range from a single MIX 560 module mounted on a
MIX baseboard to a MIX 560 module mounted in a
stack of three MIX I/O modules to provide a tailored
MULTIBUS il /O solution that includes Ethernet
communications.

Intel's iNA 960 networking software provides ISO
network and transport layer support for both the iISBC
186/530 and the MIX 386/560.

e Support for downloading of networking software
over either the MULTIBUS Il Parallel System Bus or
the Ethernet network.

¢ |ISO Network and Transport (ISO/OSI Layers 3 and
4) networking software support provided by Intels
iNA 960 software.

¢ iNA 960 networking software executing on the
LAN controllers provides a consistent transport
interface to host CPU boards.
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£

iSBC®186/530 ETHERNET CONTROLLER

The iSBC 186/530 MULTIBUS Il Ethernet Controller is
a dedicated IEEE 802.3 compatible front-end
processor. The boards 8 MHz 80186, 512K DRAM,
and host-to-controller software download capability
allows the board to off-load LAN communications
functions and /O software processing from one or all
of a MULTIBUS Il system’s host CPU boards.

iSBC®186/530 ETHERNET CONTROLLER
FEATURES

¢ Provides IEEE 802.3 / Ethernet compatible
networking capability for MULTIBUS Il systems.

¢ Resident firmware to support Built-In Self Test

(BIST), Initialization and Diagnostic eXecutive (IDX),

and host-to-controller software download.

Four 28-pin JEDEC sites, expandable to 8 sites

with iSBC 341 MULTIMODULE™ for a maximum of

512K bytes of EPROM.

One RS232C serial port for use in debug and

testing.

MULTIBUS Il Parallel System Bus interface with full

message passing capability.
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‘80186 Microprocessor

iSBC®186/530 CONTROLLER
SPECIFICATIONS

Clock Rate
" 8 MHz

EPROM Memory

Four 28-pin sites.
An additional four 28-pin JEDEC sites may be
obtained by installing an iSBC 341 MULTIMODULE.

DRAM Memory

512K bytes installed on the board

Interrupt Capabilities

5 levels with 5 on-board sources

Interfaces

P1 Full PSB

Ethernet 1 channel, 15-pin connector,
82586 LAN Coprocessor

Serial 1 channel, RS232C, 25-pin
connector, 8031 Controller

Device Drivers

Check the latest release of the following operating
systems for details:

iRMX | and iRMX Il Operating Systems

UNIX* System V/386 Operating System

Physical Characteristics
Standard MULTIBUS Il board

Power Requirements
(Excluding user-installed memory devices)
Nominal Current Power
Voltage (amps) (watts)
(vDC) Max Max
+ 5 8.8 44.0
+12 0.05 .6
-12 0.05 .6
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MIX 560 ETHERNET MODULE

The MIX 560 Ethernet Module combines an 82586
LAN Coprocessor, 82501 Ethernet Serial Interface,
and 64K bytes of high speed SRAM data buffer to
provide high performance Ethernet Modular Interface
eXtension (MIX) I/O capabilities. The MIX 560 can be
used either in a MIX module stack, to provide
Ethernet capabilities to a MULTIBUS Il MIX 1/O server

MIX 560 ETHERNET MODULE FEATURES

e 82586 LAN Coprocessor operating at 10 MHz.
82501 Ethernet Serial Interface.

e 64K bytes of SRAM data buffer for handling
communications from the MIX baseboard to the
Ethernet Interface.

e Support for 128K-265K EPROM.

subsystem, or as a single module on the MIX
baseboard, to provide a high performance MIX-
based Ethernet controller. Stacking the MIX 560
Ethernet module with other MIX /O modules allows
the system designer to manage the system 1/O
requirements with a tailored MULTIBUS Il /O
subsystem that includes Ethernet communications.

e Firmware containing Built-In Self Test code.
o LED for 82586 Activity.
o Serial interface for system console or debug.
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ETHERNET INTERFACE

The Ethernet interface is implemented using the
82586 Ethernet Coprocessor, the 82501 Ethernet
Serial interface controller, and the standard slide-lock
15 pin IEEE 802.3 connector. The 82501 is software
configurable to either Ethernet V1.0 or IEEE 802.3
(Ethernet V2.0). IEEE 802.3 is the default. The
Ethernet interface operates at a fixed rate of 10 Mbits
per second. An Ethernet station address PROM is
also provided.

SERIAL INTERFACE

The serial interface is implemented using the 82510
Asynchronous Serial Controller, an RS232 driver/
receiver, and a serial port connector. The connector is
an IBM-compatible 9-pin DTE interface (only 3 pins
are used). The port is intended for use as the system
console or as a debug port. The serial interface
supports baud rates up to 19.2K.

TIMERS

Two 16-bit interval timers are provided by an 82C54
for generating timed, independent interrupts at the
MiX interface. A third timer, also provided by the
82C54, is used as a 16 bit prescaler to the other two
timers. The timers are used by Intels iNA 960
Networking Software.

STATIC RAM

The MIX 560 contains 64K bytes of Static RAM
(SRAM). The memory is shared between the MIX -
interface and the 82586. Networking software
executing on the MIX baseboard can use the SRAM
as a buffer to send and receive data over the Ethernet
interface as well as issue commands to, and receive
status from, the 82586 Ethernet Coprocessor.
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FIRMWARE

The MIX 560 module contains two 32 pin sockets,
accommodating either two 27512 or two 27010
EPROMS. Firmware provided for the MIX 560 module
includes MIX 560 Built-In Self Test (BIST) code and
the software load commands.

The MIX 560 BIST code resides in EPROM on the
module. On power up, the MIX baseboard copies the
MIX 560 BIST code from the module to the
baseboard where it is executed during initialization.
The MIX 560 BIST contains 12 tests for exercising the
module and verification of functionality. The MIX 560
firmware provides LAN software load commands for
the MIX baseboard. The firmware will both upload
and download software to the MIX baseboard using
either the MULTIBUS Il Message Passing
Coprocessor or the Parallel System Bus shared
memory. The firmware commands also provide the
ability to read and set the Ethernet station address
and start execution of LAN software code on the MIX
baseboard.



MIX 560 FEATURES
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Figure 11: MIX 560 Module Block Diagram
MIX 560 SPECIFICATIONS
tFor Baseboard specifications, refer to the section on
the MIX 386/020 Baseboard
Clock Rates Device Drivers
82586 10 MHz Check the latest release of the following operating
' systems for details:
EPROM Memory iRMX Il Operating System
Two 32-pin JEDEC sites: UNIX™* System V/386 Operating System
SRAM Memory Physical Characteristics
64K bytes installed on the module Standard MIX module
EEPROM Power Requirements
128 bytes installed on the module Nominal Current Power
Voltage (amps) (watts)
PROM (VvDC) Max Max
6 bytes for Ethernet node address + 5 3.0 15.0
+12 0.02 0.24
Interfaces , -12 0.02 0.24
Ethernet 1 channel, 15-pin connector, 1,0 \ix 560 module also passes fused +12 VDC

82586 LAN Coprocessor
Serial 1 channel, RS232C, 9-pin
(IBM-compatible) connector,
82510 Controller
MIX Bus slave

through the Ethernet connector to an external
transceiver. The transceiver may require up to an
additional 0.5 Amps (max) of +12 V.
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iNA 960 OpenNET™ NETWORKING
SOFTWARE FEATURES:

¢ Certified ISO/OSI Transport and Network Layer
Software

ISO 8072/8073 Transport Class 4

I1SO 8602 Connectionless Transport

ISO 8348/8473 Connectionless Network

ISO 9542 End System to Intermediate System
(ES/IS) Dynamic Routing

Comprehensive Network Management Functions
¢ Remote Boot Server for diskless workstations
Data Link Drivers for iSBC 552A, ISBX 586, iSBC
554, 1SBC 186/51, iSBC 186/530, and MIX 386/560

FULLY COMPLIANT ISO/0SI TRANSPORT
AND NETWORK LAYER SOFTWARE

iNA 960 is a complete Network and Transport
(ISO/OSI Layers 3 and 4) software system plus

a comprehensive set of network management
functions, Data Link (OSI Layer 2) drivers for IEEE
802.3 Ethernet and IEEE 802.4 Token Bus (MAP),
and system environment features.

FLEXIBLE AND HIGHLY CONFIGURABLE

iNA 960 is a mature, flexible, and ready-to-use
software building block for OEM suppliers of
networked systems for both manufacturing and office
applications (e.g., MAP and TOP).

This software is highly configurable for designs based
on the 82586 and 82588 LAN controllers, 82501 and
82502 Ethernet serial Interface and transceiver, and
the Intel 86 family of microprocessors.
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CONFIGURABLE AT THE OBJECT
CODE LEVEL

Consisting of linkable object modules, the iINA 960
software can be configured to implement a range of
capabilities and interface protocols. iINA 960 has a
large installed base and has been used reliably in a
variety of systems from IBM PC XT/ATs to VAX/VMS
to IBM mainframes.

BASED ON INTERNATIONAL STANDARDS

Based on the ISO/OSI seven layer model for network
communications, iNA 960 implements ISO 8073
Transport Class 4 providing reliable full-duplex
message delivery service on top of the internet
capabilities offered by the network layer. The iINA 960
network layer is an implementation of the ISO 8473
Network Class 3 Connectionless Network Protocol
and supports ISO 9542 End System to Intermediate
System Network Dynamic Routing. iNA 960 also
supports 1ISO 8602 Connectionless Transport Protocol
(Datagram).

PRECONFIGURED iNA 961

iNA 960 contains the preconfigured iNA 961 software
modules which include support for the iISBC 552A,
iSBC 554, iSBC 186/530, and the MIX 386/560.

REMOTE BOOT SERVER SUPPORT

iNA 960 provides basic boot server capabilities that
will transmit predefined images to diskless network
nodes that request them. :

MULTI-SERVER/CONSUMER SUPPORT

iNA 960 supports the powerful MULTIBUS Il feature
of multiple host and communications boards. This is
ideal for LAN load balancing and redundant networks
for fault-tolerant systems.
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A CHOICE OF PERIPHERAL CONTROLLERS

Intel's product line of MULTIBUS Il Peripheral drives. The iSBC 386/258, a versatile high-
Controllers addresses the diverse interfaces of performance SCSI peripheral controller, provides
peripheral communications. The iSBC 186/224A, a performance tuning capability for peripheral devices
Multi-Peripheral Controller Subsystem, provides individually for optimum system performance.
support for up to four ST506/412 Winchester disk Additionally, the iSBC 386/258 can complement the
drives, up to four SA450/460 floppy drives and host by offloading it with its powerful 386™
quarter inch QIC-02 streaming tape microprocessor.
PERIPHERAL CONTROLLER FEATURES:
e Multiple peripheral interface support QIC-02 one quarter inch Streaming Tape Drive
Small Computer Systems Interface (SCSI) Support
ST506/412 Winchester Disk Drive Support e Full PSB interface with complete Message Passing
SA450/460 Floppy Drive Support Support

e On-board Built-In-Self-Test (BIST) with Diagnostics
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iSBC®186/224A MULTI-PERIPHERAL
CONTROLLER SUBSYSTEM

The iSBC 186/224A Multi-Peripheral Controller
Subsystem provides peripheral /O control for a
variety of OEM applications and supports the full
message passing protocol of the MULTIBUS I
System Architecture. The iSBC 186/224A controller
serves as a complete peripheral I/0 subsystem and it
supports the predominant types of storage media:
Winchester disks, floppy disks and quarter-inch
streaming tapes. On-board firmware for the board
provides improved Winchester disk operation through
multiple data track cacheing.

ISBC®186/224A FEATURES

* 80C186 Microprocessor at 5 MHz

e Controls up to Four ST506/412 Winchester Disk
Drives, Four SA450/460 Floppy Drives, and Four
QIC-02 Streaming Tape Drives.

¢ 128K Bytes of On-Board SRAM for multiple track
cacheing on high speed Winchester data access.

® Built-In-Self-Test (BIST) Diagnostics On-Board

¢ Full Message Passing interface to the Parallel
System Bus.

ISBC®186/224A PERIPHERAL
CONTROLLER SPECIFICATIONS

Clock Rate

80C186 Microprocessor 5 MHz

EPROM Memory
Two 28-pin sites.

. DRAM Memory
128K bytes installed on the board

Mass Storage Device Drives

Winchester

ST506/412 compatible 5-1/4” drives with up to 1024
cylinders. Qualified manufacturers include:
Quantum, CMi, CDC, Maxtor, Memorex, Atasi.

- Densities range from 10 to 140 MB.

Floppy

SA450/460 compatible 5 1/4" drives. Qualified
manufacturers include: Teac and Shugart. Sizes
include half height, full height, 48 TPI and 96 TPI.

Tape

QIC-02 compatible, 1/4” streaming tape drives.
Qualified manufacturers include: Archive, Cipher,
and Tandberg.

Interfaces :

P1 Full PSB
ST506/412 50 pin D-type
SA450/460 25 pin D-type
QIC-02 25 pin D-type

Device Drivers

Check the latest release of the following operating
systems for details:

iRMX | and iRMX Il Operating Systems

UNIX* System V/386 Operating System

Physical Characteristics
Standard MULTIBUS |l board.

Power Requirements
Nominal Current Power
Voltage (amps) (watts)
(vDC) Max Max
+5 7.0 35.0
+12 0.05 6
-12 0.05 6
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iSBC®386/258 SCSI PERIPHERAL
CONTROLLER

The iSBC 386/258 is a high-performance peripheral
controller that combines powerful I/O performance
and access to SCSI peripherals for MULTIBUS |l
applications.

Minicomputer-level I/0O performance is achieved by
utilizing the 386™ microprocessor and a large data
cache. The added power of the 386™ processor gives
the iISBC 386/258 the potential of off-load tasks from
other system CPUs as an /O server. The SCSI
standard has achieved wide acceptance because of
its extensive capabilities and excellent performance.

ISBC®386/258 FEATURES

16 MHz 386™ microprocessor

1 or 4 MByte data buffer

CSM002 module support

Common Command Set (CCS) SCSI peripheral

support

e Asynchronous SCSI to 1.5 MBytes/sec,
synchronous to 4.0 MBytes/sec

e Two Versions: single ended SCSI port only or Dual
SCSI ports

e Firmware support for BIST, IDX, slave test handler,
and downloader

e 258 Peripheral Communications Interface (258-

PClI) firmware

COMPLETE SCSI CAPABILITY

The iSBC 386/258 supports communication with up
to seven other peripheral adapters and up to 56
possible devices. Vendor-unique features of

peripherals can be accessed using the pass through
capability. Also supported is the ability to be a bus
initiator, and the use of disconnect/reconnect.
Peripherals that support the SCSI standard today
include magnetic hard disk, magnetic tape, floppy
disk drive, optical disk, and line printers.

HIGH PERFORMANCE

1/0 critical applications are accelerated by the
combination of a 16 MHz 386™ processor, a large
data buffer for cacheing (1 or 4 MBbytes), and the 4.0
MBytes per second synchronous transfer rate for
SCSI.

FIRMWARE SUPPORT

The iSBC 386/258 includes EPROMSs with firmware
support for BIST (Built-in Self-Test), IDX (Initialization
and Diagnostics Executive), Power up and slave
handler, a downloader, and a peripheral
communications interface.

The 258-PCl firmware establishes a high level
software protocol to facilitate the exchange of data
between host drivers and SCSI-based peripheral
devices. It also insulates host drivers from knowledge
of SCSI bus management. The 258-PCl server
manages up to 64 outstanding commands and
permits multiheaded 1/O operations with up to 56
SCSI peripheral devices.

The 258-PCl server also allows tuning of the cache
configuration, command ordering/seek optimization,
and reporting of usage statistics, like the number of
cache hits and misses, total number of reads, writes,
and errors.



MULTIBUS®Il PERIPHERAL CONTROLLERS
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Figure 12: Block Diagram for iSBC® 386/258 Peripheral Controller
iSBC®386/258 PERIPHERAL CONTROLLER SPECIFICATIONS

Clock Rates Device Drivers
386™ DX Microprocessor 16 MHz Check the latest release of the following operating
82258 ADMA 8 MHz systems for details:
8751 Microcontroller 12 MHz iRMX Il Operating System
UNIX* System V/386 Operating System -
EPROM Memory
Two 32-pin Sockets Physical Characteristics
Standard MULTIBUS Il board.
DRAM Memory
1M or 4M byte installed on the baseboard Power Requirements
Typical values for power are at the nominal
Interrupt Capabilities voltageand at an ambient temperature of 25 degrees
14 programmable interrupts C. Maximum values are at nominal voltage plus 5%
and at an ambient temperature of 0 degrees C.
Interfaces Nominal Current . Power
* P1, Full PSB Voltage (amps) (watts)
® P2, SCSI: ANSI X3.131—-1986, Single-ended or (vDC) Max Max
dual versions available. + 5 11.0 55
* iSBX Bus Interface +12 5.0 60
¢ Serial I/O Port: RS-232-C (subset)interface (DTE). —12 5.0 60

9-pin D-shell shielded connector.
Does not include power for installed iSBX
MULTIMODULE boards



MULTIBUS®II

PARALLEL 1I/0

iSBC®MPI/519 72 CHANNEL DIGITAL 1/0
BOARD

The iSBC MPI/519 is a digital /O interface board
which provides 72 parallel channels of TTL level 1/O
in Multibus 11 /O space. The board i1s capable of
receiving Interrupts from other MULTIBUS II agents,
as well as generating interrupts from up to 8 sources.
It 1s one of a family of MPI (Multibus Il Peripheral
Interface)-based 1/0 boards.

iSBC®MPI/519 FEATURES:

e 72 channels of TTL level I/O in banks of 24
channels each

* Banks configurable for general purpose industrial
1/O or as Centronics compatible ports

e QOutput lines may be read back to verify output
status

e Socketed buffer drivers and resistor networks for
configuring I/O as high or low true

* 8 nterrupt request lines

e Precision interval pulse triggering on one of three
1/O lines

FUNCTIONAL DESCRIPTION

The iSBC MP1/519 is a digital I/O board suitable for
applications such as industrial automation, printer
interface, or for low cost inter-chassis communications
requiring multiple parallel /O lines.

The iSBC MPI/519 board is based on the MULTIBUS
Il Peripheral Interface (MPI) component which
provides all the logic required to interface to the
Parallel System Bus (PSB), allows the board to be a
repler in /O and interconnect space, and supports
the sending and receiving of Interrupt messages.
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MULTIBUS®IlI PARALLEL

1/0

72 DIGITAL I/0 CHANNELS

The 72 channels of TTL (5v) level I/O are arranged in
three banks of 24 1/O each (Figure 13). Each bank is
implemented using two Intel 82C55 Programmable
Peripheral Interface (PPI) components (Figure 14).
Port A of each PPI is connected to the front panel
through bidirectional buffers. They can be software
configured as input or output on a byte basis.
Sockets in front of the buffers are provided for the
user to add pull-up, pull-down or voltage dividing
resistor networks (2.2 K-ohm pull-up resistors are
provided). To allow data readback, Port B of each PPI
is connected directly to the output side of the Port A
buffers, for use in board diagnostics or to ensure the
integrity of critical data.

Each bank also has an additional 8 bits I/O
implemented through Port C, for use as general
purpose I/0 or as input and output interrupts.

1/0 signals may be interfaced to industry standard
signal conditioning and isolation modules through
termination panels such as Intel's iIRCX910 or
OPTO-22s PB24.

CENTRONICS COMPATIBLE

Each bank may be used as a Centronics compatible
port. Bank one can automatically generate the data
strobe, eliminating an extra bus transaction.

8 INTERRUPT REQUEST LINES

Input interrupts coming from external sources
through the front panel are implemented through an
82C59 Programmable Interrupt Controller (PIC) and
cause the iSBC MPI/519 to send an unsolicited
interrupt message. Up to eight input interrupts are
supported. The interrupt source is encoded in the
interrupt message. One input interrupt can be
configured as a broadcast interrupt, which is sent to
all agents. This interrupt is useful to synchronize
processors or to alert all processors to an external
system event. Output interrupts, received by the iSBC
MPI/519 from other agents, cause a 82C54
programmable interval timer to output a precise
interval pulse. These pulses can be from 1 msec to 6.5
msec. in length. There is one output line for output
interrupts on each 1/0O bank.

3 l—F—E VAL £
. | 4 ' o
—— PSB|
4
MPI
4
4
»
>
val Output
21 Interrupt g
7 Control
J2 1
<—7‘z—> [ 7
— 4 ] [
A 110
Interface
4
~ T
Vil >
| Input
/2 Interrupt -
> Control
8
J3 <__+_> ———
A -
<¢
4
4 110
Interface
4
~ T

Figure 13: Block Diagram for iSBC® MPI/519 Board

3-42



MULTIBUS®II PARALLEL 1/0
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Figure 14: Block Diagram of one iSBC® 519 I/O Bank
iSBC®MPI/519 DIGITAL I/0 BOARD SPECIFICATIONS

Interfaces
P1 Slave PSB
Centronics  Each of the three I/O banks can be

used as a Centronics compatible
interface. Bank 1 is configurable to
minimize handshaking and bus
transactions when used as a printer
interface.

1/0 connector:3 Positronics ODD44F500TX

Physical Characteristics
Standard MULTIBUS Il board

Power Requirements
Nominal Current Power
Voltage (amps) (watts)
(VDC) Max Max
+5 3 15

1/0 Buffer and Resistors Supplied

Bidirectional Unidirectional Resistor
Buffers ‘Buffers Networks
74ALS645 74ALS09 2.2 K-Ohm
Other Components Supported
Bidirectional Unidirectional Resistor
Buffers Buffers Networks
74ALS638-74AS638  74ALS00-74AS00 9 or 10 pin SIPs
74ALS639-74AS639  74ALS08-74AS08 all values
supported
74ALS640-74AS640  74ALS32-74AS32
74ALS643-74AS643  74ALS37-74AS37
74AL.S38-74AS38

or equivalent
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LMULTIBUS®II ARCHITECTURE STANDARDS

ENVIRONMENTAL REQUIREMENTS

Operating Temperature: 0 to 55°C @ 200 LFM
airflow

Non-operating: —40 to 70°C

Humidity: 0 to 85% non-condensing

INTERFACES
Full PSB

A full PSB interface is implemented with the 82389
MPC component. This interface is Intels
implementation of the IEEE/ANSI 1296 specification
cast in silicon. All boards with a full PSB interface
have the feature set of the MPC component
described in the silicon section.

Slave PSB

A slave PSB interface is implemented with the MPI
component. The MPI is a cost and function reduced
‘little brother” of the MPC component. All boards with -
the slave PSB interface have the feature set of the

MPI component described in the silicon section.

MMOx Memory Expansion

The MMOx interface uses a custom surface mount
connector to add expansion local memory to a CPU-
based product. The connector allows up to two
modules to be added to a baseboard. Memory
modules are single-sided (IMB or 4MB) or double-
sided (2MB or 8MB). A board with a single-sided
module consumes a single MULTIBUS i slot, all other
combinations require two MULTIBUS Ii slots (Note: If
two MIX modules are used, then two slots are used).

MIX

The MIX interface is described in the MIX architecture
section.

PHYSICAL CHARACTERISTICS

Standard MULTIBUS®II Format
(Double 6U Eurocard)

Height: 23.3 cm (9.18 inches)
Depth:  22.0 cm (8 65 inches)
Width:  1.92 cm (0 76 inches)

MiX Expansion Module:

Module Height: 8.9 inches
Module Depth:  3.75 inches

Module Area: 33 square inches
iSBX™ Modules:

Single-Wide Double-Wide
Height:  2.1cm (0.827 inches) 2.1cm (0.827 inches)
Depth:  7.24cm (2.85 inches) 7.24cm (2.85 inches)
Width: 9.4cm (3.7 inches)  19.05cm (7.5 inches)

© 3.44

DEVICE DRIVERS

Check the latest release of the following operating
systems for details: :

iRMX | Operating System

iRMX Il Operating System

UNIX* System V/386 Operating System

COMPREHENSIVE DEVELOPMENT AND
OPERATING SYSTEM SUPPORT

Operating system support includes the iRMX |l Real-
Time operating system and UNIX* System V/386.
The iRMK | real time kernel is available for 32-bit
embedded applications. All three—IRMX, iRMK and
UNIX operating systems include MULTIBUS i
transport for full message passing support. To ease
MULTIBUS Il modules development, Intel offers both
the iRMX and UNIX versions of the System 520
Development System which can support on-target
and/or cross-hosted software development in one
chassis.

WORLD WIDE SERVICE AND SUPPORT

Should this or any Intel board ever need service, Intel
maintains a world wide network of service and repair
facilities to keep you and your customers up and
running. For unique applications requiring
customization of our products, the Intel Systems
Group is available to modify, integrate and test Intel
boards and system components to your
requirements.

INTEL QUALITY—YOUR GUARANTEE

Al MULTIBUS Il 1/O products are designed and
manufactured to meet Intel's high quality standards.
Intel quality is then verified by rigorous testing in our
state-of-the-art Environmental Test Laboratory.

*UNIX is a trademark of AT&T in the U.S.A. and other
countries.



| LITERATURE AND PRODUCT GUIDE |

| Product | Description | Manual Number
MULTIBUS®II SILICON PRODUCTS
82389 Message Passing Coprocessor 176526
Datasheet for 82389 Message Passing Coprocessor 290145
MPI ’ MULTIBUS Il Peripheral Interface
MIX DEVELOPMENT KIT .
MIX386020-1 MIX baseboard w 1MB 503353
MIX386020-1F01 MIX baseboard w 1MB + 1MB module 503353
MIX386020-1F04 MIX baseboard w 1MB +4MB module 503353
MIXMDKIT-1 Kit with baseboard w 1MB 500731
MIXMDKIT-1F01 Kit with baseboard w 1MB + 1MB module 500731
MIXMDKIT-1F04 Kit with baseboard w 1MB +4MB module 500731
MIXMDKIT-1S Same as MIXMDKIT-1 w SE support 500731
MIXMDKIT-1F01S Same as MIXMDKIT-1FO1 w SE support 500731
MIXMDKIT-1F04S Same as MIXMDKIT-1F04 w SE support 500731
MIX EXPANSION MODULES
MIX 450 MIX Terminal Controller Module 500799
MIX 420 MIX WAN Module 500798
MIX 560 MIX Ethernet Module 459622
MIX MOD1 .| Test Module
MIX MOD2 Breadboard Module
MIX MOD3 Debug Module
MIX SC10 Ten MIX Stacking Connectors
FIRMWARE DEVELOPMENT
| MSABASEFDP I Firmware Development Package [ Included
TERMINAL CONTROLLERS
SBCMPI450 MPI-based terminal controlier 502200
SBC186450 Mid-range terminal controller 502238
MIX386450-1 MIX Terminal Controller with 1MB 503353 +500799
MIX386450-1F01 MIX Terminal Controller with 2MB 503353 + 500799
MIX386450-1F04 MIX Terminal Controller with 5MB 503353 + 500799
WIDE AREA NETWORK CONTROLLERS
SBC186410 Mid-range WAN board 148941
MIX386420-1 MIX WAN board with 1MB 503353 + 500798
MIX386420-1F01 MIX WAN board with 2MB 503353 +500798
MIX386420-1F04 MIX WAN board with 5SMB 503353 + 500798
LOCAL AREA NETWORK/ETHERNET CONTROLLERS
SBC186530 Mid-range Ethernet board 149226
MIX386560-1 MIX Ethernet Board with 1MB 503353 + 459622
MIX386560-1F01 MIX Ethernet Board with 2MB 503353 +459622
MIX386560-1F04 MIX Ethernet Board with 5MB 503353 + 459622
PERIPHERAL CONTROLLERS
SBC186224A Multi-peripheral controller Subsystem 138272
SBC386258SM01 Single-ended SCSI Controller w 1 MB 149861
SBC386258SM04 Single-ended SCSI Controller w 4 MB 149861
SBC386258DM04 Differential SCSI Controller w 4 MB 149861
PARALLEL CONTROLLERS
| SBCMPI519 | Digital 110 Board 502201
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| LITERATURE AND PRODUCT GUIDE |

I Product | Description { Manual Number
SOFTWARE PRODUCTS ’
INA960J Networking software 462250
X.25 Communications software
OTHER MULTIBUS®II TECHNICAL LITERATURE
MIX Module Design Specification 500729
Ap Note On: “Simple I/O Design Example Using. . .MIX..” | 281004
Interconnect Interface Specification 149299-001
MULTIBUS Il Transport Protocol Specification 149247-002
Initialization and Diagnostics 454077-001
Bootstrap 455975-001
A MULTIBUS Il OVERVIEW, Article Reprints and Technical 280684-002
i Papers :
ANSV/IEEE 1296 Order from: |EEE, 345 E. 47th Street, NY, NY 10017
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iSBC PKG/609

MULTIBUS® Il CARDCAGE ASSEMBLIES

m Available in Two Sizes to Hold Up to 6 m All Lines Fully Terminated per the iPSB

or 9 MULTIBUS® Il Boards MULTIBUS Il Specification
m Designed to Mount Inside a Chassis or M Assembly Uses Aluminum Extrusion
Other Enclosure Construction for Strength and Rigidity
B Accommodates Intel iSBC® PKG/902 m Uses a 6 Layer Parallel System Bus
and iSBC® PKG/903 2 and 3 Slot (iPSB) Backplane

iLBX™™ || Backplanes

The iSBC PKG/606/609 series of cardcages are designed to mount and interconnect up to 6 or 9 MULTIBUS |1
boards for small to medium size advanced MULTIBUS Il microcomputer systems. The cardcages are compact
in size and easily mount in standard or custom enclosures. Extra-wide support extrusions and heavy duty
endplates help make the iISBC PKG/606/609 cardcage assemblies especially suited for installation in systems
located in high vibration or high shock environments. Installed in the cardcage assembly is a 6 layer iPSB
backplane that utilizes separate power and ground planes and fully terminates all signal lines. This layout
minimizes system noise and ensures reliable operation even in a fully loaded, multiprocessor-based system.

N
3
N
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N
N

\

Z2

280075-1

September 1986
441 Order Number: 280075-002
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iSBC® PKG/606 iSBC PKG/609

FUNCTIONAL DESCRIPTION

Mechanical Features

The cardcages accommodate up to 6 (iISBC
PKG/606) or 9 (iSBC PKG/609) MULTIBUS I
boards spaced at 0.8 inch centers. The assemblies
are designed to hold “double high” (6U) Euro form-
factor boards (233.4 mm high x 220 mm deep) or a
mixture of “single high” (3U) and ‘“double high”
boards using additional hardware (not supplied).
Each installed board is held in place by two screws
supplied as part of the board retainer hardware.

The cardcage frame is built using five support extru-
sions and two aluminum end plates as shown in fig-
ure 1. Both cardcages are 10.5” wide and 10.1"
deep and vary in height according to model (see
specifications section).

The cardcages are designed to mount inside chassis
or other enclosures and may be installed so that the
MULTIBUS |l boards load either horizontally or verti-
cally in the unit. All assembly hardware is counter-
sunk allowing the cardcages to be mounted flush
against any internal chassis surface.

A Parallel System Bus (iPSB) backplane is mounted
to the P1 side of the assembly, and one or more
iLBX™ I} backplanes (not supplied) can be mounted
to the P2 side.

Electrical Features

The iPSB backplane uses a 6 layer design with sep-
arate power and ground layers and a signal routing
scheme which minimizes ringing, crosstalk, and

capacitive loading on the bus. Mounted on the back-
plane are 6 or 9, 96-pin, female DIN connectors (de-
pending on model), bus termination resistors, decou-
pling capacitors, and power terminals. Press-fit tech-
nology is used throughout. The PC board is UL rec-
ognized for flammability. The card cages themselves

are UL recognized components.

Single In-line Package (SIP) style resistors are used

to terminate all address, clock, data, and control
lines. Each termination consists of two resistors
which connects the line to +VCC and ground. Dif-
ferent size resistors are used according to the type
of driver connected to the line in an operating

system.

The DIN type connectors are female, 96 pins, fully
gold plated, and meet IEC standard 603-2-IEC-
C096F. The connectors are mounted on 0.8” cen-
ters to match Intel's iPSB (Parallel System Bus)
MULTIBUS |I backplanes and are keyed to ensure
proper mating to the MULTIBUS |l board. The con-
nector can provide up to 9 amps of current at +5V
to each MULTIBUS Il board in addition to the current

available over the iLBX Il backplane.

Screw terminals on the backplane are provided for
connection to + 5V, =12V power and ground. In ad-
dition, an extra + 5V terminal is provided for connec-
tion to a backup battery for memory protection dur-
ing power fail conditions. These terminals, each of
which can handle up to 25 amps of current at 55°C,
provide a 'simple and highly reliable connection

method to the system power supply.

The first slot position is designed to accept the Cen-
tral Services Module (CSM) MULTIBUS Il board. All
slots can accept any combination of

other
MULTIBUS I boards.

END PLATE
(10F2)
iPSB BACKPLANE
(9 SLOT SHOWN)
- P1 SioE 10.11IN l
\ (25.68 CM.) ]
3\
SUPPORT o SUPPORT
EXTRUSION h EXTRUSION
10F 5
aors % T wexn / CARD GUI
———"| MOouNTING He |/ CARD GUIDE
TAPPED ———|| rocation
STRIP d|| -P2sioE
/3
sLoT o ——4
(D] L
10.47 IN.
[ (@ssacM)yT 7]
*SEE SPECIFICATIONS
280075-2

Figure 1. Cardcage Assembly Dimensions (iSBC® PKG/609 shown)
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iSBC® PKG/606 iSBC PKG/609

SPECIFICATIONS
Mechanical
Specification iSBC® PKG/606 Cardcage iSBC® PKG/609 Cardcage
Board Capacity 6 9
Dimensions Height 15.20 cm (5.98 in.) 21.20 cm (8.38in.)
Width 26.59 cm (10.47 in.) 26.59 cm (10.47 in.)
Depth 25.93 cm (10.21in.) 25.93cm (10.21in.)
Weight 4 Ibs. (1.8 kg) 5 Ibs. (2.3 kg)
Board Spacing 0.8in. (20.3 cm)

Mounting Hole Locations

Construction Materials,
Cardcage Frame

Construction Method

See Figure 2

Aluminum extrusions and end plates, nylon card guides

Six layer backplane with separate VCC and ground layers;

iPSB Backplane all connectors, power terminals, and resistor/capacitor
sockets are press-fit into the backplane
Connector Type 96 pin “DIN” female, gold plated, meets IEC standard
603-2-IEC-C096-F
Electrical Quantity of Power Terminals and Current Rating:
i ® i ®
iPSB Backplane— Meets Intel MULTIBUS Il specifi- 'SBg :KG/ 606 'SBg :KG/ 609
cation No. 146077 for board Voltage ardcage arccage
dimensions, layout, signal line . Current . Current
termination, and transmission Quantity (amps) Quantity (amps)
characteristics e 3 o4 7 81
Power Connections— Type: Screw terminal block, +12 1 12 1 18
AMP P/N 55181-1, Winches-
ter P/N 121-25698-2, or —12 1 12 1 18
equivalent +5BB 1 12 1 18
GND 4 78 5 135
1.49IN
zam_| ;;‘:':; (3.78 CM)
(1.85 CM) (22.89 CM)
I |
BOTTOM
(121';,: g‘ﬁ.) VIEW
.188 IN (4.78 MM)
/_“' DIA. (4 PL)
A
packeLane LA ]
MOUNTING
LOCATION REAR
280075-3

Figure 2. Mounting Hole Locations
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lnte[ iSBC® PKG/606 iSBC PKG/609

Mating Connection: No. 6 locking spade or ring Operating Environment:
tongue lug 0-55°C (at 25 amps per power terminal);
0-70°C (at < 18 amps per power terminal);
Maximum current available per slot: 0% to 95% relative humidity, non-condensing;
0-10,000 ft. altitude.
Voltage Current
Reference Manual— MULTIBUS Il Cardcage As-
+ 5V 9A sembly and iLBX Il Back-
+12V 2A plane User’s Guide, P/N
—-12Vv 2A 146709-001 (supplied).
+5BB 2A

ORDERING INFORMATION

Part Number Description

iSBC PKG/606 6 slot MULTIBUS Il Cardcage
' Assembly

iSBC PKG/609 9 slot MULTIBUS Il Cardcage
Assembly
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iISBC® PKG/903

MULTIBUS® Il iLBX™ || BACKPLANES

m Provides iLBX™ |l Interconnect for m Uses a 6 Layer, Fully Terminated
Fastest CPU/Memory Data Transfers Backplane

m Designed to Mount in MULTIBUS® I m Includes a 10 Pin Connector for
Cardcage Assemblies BITBUS™ Applications

B Meets All Electrical and Mechanical m Available in 2 Slot (iISBC® PKG/902)
Requirements of the MULTIBUS® Ii and 3 Slot (iISBC® PKG/903) Sizes
Specifications

The iSBC PKG/902 and iSBC PKG/903 series of iLBX Il backplanes are designed to mount on the P2 side of
Intel’s MULTIBUS Il cardcage assembly or other double Euro (6U) cardcage. One or more backplanes may be
installed in a system to allow high speed data transfers between the CPU and memory boards installed in the
system. The iLBX Il backplane uses a 6 layer PCB with separate power and ground planes and full termination
on all signal lines. This design minimizes system noise and ensures reliable operation in all applications.

280074-1

October 1986
4-5 Order Number: 280074-002



iSBC® PKG/902 iSBC® PKG/903 BACKPLANES

|<-—s—>|
° 110 IN. DIA. (4PL) /o

(2.8 MM)
—

12.80 CM
(5.04IN) "
4.82IN
(12.24 CM)

280074-2

A

1.55
3.94

2,35

.80
2.03

1.60

Dimensions

iSBC PKG/902 IN
CM

iSBC PKG/903 IN

CM

Figure 1.iLBXTM |l Board Dimensions
(iSBC® PKG/903 Shown)

5.97 1 4.06

FEATURES

Mechanical and Electrical

The iSBC PKG/902 and iSBC PKG/903 iLBX il
backplanes use a 6 layer printed circuit board (PCB)
with separate power and ground layers and a signal
lead routing scheme which minimizes ringing, cross-
talk, and capacitive loading on the bus. Mounted on
the PCB are two (iSBC PKG/902) or three (iSBC

. PKG/903) 96 pin DIN connectors, one 10-pin BIT-

BUS connector, terminating resistors, decoupling
capacitors, and power terminals. The resistors and
capacitors are mounted into sockets, and all parts
are press-fit into the backplane. The PCB is UL rec-
ognized for flammability.

Single In-line Package (SIP) style resistors are used
to terminate all address, clock, data, and control
lines. Each termination consists of two resistors
which connects the line to +VCC and ground. Dif-
ferent size resistors are used according to the type

46

of driver connected to the line in an operating sys-
tem. The SIP style resistors help make the board
compact in size and allows the designer to mount
several backplanes directly adjacent to one another
in a system without having to skip slots.

Mounted on the rear of the backplane is a 10-pin
BITBUS connector. This connector serves as the se-
rial communication interface for any iSBX 344 BIT-
BUS controller boards installed in the system.

The DIN type connectors are female, 96 pins, fully
gold plated, and meet IEC standard 603-2-IEC-
CO096F. The connectors are mounted on 0.8” cen-
ters to match Intel's iPSB (Parallel System Bus)
MULTIBUS |l backplanes and are keyed to ensure
proper mating to the MULTIBUS Il board. The con-
nector can provide up to 6 amps of current at +5V
to each MULTIBUS |l board in addition to the current
available over the Parallel System Bus backplane.

Screw terminals on the backplane are provided for
connection to + 5V power and ground. These termi-
nals, each of which can handle up to 25 amps of
current, provide a simple and highly reliable connec-
tion method to the power supply.

SPECIFICATIONS

Mechanical and Environmental
Connector Spacing: 20.3 cm (0.8 in)
Number of Slots: iISBC PKG/902: 2 slots
iSBC PKG/903: 3 slots
Board Dimensions: See Figure 1
Weight: iISBC PKG/902—0.2 kg (8 02)
iSBC PKG/903—0.3 kg (12 02)

Connectors:
DIN: 96-pin female, gold plated, meets IEC stan-
dard 603-2-IEC-C096-F

BITBUS: 10-pin male, gold plated, T&B Ansley 609-
1012M, or equivalent

Constructed Method: Six layer backplane with sep-
arate VCC and Ground layers

All connectors, power termi-
nals, and resistor/capacitor
sockets are press-fit into the
backplane

Mounting Hole Location: See Figure 1

Operating Environment: 0°C-70°C ambient temper-
ature; 0% to 90% relative
humidity, non-condensing;
0 ft.-10,000 ft. altitude
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iSBC® PKG/902 iSBC® PKG/903 BACKPLANES

Elecirical

Per Intel MULTIBUS I
specification 146077,
Sec. I, iLBX 1l

Backplane Electrical
Characteristics and
Line Terminations:

Power Connections
Type: Screw terminal block: AMP P/N 55181-1;
Winchester P/N 121-25698-2; or equivalent
Mating Connection: No. 6 locking spade or ring
tongue lug
Quantity: 2(VCC, Ground)
Current Rating: iSBC PKG/902: 12 amps; iSBC
PKG/903: 18 amps (Power and

Ground)
Maximum Current 6 amps (over the iLBX Il back-
Available Per Slot:  plane)

4.7

REFERENCE MANUAL

MULTIBUS |l Cardcage Assembly and iLBX Back-
plane User’'s Guide, P/N 146709-001 (not supplied)

ORDERING INFORMATION

Part Number  Description
iSBC PKG/902 2 slotiLBX Il Backplane
iSBC PKG/903 3 slot iLBX Il Backplane
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SYP 500
MULTIBUS® Il SYSTEM CHASSIS
m Full Enclosure MULTIBUS® Il Design m 8 Slot MULTIBUS® |l Cardcage
Development Tool or OEM Chassis Assembly
m Office and Industrial Applications m 3 Slot iLBX™ Il Backplane
m 3 Full Height/6 Half Height Peripheral m 535 Watt Power Supply

Bays B Fully Tested: Low-Noise, Shock/

Vibration and Electrostatic Resistant

The SYP 500 System Chassis is a MULTIBUS |l design tool enabling product designers to begin work immedi-
ately on MULTIBUS Il development projects. It is also ideal for OEM applications. Two front mounted LEDs
indicated “Power On” and ‘“‘Status” (PSB busy) while a keyswitch provides external “reset” capabilities for the
chassis. The voltage selector, power-on switch and cardcage opening are located in the rear of the chassis.
Three peripheral bays, two of which are accessible from the front of the chassis, support up to three industry
standard 5.25"” {full-height or six half-height peripherals. An eight slot cardcage, Parallel System Bus and iLBX
Il backplane assembly are integrated with a 535 Watt power supply.

280153-1

October 1989
4-8 Order Number: 280153-002
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SYP 500

FUNCTIONAL DESCRIPTION

Mechanical Features

Intel’s SYP 500 MULTIBUS Il Chassis is a full enclo-
sure, off-the-shelf design development tool and
OEM chassis. Designers and systems integrators
can integrate their MULTIBUS Il board set with tape,
Wini or floppy peripherals into a complete system.
The SYP 500 has three full-height 5.25" peripheral
bays. Peripheral power cables, office and industrial
environment cooling, and peripheral mounting
brackets for industry standard full- or half-height pe-
ripherals are provided with the chassis. Access via
the front panel allows two of the bays to be config-
ured with removable media peripherals e.g. tape and
floppy drives.

This chassis includes an eight-slot MULTIBUS I
cardcage assembly with 0.8" centers (slot width).
The cardcage is made with heavy duty endplates
and extra-wide support extrusions to ensure ade-
quate support for most applications. For industrial
applications, this chassis is mountable into any 19"
vertical rack.

Two backplanes are installed in the cardcage as-
sembly: the system backplane and the auxiliary
backplane. The system backplane is the Parallel
System Bus (iPSB) for communications between up
to eight MULTIBUS |l boards. This backplane utilizes
separate power and ground planes and fully termi-
nates all signal lines. The auxiliary backplane, on the
other hand, provides direct high speed interconnec-
tion between a processor board and memory
boards. It contains three iLBX slots. One of these
slots has a 10-pin BITBUS connector that serves as
a serial interface for any iSBX 344 BITBUS controller
board installed in the system. This cardcage con-
forms to the published MULTIBUS |l specification.

Electrical Features

The SYP 500 chassis has a 535 Watt switching pow-
er supply with selectable AC power input of 115V or
220V at 47 Hz-63 Hz. The AC input power is exter-
nally selectable with a slide switch mounted on the
rear of the chassis. A power distribution board is in-
stalled in the chassis to allow easy connection to all
peripheral bays through six plugs mounted on the
power distribution board.

4-9

The chassis has been fully tested to ensure low-au-
dible noise emission, resistance to electrostatic dis-
charge and resistance to appropriate levels of vibra-
tion and shock in both office and industrial environ-
ments.

SPECIFICATIONS:

Electrical Parameters

Maximum Amperage:

Voltage Current
+5V 75A
+12V 10A
—12V 2.5A

Designed to meet: UL 478
CSA C22.2 No. 154
FCC Class B
VDE Level B
IEC 435

Operational Parameters

90-132 VAC or
180-264 VAC at

AC Power Input:

47 Hz-63 Hz
Operating Temperature Range: 10°C to 55°C
Storage Temperature: —40°C to 60°C

10% to 85% rela-
tive, non-condens-
ing

Operation Humidity:
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iSBC® CSM/001*
CENTRAL SERVICES MODULE

iSBC® CSM/001 Central Services
Module Integrates MULTIBUS® |I
Central System Functions on a Single
Board

MULTIBUS® Il Parallel System Bus
Clock Generation for all Agents
Interfaced to the MULTIBUS Il PSB Bus

System-wide Reset Signals for Power-
up, Warm Start, and Power Failure/
Recovery

System-wide Time-out Detection and
Error Generation

Slot I.D. and Arbitration 1.D.
Initialization

MULTIBUS Il Interconnect Space for
Software Configurability and
Diagnostics

" Built-In Self Test (BIST) Power-up

Diagnostics with LED Indicator and
Error Reporting Accessible to Software
via Interconnect Space

General Purpose Link Interface to
Other Standard (MULTIBUS I) or
Proprietary Buses

Time-of-day Clock Support with Battery
Back-up on Board

Double-high Eurocard Standard Form
Factor, Pin and Socket DIN Connectors

The iSBC CMS/001 Central Services Module is responsible for managing the central system functions of clock
generation, power-down and reset, time-out, and assignment of 1.D.s defined by the MULTIBUS |l specifica-
tion. The integration of these central functions in a single module improves overall board area utilization in a
multi-board system since these functions do not need to be duplicated on every board. The iSBC CSM/001
module additionally provides a time-of-day clock and the general purpose link interface to the other standard
(MULTIBUS 1) or proprietary buses.

280070-1

*The iISBC® CSM/001 is also manufactured under product code piSBC® CSM/001 by Intel Puerto Rico, Inc.

September 1989
Order Number: 280070-003
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iSBC CSM/001 MODULE

FUNCTIONAL DESCRIPTION

Overall

The iSBC CSM/001 Central Services Module inte-
grates MULTIBUS Il central system functions on a
single board. Each MULTIBUS Il system requires
management of these central system functions as
defined in the MULTIBUS Il specification. Figure 1
illustrates a typical multiprocessing MULTIBUS ||
system configuration. To perform its central system
functions, the iISBC CSM/001 Central Services Mod-
ule has a fixed slot I.D. and location in the back-
plane. The iSBC CSM/001 board additionally pro-
vides an interface to the MULTIBUS | Link board and
a time-of-day clock.

Architecture

The iSBC CSM/001 board is functionally partitioned
into 6 major subsystems. The Central System Wide
Control subsystem includes MULTIBUS Il PSB bus
clock generation and system wide reset signal gen-
eration. The Time-Out Control subsystem provides

system wide time out detection and error' generation.
The System Interconnect Space subsystem controls
1.D. initialization and software configurable intercon-
nect space. The Link Board interface subsystem
provides an interface to the MULTIBUS | Link board
or links to other buses. The last two subsystems are
of the Time-of-Day clock and the PSB bus interface.
These areas are illustrated in Figure 2.

CENTRALIZED SYSTEM-WIDE
CONTROL SUBSYSTEM

Parallel System Bus Clock Generation

The CSM generates the Parallel System Bus clocks.
The Bus Clock (BCLK*) 10 MHz signal and the Con-
stant Clock (CCLK*) 20 MHz signal are supplied by
CSM to all boards interfaced to the Parallel System
Bus. These boards use the Bus Clock 10 MHz signal
for synchronization, system timing, and arbitration
functions. The Constant Clock is an auxiliary clock.
The frequency of the Bus Clock and Constant Clock
can be halved via jumpers for diagnostic purposes.

B8ITBUS™

280070-2

Figure 1. Typical MULTIBUS® Il System Configuration

SYSTEM
INTERCONNECT TR
SPACE

SUPPORT

MULTIBUS" 1l
PSB BUS PARALLEL
MULTIBUS SYSTEM BUS
INTERFACE

i

CSM LINK
INTERPACE

-

TO MULTIBUS® |
LINK BOARD

U

CENTRALIZED
SYSTEM-WIDE
CONTROL

TIME-OUT
CONTROL

280070-3

Figure 2. Block Diagram of iSBC® CSM/001 Board
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iSBC CSM/001 MODULE

Reset Control and Power-Fail/
Recovery

The CSM sends a system-level reset/initialization
signal to all boards interfaced to the Parallel System
Bus. The CSM assigns slot |.D. and arbitration I.D. to
these boards during this initialization process. It pro-
vides this signal upon pressing of the reset switch,
restoration of system power or a software request
for reset received via the CSM interconnect space.
The reset switch may be jumper-configured to cause
a power-up or warm reset, with cold reset the default
configuration. The reset switch is located on the
front panel. Additionally, warm reset and cold reset
signals can be input through the P2 connector.

The CSM power supply interface is accomplished
via the ACLO input of the P2 connector. ACLO is an
open collector input from the power supply which
provides advance warning of imminent power fail. If
battery backup is not required, a jumper is provided
on the CSM to disable the power fail signal ACLO.

TIME-OUT SUBSYSTEM

The TIMOUT* (Time-Out) signal is provided by the
CSM whenever it detects the failure of a module to
complete a handshake. This TIMOUT* signal is re-
ceived by all boards interfaced to the PSB bus and
may be disabled via the interconnect space.

INTERCONNECT SUBSYSTEM

The CSM Interconnect subsystem provides arbitra-
tion 1.D., and slot I.D. initialization, software configu-
rable interconnect space, and on-board diagnostics
capability.

At reset, the CSM supplies each board interfaced to
iPSB bus with its slot I.D. and its arbitration 1.D. The
slot I. D. assignment allows user or system software
to address any board by its physical position in the
backplane.

The interconnect space has both read-only and soft- .

ware configurable facilities. The read-only registers
hold information such as vendor number and board

4-12

type, so that this information is available to the sys-
tem software. The CSM software configurable inter-
connect space allows write ‘operations to support
board configuration and diagnostics under software
control. The CSM also uses interconnect space for
system wide functions such as providing a time/date
record (from time-of-day clock), software access to
diagnostics and software control of the system wide
functions.

BUILT-IN-SELF-TEST (BIST)
DIAGNOSTICS

Self-test/diagnostics have been built into the heart
of the MULTIBUS Il system. These confidence tests
and diagnostics improve reliability and reduce manu-
facturing and maintenance costs. LED 1 (labeled
BIST) is used to indicate the status of the Built-In-
Self-Test. It is turned on when the BIST starts run-
ning and is turned off when the BIST completes suc-
cessfully: In addition, all error information is record-
ed in-interconnect space so it is accessible to soft-
ware for error reporting.

The Built-In-Self-Tests performed by the on-board
microcontroller at power-up or at software command
are:

1. PROM Checksum Test—Verifies the contents of

the 8751 microcontroller.

RAM Test—Verifies that each RAM location of

the 8751 microcontroller may store 0’s and 1’s by

complementing and verifying twice each RAM lo-
cation.

. Real Time Clock Chip RAM Test—Verifies that
reads and writes to the RAM locations on Real
Time Clock Chip are functional.

. Real Time Clock Test—Reads and writes all RAM
locations of the RTC chip. Not run at power-up
due to destructive nature.

. Arbitration/Slot 1.D. Register Test—Verifies that
arbitration and slot 1.D.s can be read and written
from on-board.

. 8751 Status Test—Verifies that input pins of the
8751 are at correct level. , '

. Clock Frequency Test—Tests accuracy of Real
Time Clock to 0.2% against bus clock.

2.
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iSBC CSM/001 MODULE

CSM LINK INTERFACE

The CSM Link Interface and the MULTIBUS | iSBC
LNK/001 board provides a bridge between MULTI-
BUS | and MULTIBUS |l systems. Hybrid systems
can be built for development or target. The CSM
Link Interface uses the P2 connector on the iSBC
CSM/001 module for transferring commands and
data from MULTIBUS Il to a MULTIBUS | Link board.
The MULTIBUS | Link board (iISBC LNK/001) is pur-
chased separately from the iSBC CSM/001 board
and includes the cable which connects the iSBC
CSM/001 board and the MULTIBUS | Link board
(see Figure 3).

The CSM Link Interface supports 8- or 16-bit trans-
fers via a 16-bit address/data path. The iSBC
LNK/001 board resides in the MULTIBUS | system

and provides a memory and 1/0 access window to
MULTIBUS | from the MULTIBUS Il Parallel System
Bus. Only one iSBC LNK/001 board can be con-
nected to the iISBC CSM/001 module.

TIME-OF-DAY CLOCK SUBSYSTEM

The Time-Of-Day Clock subsystem consists of a
clock chip, battery, and interface circuitry. The clock
provides time keeping to 0.01% accuracy of frac-
tions of seconds, seconds, minutes, hours, day, day
of week, month, and year. This information is acces-
sible via the interconnect space. The battery back-
up for the clock chip provides 2 years of operation.

<i isx™ i

< ¥ muLtiBuse ¥ pse BUS ] J> < ¥ wmutisuser ¥ systemeus ¥ >
2800v70-4
Figure 3.iSBC® CSM/001 Link Interface
SPECIFICATIONS Link Cable
The Link cable uses a 64-conductor ribbon cable for
System Clocks interconnecting the CSM board to the Link Board.
The maximum length for the cable is 1 meter.
BCLK* (Bus Clock) 10 MHz :
CCLK* (Constant Clock) 20 MHz e ae
LCLK* (Link Clock) joMHz Interface Specifications

Jumper option available to divide these frequencies
in half '

4-13

Location Function Part #
P1 PSB Bus 603-2-IEC-C096F
P2 Link aqd Remote 603-2-IEC-C064-F
Services
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iSBC CSM/001 MODULE

PHYSICAL DIMENSIONS

The iSBC CSM/001 board meets all MULTIBUS Il
mechanical specifications as presented in the MUL-
TIBUS Il specification.

Double-High Eurocard Form Factor: '

Depth: 220 mm. (8.7 in.)
Height: 233 mm. (9.2 in.)
Front Panel Width: 20 mm. (0.78 in.)
Weight: 4820 gm. (16.5 0z.)

ENVIRONMENTAL REQUIREMENTS

Temperature: (inlet air) at 200 LFM airflow over

boards
Non-operating: —40 to +70°C
Operating: 0 to +55°C

Humidity: Non-operating: 95% RH @ 55°C

Operating: 90% RH @ 55°C

POWER REQUIREMENTS

Voltage (volts) Current (amps)
+5 6A (max.)
+5VBB 1A (max.)

4-14

BATTERY CHARACTERISTICS

3V nominal voltage; capacity of 160 milliamp hours
minimum.

BATTERY DIMENSIONS

Outside dimension
Height

20 mm-23 mm
1.6 mm-3.2 mm

REFERENCE MANUALS
iSBC CSM/001 Board Manual (#146706-001)

Manuals may be ordered from any Sales Represent-
ative, Distributor Office, or from the Intel Literature
Department, 3065 Bowers Ave., Santa Clara, CA
95051.

ORDERING INFORMATION

Part Number Description
iSBC CSM/001 MULTIBUS |l Central Services
Module



MULTIBUS®IlI CENTRAL SERVICES MODULE"

COST REDUCED CENTRAL SERVICES MODULE

The iSBC® CSM/002 module is a small, surface mount circuit board which performs all
central service module (CSM) functions as required by the IEEE/ANSI 1296 MULTIBUS® I
specification. This credit card sized module mounts on a compatible base board such as
the iSBC 386/258, iISBC 386/133, or iSBC 486/125DU single board computer. The
combined host board and CSM module require only one card slot. The small size and
high functionality of the iISBC CSM/002 module is achieved by taking advantage of silicon
support for CSM functions on the MPC (Message Passing Coprocessor) bus interface
component. This module reduces system cost while remaining software compatible with
the previous iSBC CSM/001 board.

FEATURES
e Full IEEE/ANSI 1296 Compliance for e Battery Backup Time-of-day Clock
CSM Functions: e Slot 0 Detection Circuit
— Arbitration and Slot ID Initialization ¢ Clock Based Alarm Function for
—BCLK and CCLK Generation Periodic Interrupt
—PSB Bus Timeout Monitoring o 28 Bytes Non-volatile RAM
—Reset Sequencing for Warm and Cold e Chassis ID for Crate-to-Crate
Resets Addressing
— Power Fail Indication and Recovery e |Low Battery and Oscillator Failed
* Software compatible with the iSBC Warnings

CSM/001 board, but saves a card slot

* The MULTIBUS Ii Central Services Module, 1ISBCCSMO002 1s also manufactured under product code pSBCCSMO002 by Intel of Puerto Rico, Inc
and sSBCCSMO0S by Intel Singapore, Ltd

- =
I I @ September, 1989

@© Intel Corporation 1989 Order Number 280694-001
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FEATURES

WHAT IS A CENTRAL SERVICES
MODULE?

The Central Services Module centralizes a variety of
bus management tasks in a Multibus® 1l based
system, reducing system overhead:

¢ Sequencing of reset signals on the PSB backplane.

e Assignment of card slot and arbitration IDs.

e Supplies a 10 MHz. system-wide clock signal
(BCLK). '

e Monitors the PSB bus for time outs, and signals a
bus error when a parity error is detected.

FULL IEEE 1296 COMPLIANCE

The iSBC CSM/002 module meets all timing
requirements for Central Services Module functions
according to the MULTIBUS® |l specification. This
ensures reliable, clean system clock signals and
correct reset sequencing for system power-on, power-
fail, and front panel warm and cold resets. When
used in a system where the power supply is capable
of generating an ACLO indicator, the CSM module
will signal a non-maskable interrupt to the host CPU
shortly before the power goes down.

COMPACT SIZE: NO LONGER REQUIRES
A SEPARATE CARD SLOT

The iISBC CSM/002 module reduces total system cost.

by supporting all CSM functions in an inexpensive,
credit card sized module. This module mounts
component side down onto compatible baseboards
like the iSBC 386/258, iSBC 386/133, or iSBC
486/125DU single board computers which have built-
in CSM connectors. The combined host board and
CSM module occupy only one card slot. The iSBC
CSM/002 module is fully software compatible with the
earlier iISBC CSM/001 board, and is a direct
replacement. Only one CSM module is required per
system.

TIME OF DAY CLOCK FUNCTIONS

A battery backed up time-of-day clock is supplied on
the iSBC CSM/002 module. This feature is software
compatible with the existing Time and Date
commands supported by various Intel supplied
operating systems. In addition a new periodic alarm
function is now available. This feature allows the user
to generate an interrupt to the local processor based
on the system clock. Intervals can be selected
ranging from one second to one year. One example
of how to use this might be to schedule a disk
backup to tape at 1:00am on Friday of each week.

NON-VOLATILE RAM FUNCTIONS

A two byte chassis ID is stored in an interconnect
register in order to identify a particular backplane
segment in a network which consists of a large
number of nodes distributed in multiple chassis. In
addition, there are 28 bytes of user definable non-
volatile RAM available. One application might be for a
bootstrap password to prevent unauthorized access
to a system.

PROGRAMMATIC INTERFACE

All access to the above functions is via a set of
function records contained in interconnect address
space. These registers are resident on the host in slot
zero, but are accessible to any agent on the PSB.
This allows other boards to query reset status, bus
errors, system time, NVRAM contents, and many
other centralized functions.

WORLDWIDE SUPPORT AND SERVICE

Assistance in developing and supporting MULTIBUS®
Il applications is available through Intels network of
field application engineers, system engineers,
customer training centers and service centers.

INTEL QUALITY—-YOUR GUARANTEE

The iSBC CSM/002 module is designed and
manufactured in accordance with Intels high quality
standards. Quality is verified by rigorous testing in
Intel's state-of-the-art Environmental Test Laboratory.

ORDERING INFORMATION
ORDER CODE: SBCCSM002

DOCUMENTATION: iSBC CSM/002 Hardware
Reference Manual P/N
459706-001

AP NOTE: “Design of a Cost Reduced Central
Services Module for MULTIBUS® II"

For more information or the number of your nearest
Intel sales office, call 800-548-4725 (good in the U.S.
and Canada).

4-16
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iSBC® LNK/001* BOARD
MULTIBUS® Il TO MULTIBUS® | LINK BOARD

m Development Vehicle Making m 32K Bytes of MULTIBUS® | I/0 Mapped
MULTIBUS® | iSBC® Boards Accessible into MULTIBUS® Il I/0 Space
to MULTIBUS® Il Board Designers Configurable from MULTIBUS® II

m On Board 128K Byte Dual Port DRAM Interconnect Space
Memory - m Conversion of MULTIBUS® | Interrupts

m 16M Bytes of MULTIBUS® | Memory to MULTIBUS® Il Interrupt Messages
Mapped into MULTIBUS® Il Memory ®m MULTIBUS® | Form Factor Board
ppace Configurable from MULTIBUS® Il w Connects to MULTIBUS® I Central
nierconnect Space Services Module (iISBC CSM/001 Board)

via a 3 Foot Flat Ribbon Cable

The iISBC® LNK/001 board maps MULTIBUS | memory and I/0O space into the MULTIBUS Il iPSB bus and
converts MULTIBUS | interrupts into MULTIBUS |I interrupt messages. Up to 16M Bytes of MULTIBUS |
memory and up to 32K Bytes of MULTIBUS | I/0 is addressable from MULTIBUS Il through the iSBC LNK/001
board. Additionally, 128K Bytes of dual port DRAM memory resides on the iSBC LNK/001 board for use by
both MULTIBUS | and MULTIBUS |l systems. MULTIBUS Il OEM product designers can now speed hardware
and software development efforts by using the iSBC LNK/001 board to access standard or custom MULTI-
BUS | products.

280135-1

*The 1ISBC® LNK/001 is also manufactured under product code piISBC® LNK/001 by Intel Puerto Rico, Inc.

September 1989
4-17 Order Number: 280135-003
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iSBC® LNK/001

GENERAL DESCRIPTION

The iSBC LNK/001 board makes MULTIBUS | prod-
ucts accessible to MULTIBUS Il designers. The
iSBC LNK/001 board resides in the MULTIBUS |
. system and connects to the Central Services Mod-
ule (ISBC CSM/001 board) via a 3 foot flat ribbon
cable. The ribbon cable connects the P2 connector
of the iISBC LNK/001 board to the P2 connector on
the Central Services Module. The iSBC LNK/001
board supports:

a. 128K Bytes of Dual Port DRAM,

b. 16- and 24-bit addressing into 16M Bytes of MUL-
TIBUS | memory with 8- and 16-bit data paths,

. 8- and 16-bit addressing into 32K Bytes of MULTI-
BUS | I/0 with 8- and 16-bit data paths,

. MULTIBUS | interrupt to MULTIBUS 1I interrupt
message conversions of up to eight levels of non
bus-vectored interrupts via an 8259A programma-
ble interrupt controller, and

. initialization tests and Built-In-Self-Test (BIST) us-
ing interconnected address space.

APPLICATIONS

The primary application of the iSBC LNK/001 board
is in the design development environment. The iSBC
LNK/001 board allows designers to start their devel-
opment efforts by leveraging existing MULTIBUS |
products or to begin modular design efforts and pre-
serve investments in custom products. In either
case, the use of leverage with existing MULTIBUS |
hardware and software allows designers to begin
their MULTIBUS Il product designs.

MEMORY AND I/0 READ/WRITE
SEQUENCE

The iSBC LNK/001 board establishes a master/
slave relation between a MULTIBUS Il system and a

MULTIBUS | system. A MULTIBUS Ii agent request-
ing a memory transfer involving the iSBC LNK/001
board is directed through the CSM to the iSBC
LNK/001 Dual Port memory or a MULTIBUS | slave.
If the access address is within the MULTIBUS li Dual
Port window, the transaction is acknowledged by the
iSBC LNK/001 board and returned to the MULTI-
BUS |1 iPSB through the CSM. In the.event the ad-
dress is outside the MULTIBUS Il Dual Port window,
the transaction is directed to the MULTIBUS | sys-
tem. Here the iSBC LNK/001 board enters arbitra-
tion for the MULTIBUS | system bus to complete the
requested transaction. Once the iSBC LNK/001
board is the owner of the MULTIBUS | system bus,
data is transferred to or from the iSBC LNK/001
board/Central Services Module connection. The
MULTIBUS | slave acknowledges the transfer and
the iSBC LNK/001 board passes the acknowledge
on through the Central Services Module to the MUL-
TIBUS Il iPSB. ’

MULTIBUS Il 1/0 operations are always directed to
the MULTIBUS | 1/0 slaves and consequently re-
quire arbitration for the MULTIBUS | system bus.

INTERCONNECT MAPPING

The function record of the iISBC LNK/001 board, a
function record within the Central Services Module
interconnect template, appears as a board within a
board (see Table 1). The actual iSBC LNK/001

_ board configuration is done through unique intercon-

nect registers using the same slot ID as the Central
Services Module. The iSBC LNK/001 function rec-
ord begins at an offset of 256 from the start of the
CSM template and the EOT (End Of Template) byte
is attached as the last function of the iISBC LNK/001
function record.

Dual Port 128K Byte DRAM Memory

A dynamic RAM Dual Port, resident on the iSBC
LNK/001 board, provides a 128K Byte media for

iLex™ u

PSB BUS

l ! " MuLTIBUS 1

* 4> < ! MULTIBUS" | L SYSTEM BUS - *

280135-2

Figure 1. Sequence Diagram
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iSBC® LNK/001

MULTIBUS | and MULTIBUS Il agents to pass data
efficiently. With both buses sharing the Dual Port
memory the need for the MULTIBUS Il system to
continuously arbitrate for MULTIBUS | system ac-
cess is eliminated. Consequently, each bus can con-
tinue operating at its respective speed when access-
ing the iSBC LNK/001 Dual Port memory.

MULTIBUS® | Memory Addressability

The MULTIBUS | system views the iSBC LNK/001
Dual Port as a contiguous 128K Byte memory block
mapped into the 16M Bytes of MULTIBUS | memory
address space starting at the Dual Port Start Ad-

dress register value. This memory block, configura-
ble on any 64K Byte boundary within the MULTIBUS
| memory address space, is set via interconnect ac-
cesses to the iISBC LNK/001 function records from
the MULTIBUS Il system (see Table 1). The first
16M Bytes of MULTIBUS |l memory space can be
mapped in the 16M Bytes of MULTIBUS | memory
address space (see Figure 3).

MULTIBUS® | 1/0 Addressability

Up to eight 4K Byte blocks of MULTIBUS Il I/0
space can be mapped into MULTIBUS | I/0O space

Table 1. Function Record Overview iSBC® LNK/001 Board

Offset - Description Offset Description
0-255 iSBC CSM/001 Header and 271 MBI Dual Port End Address
: Function Record 272 MBII Dual Port Start Address
256 Board Specific Record Type 273 MBII Dual Port End Address
257 Record Length 274 MBIl Memory Start Address
258 Vendor ID, Low Byte 275 MBIl Memory End Address
259 Vendor ID, High Byte 276 170 4K Segment Control
260 Link Version Number 277 MBI Interrupt Enable
261 Hardware Revision Test Number 278 Link Interrupt 0 Destination Address
262 Link General Status 279 Link Interrupt 1 Destination Address
263 Link General Control 280 Link Interrupt 2 Destination Address
264 Link BIST Support Level 281 Link Interrupt 3 Destination Address
265 Link BIST Data In 282 Link Interrupt 4 Destination Address
266 Link BIST Data Out 283 Link Interrupt 5 Destination Address
267 Link BIST Slave Status 284 Link Interrupt 6 Destination Address
268 Link BIST Master Status 285 Link Interrupt 7 Destination Address
269 Link BIST Test ID 286 Interrupt Source Address
270 MBI Dual Port Start Address 287 Link Status Register
288 EOT (End of Template) °

N
N

V.

[72]
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m
<
BUS AND LINK -
MESSAGE DUAL o
CONTROL PORT 3
LOGIC RAM I&-I
=]
[=]
S <

1 INTERRUPT

G

< . [
MULTIBUS® |

280135-3

Figure 2. Link Board Dual Port Drawing
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iSBC® LNK/001

MULTIBUS® Il
4GB
MBIl
MEM
MULTIBUS® |
16MB —_——— ) 16MB
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Figure 3. MULTIBUS® | Memory
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(see Figure 3). MULTIBUS I 1/0 accesses must be
from 32K Byte to 64K Byte in order to be mapped
into MULTIBUS | I/0O address space. These blocks
are specified through an interconnect access to the
“I/0 4K Segment Control” register (see Table 1).
Each bit in the register represents a 4K Byte block of
1/0 addresses. When a bit (or bits) is set, the 4K
Byte block of MULTIBUS Il 1/0 space represented
by that bit will be dedicated to MULTIBUS | 1/0
space.

Interrupt to Message Conversion

As the iSBC LNK/001 board receives non-bus vec-
tored interrupts from the MULTIBUS | system, the
on-board 8259A programmable interrupt controller
(PIC) prioritizes the MULTIBUS | interrupts and initi-
ates the MULTIBUS |l unsolicited interrupt message
generation process. Up to 8 levels of non-bus vec-
tored interrupts are supported by the iISBC LNK/001
board.

The iSBC LNK/001 board generates the MULTIBUS
Il interrupt messages and is the Interrupt Source.
The iSBC LNK/001 board is assigned a Source ID
through interconnect space when the MULTIBUS i
system is powered up or when the user programs
the source ID register via interconnect space. The
Interrupt Destination is the MULTIBUS |l board to

which the interrupt message is being sent. Each of
the eight MULTIBUS | interrupt lines can be pro-
grammed to generate a unique MULTIBUS I desti-
nation address. These destination addresses are ini-
tialized through interconnect space by programming
the iSBC LNK/001 Interrupt Destination Address
Registers. The message source address is also con-
figurable via interconnect space by writing to the In-
terrupt 0 Source Address Register with a base value.
Once the base value of source Address 0 is estab-
lished, Source Address 1 through 7 are set for incre-
menting values by the 8751A interconnect proces-
sor. The iSBC LNK/001 board recognizes MULTI-
BUS Il Negative Acknowledge agent errors
(“NACK”) and performs an automatic retry algo-
rithm.

Initialization Tests and BIST

Self test and diagnostics have been built into the
MULTIBUS Il system. The BIST LED is used to indi-
cate the result of the Built-In-Self-Test and turns on
when BIST starts running and turns off when it has
successfully executed. BIST test failure information
is recorded in the interconnect space and is accessi-
ble to software for error reporting.

PHYSICAL CHARACTERISTICS

Form Factor

The iSBC LNK/001 board is a MULTIBUS | form fac-
tor board residing in a MULTIBUS | system. Physical
dimensions are identical to all standard MULTIBUS |
boards. ‘

Connection to MULTIBUS® II Bus

The iSBC LNK/001 board connects to the iSBC
CSM/001 board in the MULTIBUS Ii system via a 60
pin conductor flat ribbon cable. The physical con-
nection is made on the P2 connector of both the
iSBC LNK/001 board and the iSBC CSM/001 board.
The cable termination requirements and DC require-
ments for the signal drivers and receivers are de-
tailed in the iSBC CSM/001 USERS GUIDE, Section
6.6.4. The maximum length of the cable is 3 feet.
The cable and the connectors are shipped unas-
sembled to allow user flexibility.

SOFTWARE SUPPORT

To take advantage of iISBC LNK/001 Dual Port ar-
chitecture, existing software device drivers may re-

" quire modification. Device driver changes depend on
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the specific application and vary in complexity de-
pending upon the device driver.
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iSBC® LNK/001

SPECIFICATIONS

Word Size

16- and 24-bit Address Paths
8- and 16-bit Data Paths
Block transfers are not supported

Cable Characteristics

The cable is a 60 pin conductor flat ribbon cable with
a maximum length of 3 feet. The P2 connector to the
iSBC LNK/001 board is a 30/60 pin board edge
connector with 0.100” pin centers, KEL-AM Part
Number RF30-2853-5. The connector to the P2 DIN
connector on the iISBC CSM/001 board is 3M Part
Number 3338-000.

Interface Specifications

Location Function
P1 MULTIBUS IEEE 796 System Bus
P2 Cable connection to P2 connector of

iSBC CSM/001 board

PHYSICAL DIMENSIONS

The iSBC LNK/001 board meets all MULTIBUS |
mechanical specifications as presented in the MUL-
TIBUS | specification.

Depth: 17.15 cm (6.75 in.)

Height: 1.27 cm (0.50 in.)

Front Panel Width: 30.48 cm (12.00 in.)
Weight: Estimated 565 g (20 oz.)

ENVIRONMENTAL REQUIREMENTS

~ Temperature: Inlet air at 200 LFM airflow over
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boards

Non Operating: —40°C to +75°C
Operating: 0°C to +55°C

Non Operating: 0 to 95% RH @ 55°C
Operating: 0 to 95% RH @ 55°C

Humidity:

POWER REQUIREMENTS

Voltage: +5V
Current: 7.14 Amps

REFERENCE MANUALS
iSBC LNK/001 Users Guide (#148756-001)

iSBC CSM/001 Users Manual (#146706-001)

Manuals may be ordered from any Sales Represent-
ative, Distributor Office, or from the Intel Literature
Department, 3065 Bowers Ave., Santa Clara, CA.
95051.

ORDERING INFORMATION

Part Number Description

iSBC LNK/001 MULTIBUS Il to MULTIBUS | iSBC
LNK/001 Interface Board
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MULTIBUS® Il GPTF

TESTER OVERVIEW

The MULTIBUS Il General Purpose Test-Fixture
(MULTIBUS Il GPTF) is a state-of-the-art high per-
formance tester used to test MULTIBUS Il boards in
a typical systems environment. The System Test
Board Level or STBL, as it is usually referred to, is
done using the MULTIBUS Il GPTF. The STBL is
used to validate that the iSBC board will performin a
system environment under a variety of temperature
and voltage conditions. The MULTIBUS Il GPTF is a
fully automated tester with minimum operator inter-
vention required. It can test from one to four boards
of the same type at a time. A full range of keyboard
commands are available for troubleshooting. The
human interface is through the Front Panel and the
CRT terminal. The MULTIBUS Il GPTF requires the
use of a Televideo 955 terminal which is included
with the GPTF order.

The users manual is written at the operator’s level
and thus does not require a technician to perform
tests. The users manual is written in two parts; oper-
ator’s instructions and technician’s troubleshooting
section. An installation guide is also furnished.

The MULTIBUS Il GPTF does not require any spe-
cial Test EPROMs to do the STBL. The STBL can
be loaded and stored in the hard drive using either
the floppy drive or downloaded from an Intel Series
Ill Development System. Once the STBLs are load-
ed into the hard drive, reconfiguration time (when
testing different types of boards) is typically limited
to exchanging the bus drawer. The STBLs for the
most part use the Built-In Self Tests (BISTs) which
are part of the MULTIBUS Il Board Product Firm-
ware, to test the Unit Under Test (UUT).

The MULTIBUS Il GPTF adheres to MULTIBUS Il
architecture and follows the Intel Interconnect Inter-
face Specification (IIS) and the Intel Initialization and
Diagnostics eXecutive (IDX).

HARDWARE OVERVIEW

The MULTIBUS Il GPTF is uniquely designed for
ease of maintainability with three enclosures. The
front enclosure is the heat chamber that houses the
UUTs. Behind the heat chamber are the two com-
puter systems; the Test Computer System and the
Control Computer System. Each system has its own
power supply.

The Test Computer System, which is MULTIBUS I
based, is located immediately behind the heat cham-
ber. It is the slave system to the Control Computer
System. Its function is to perform the testing and
report test status back to the Control Computer Sys-
tem. The Test Computer System contains three
HOST MULTIBUS Il boards which always reside in
the GPTF.
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The Hot Box Test Chamber has slots for testing
one to four UUT’s simultaneously. Both the +5V
and temperature can be varied by the Control Com-
puter (or the user) to test the boards in a worst case
condition. The +5V voltage can be margined
+10%, and the temperature can be raised from
room temperature to 70°C.

The Control Computer System is located in the
rear of the GPTF and is a MULTIBUS | based sys-
tem. Its function is to control and manage the Test
Computer System. This system controls the AC
power to the Test Computer System, has the capa-
bility to margin the DC voltages to the UUT, controls
the heat chamber heater coils, reset and interrupt
lines to the iISBC CSM/001 board, and controls the
170 to the CRT video display, front panel, and the
secondary storage. The Control Computer contains
an 8-slot MULTIBUS | backplane and five iSBC
boards.

The secondary storage consists of a 3.5", 40 Mbyte
winchester hard drive and a 5.25", 48 TPl floppy
drive. Both iRMX86™ and PC-DOS™ format floppy
diskettes can be used. The hard drive and the floppy
drive are controlled by the Intel iISBC 214 Peripheral
Controller board. Additional 3.5" and 5.25" Periph-
eral Controller board. Additional 3.5” and 5.25" pe-
ripheral bays are designed in for future Intel use.

Variable P2 Interface capability in the MULTIBUS I
architecture allows for variable use of the P2 con-
nector on iSBC boards. The iLBX™ I connector is
used on some boards, like the iISBC 286/100 and
the iSBC MEM/3XX boards, SCSI is used on boards
like iISBC 386/258 etc. The MULTIBUS Il GPTF has
the bus drawer feature in the Test Computer System
to support the variable P2 interface. Each bus draw-
er is designed for a specific P2 interface. For exam-
ple, the CODE1 bus drawer, shipped with the GPTF,
supports iLBX Il. The bus drawers are easy to in-
stall—slide it in and tighten the two thumb screws.
Only two types are shipped with the product. All the
parts of the bus drawer are generic except the P2
connector itself. Each bus drawer is coded so that it
can be recognized by the STBL software.

SOFTWARE OVERVIEW

The MULTIBUS Il GPTF runs on iRMX 86 software
specially configured for the GPTF. The operating
system resides on the hard drive Control Computer
System. The DIR command will assist in locating the
various directories on the hard drive.

The Tester Control Program (TCP), also iRMX 86-
based Operating System, resides on the hard drive
and runs on the Control Computer System (iSBC
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MULTIBUS® Il GPTF

186/51 board). The TCP resembles a mini operating
system. It supports a range of keyboard commands
which are useful to run STBL and to troubleshoot
suspect boards. A set of ten command strings can
be stored in the STBL software and may be invoked
at run time by the operator.

Using TCP commands, the operator can control the
functions of the GPTF. TCP also responds to the
front panel buttons, (START & QUIT) thus, making
the GPTF automated. The CRT displays dedicated
fields to indicate corresponding status of the testing
such as: UUT board D, UUT power supply status,
voltage margin as percent of nominal voltage, and
slot location of UUT.

The TCP operates in two modes, PRODUCTION
TEST MODE (default) and TROUBLESHOOTING
MODE. These modes allow the GPTF to be operat-
ed in a fully automated mode or a manually con-
trolled mode. The PRODUCTION TEST MODE is
turned off while troubleshooting with just a simple
keyboard command.

The TCP works in conjunction with the firmware on
the Host CPU board in the Test Computer System.
The firmware is usually referred to as Host Firmware
(HFW). Apart from communicating with the TCP, the
HFW is an implementation of the Master Test Hand-

ler, as defined in the IDX. The Host firmware under
the control of the TCP performs the testing of the
UUTs.

The STBL can have tests of three different types.
TYPE 1 tests run on the HOST only, TYPE 2 tests
run on UUT only and TYPE 3 tests have both UUT
and HOST code and can run on both. When testing
more than one UUT, the TYPE 2 tests are executed
in parallel by the UUTs. A given STBL can have any
mixture of these three types of tests.

TESTER BLOCK DIAGRAM

Figure 1.shows a block diagram of the tester, in a
level of detail sufficient to understand basic tester
operation. The top of the sketch shows the MULTI-
BUS Il system where testing takes place. On the left
are the UUT slots, and on the right the host boards.
Both iPSB and iLBX Il busses are shown. The iLBX |l
backplane is physically installed in a removable bus
drawer. Important communication paths shown are:
a fast parallel path between host processor and con-
trol computer, and serial channels to the terminal
and Series |l development system. Details omitted
for clarity include the heaters; most cabling; temper-
ature sensors; + 5B and heater relays.

HOT BOX TEST
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280189-2

Figure 1. Tester Block Diagram
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intel MULTIBUS® Il GPTF
SPECIFICATIONS
Size: 25"W x38"D x 24.5"H
Weight : 90 Ibs.
Power Ratings USA Units International Units Japan Units
Nominal Voltage Rating 110 volts 220 volts 100 volts
Current Rating 30 amperes 15 amperes 30 amperes
Frequency Rating 60 hertz 50 hertz 50/60 hertz
FUSE RATINGS HEATER COIL RATINGS
Power Ratings | USA/Japan | International Power Ratings | USA/Japan | International
F1—Heater Coil 10A @ 250V | 5A @ 250V Heater Coil 1 1000W 110V | 1000W 220V
1 Fuse Heater Coil 2 660W 110V 660W 220V
F2—Heater Coil 6A @ 250V | 3A @ 250V Heater Coil 1 is to your right when you face the GPTF.
2 Fuse
F3—MULTIBUS | 7A@ 125V | 4A @ 250V
Power Supply Fuse
FA—MULTIBUS Il | 15A @ 250V | 10A @ 250V
Power Supply Fuse
POWER SUPPLY RATINGS
Power Ratings USA/Japan International
' *Input V Output W Input vV Output W
1. Control Computer System Power Supply 90-132Vv 220W 180-264V 220W
2. Test Computer System Power Supply 90-132V 750V 180-264V 750W

*“Input V" is the input voltage and the “Output W” is the output power.

POWER PLUGS

USA—The MULTIBUS Il GPTF comes with a factory
installed power plug which is a TWIST LOCK 30A,
125V PLUG.

INTERNATIONAL AND JAPAN—The MULTIBUS I
GPTF is shipped WITHOUT a power plug because
of the varied nature of the power outlets in other
countries. CHOOSE A PLUG WHICH MEETS THE
ELECTRICAL REQUIREMENTS OF THE TESTER.
The GPTF is rated at 15A for INTERNATIONAL use
and 30A for JAPAN.
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The power outlet should be of proper rating. THIS
APPLIES TO BOTH USA AND INTERNATIONAL
UNITS. PLEASE USE THE FOLLOWING GUIDE-
LINES:

INTERNATIONAL—A 15A drop with a receptacle of
equivalent rating.

USA AND JAPAN—A 30A drop with a receptacle of
equivalent rating.
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The MULTIBUS® li Bus Structure

John Hyde
Multibus Il Marketing Manager
Intel Corporation, Hillsboro, OR, 97123

Introduction

Many people equate the phrase “Multibus II" with
the Parallel System Bus defined within the IEEE/ANSI
1296 specification. While this over simplification is often
useful, the failure to appreciate that it /s a contraction
of a more embracing architecture can lead one astray
when comparing the Multibus Il bus structure with other
buses. Comparisons between the Multibus [l Paraliel
System Bus and other buses are often completed in
isolation, without full regard to the framework in which
the Multibus Il architecture was defined. This chapter
rebuilds this framework, describes its hierarchical
structure and details how its features are required for
multiple microprocessor designs of today.

Customer needs define the new bus structure.

Intel Corporation had had many years experience
with the Muitibus standard before embarking upon the
requirements for a “next generation” bus structure. The
first Multibus standard bus was introduced in 1974 and
it was fundamentally a CPU/Memory bus. It evolved
along with microprocessor technology to become a multi-
master shared memory bus capable of solving most real
time applications of the 1980s. The silicon trends
throughout the 1980s were dramatic with DRAM densities
increasing by a factor of two every three years, so
projecting exactly what customers would require in the
late 1980s and through to the 1990s was particularly
difficult. Intel therefore set up a consortium with eighteen
of its larger customers and other industry leaders who
could see the potential within the single board computer
industry, to define the scope and possibilities of what
was to be called “Multibus Ii”.

It was known that the rate of silicon integration
would allow a complete computer system including CPU,
Program Memory, Data Memory, Input/Output and bus
interface to be fabricated upon a single board. With
such a large transistor budget to be spent upon
implementing a single board computer, where would be
the optimal places to best utilize the technology? Self
test and diagnostics could now be considered - with so

much silicon on a board it would be prudent to use some
of the transistor count to TEST the remainder of the
board. Since board manufacturers are integrating more
and more VLSI silicon onto their boards, the user needs
some reassurance that the basic board functionality is
intact before they load their value added code - the user
is demanding on board diagnostics for these highly
integrated boards. The bus interface itself, not a
traditional candidate for high integration silicon circuitry,
could use transistors for added sophistication IF this
sophistication could make the single board computers
easier to use. A trend began to develop; transistors
added to improve ease of use filtered to the top of the
implementation list.

With the increased silicon densities available
semiconductor manufacturers turned their focus upon
increased capability peripheral components. Their use
on single board computers served to compound the
boards complexity and the single board computer‘user
was “rewarded” by having to wade through lengthy
reference manuals and innumerable jumper options -
often arriving at the final solution only by trial and error.
Memory mapping options, arbitration priorities, interrupt
levels and scores of other “tunable” parameters
contributed to the hassle, leaving the systems engineer
confused and amazed. Often the only solution was to
locate a board which had already been properly
configured and was operating and then copy off the
jumper list.

Board manufacturers built in numerous options
so that their products could be used in the broadest
possible spectrum of applications. The number of options
offered was not the core of the problem - but managing
them was. Options allow interrupt routing, memory
mapping, EPROM size selection, timing and other user
installed components. When the jumper count exceeded
200, it no longer made sense to monopolize board real
estate since an inexpensive microcontroller could be
used to manage the resources more effectively.

A system bus requires standardized system-wide




configuration information to be made accessible to
software, opening it to opportunities for centralized control
and coordination. Ideally the end-user of these products
will be completely unaware of the configuration process.
They simply remove the board from it's shipping
container, install the proper firmware, plug it into any
free slot in the backplane, and apply power. Things
work the first time around with no mess, no fuss, and no
configuration errors.

The consortium therefore placed focus on the
system aspects of a single board computer design. The
developing model for a typical system built from these
highly capable single board computers was based upon
functionally partitioned subsystems interacting across a
standardized communications channel. This precipitated
a change in philosophy for the traditional system
development from the single board computer outward to
a higher level systems perspective, specified tops-down
and bound together by rigid interfaces.

The consortium quickly reached consensus that
no single bus could be used to satisfy all aspects of a
design of this type - too many variables would have to
be compromised, so a muiltiple bus structure was
defined in a similar fashion to its Multibus | (IEEE 796)
predecessor. Figure 1 shows the four sub-buses defined
by the consortium: the iSBX® bus was retained for
incremental I/O expansion, a local CPU/Memory
expansion bus was proposed and two versions of a
SYSTEM bus (serial and parallel) were defined. The
concept of a SYSTEM bus is an important one to grasp
- all open buses to date were basically CPU/Memory
buses with little regard for system aspects. To have an
open bus SPECIFICALLY designed to be a system bus
was a bold step.

Functional partitioning as a solution for non-
obsolescence

Before detailing the attributes of each of the defined
buses that make up the Multibus Il systems architecture
it is important to appreciate the model developed for the

| Real World l/ﬁ Real World 1/

iRMX I

Incremental
I/O Bus

P2 P1

Local Expansion Bus System Bus

(Parallel and/or Serilal)

Figure 1. Since no single bus could solve the defined
problem set, a muiltiple bus solution was proposed

bus. Figure 2 shows a typical collection of systems
connected to a local area network or LAN. This type of
networked systems solution is very popular with systems
builders since it boasts a large array of benefits. The
solution is functionally partitioned - separate systems
are used to tackle different facets of an overall problem.
These systems are independent from each other and
decisions made to optimize each of them for their
individual task may be made in isolation with respect to
the other systems in the network. This degree of freedom
gives the systems architect an unquestioned edge when
engineering tradeoffs are being made. The choice of
hardware, options and software may be made with the
sole goal of solving the small part of the overall problem
currently in focus. Each system is typically tuned for its
task using specially configured hardware and software
and it is not uncommon to see multiple different operating
systems within a single network. Systems that MUST
respond in real time, for example, would use Intel's
iRMX® Real Time operating system or their iRMK™

System /O System I/O

4

A

Local Area Network >

Figure 2. Multiple diverse systems can co-exist on a Local Area Network using defined protocols



Real Time kernel, while a data base manager would use
an industry standard operating system such as UNIX®
or DOS. The systems would probably contain a diversity
of microprocessors.

Each of the systems are individually upgradeable.
If something bigger/better/faster/cheaper becomes
available it is easy to integrate this into a networked
systems solution. New technology may be applied at
strategic points on the network and no major overhaul of
the complete solution is ever required. Since the overall
system is continuously upgradeable it will not become
obsolete and will serve for many years.

The systems are independent in their own right,
capable of completing their assigned task in isolation
and need not be connected to the LAN to function. The
reason that they are connected to the LAN is to enable
the sharing of data. The LAN defines a media type and
details certain communications protocols that all the
systems on the network must adhere to - in this way the
diverse systems may share data in a consistent manner.

- Each system will require a hardware interface to the
media and a software interface to the network protocols.
Error recovery and retry algorithms are employed to
ensure reliable communications between the individual
systems on the network.

The software model for this functionally partitioned
solution is “protocol based” with “data movement”. In
this type of model the computer population is split into
server systems and consumer systems. A server
system provides facilities and resources to the network
such as file systems or access to a communications
hierarchy. A consumer system does work using the
facilities provided by the network servers. The consumer
software model makes defined requests for data that a
server will respond to. An inter-system communications
standard was developed by the International Standards
Organization and its seven-layer model is shown in
Figure 3. All interfaces are rigidly defined but the
implementation is not - this allows many diverse systems
to interact successfully.

U I
b e e e e mem = - =

UG I

Application

Presentation

Session

Transport

Network

Data Link

Physical

Figure 3. A seven layer inter-system communications
model has been defined by the International
Standards Organization

A major breakthrough.

Imagine now, keeping the same networked
topology but using the advances in silicon integration to
compress the systems into a single Multibus Il chassis
as shown in figure 4. We will use the parallel system bus
as the network media. We will use protocols on the
parallel system bus very similar to the protocols used
over the local area network. Each of the networked
systems will become a single board subsystem (or a
multi-board subsystem if the circuitry exceeds the area
of a single board). We have created a VERY Local Area
Network or a “Backplane LAN".

A Muttibus Il chassis with multiple boards operating
as a Backplane LAN is physically similar to a traditional
system but its networked-subsystems philosophy realizes
many benefits. This use of advanced Multibus Il bus

ro-—

f e m e e == -

I
U

Parallel System Bus - IEEE/ANSI 1296

Figure 4. Higher levels of sllicon integration allow a network topology to be used within a single system
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technology allows the systems builder to tackle multi-
CPU designs with confidence.

Partitioning a multi-CPU application into a set of
networked subsystems allows us the opportunity to focus.
We are able to break down a complex problem into
solvable sub-problems. These sub-problems are also
encapsulated therefore they can be solved independently
of the other problems. Encapsulation is an important
attribute of a Multibus Il subsystem. Encapsulation
assumes that a subsystem is intelligent and that it owns
most of the resources required to complete its assigned
task. These resources are private and are under the
sole control of the subsystem CPU(s). In a complex
subsystem these resources may be spread over multiple
boards as shown in figure 5. Even though there are
three physical boards in this example it is important to
appreciate that, at a systems architecture level, they are
treated as a single logical subsystem. The boards
within a subsystem communicate using a local expansion
bus defined on the P2 connector.

Physical
Boards
i ! L1
Local communication :::::::::I

I | Logi

: } Subsystem

| |

YL==—-cI

Subsystem communication ‘——PSTB_L’

Figure 5. Multi-board subsystems interact with each
other across a private P2 bus and appear as a single
logical subsystem

Implementing the Sub-buses.

The realization that a single bus could not solve
all of the problems is an important first step. The
requirements of each sub-bus are so different that
compromising their features will result in a sub-optimal
system solution. The majority of this chapter will detail
the system bus, but the other buses are discussed so
that a context for decisions made will be evident.

The Incremental I/O bus needs to be simple. Its
role is to allow the addition of a small piece of input/
output onto a single board computer to customize it fora
particular application. Performance is not an issue but
low interfacing costs are. More extensive 1/0 would be
added on the local expansion bus or on the system bus
if an accompanying microprocessor was appropriate.

The Local CPU/Memory Expansion bus will always
be dependent upon microprocessor technology. The
interface between a CPU and its memory needs to be
tightly coupled if we are to extract the maximum
performance levels from a given microprocessor family.
This bus will evolve with microprocessor technology
and will typically exist for only two to four years before it
has to be redesigned. If the CPU element requires more
MIPs then additional identical microprocessors could be
closely coupled on this local expansion bus; if these
microprocessors had on-chip or local caches, as many
of the higher performance offerings do, then this multiple
microprocessor CPU/Memory bus must be cache
coherent.

A major requirement of the SYSTEM bus is a
technology independent communications media. Since
this bus will remain constant throughout multiple
generations of microprocessors it must be decoupled
from the microprocessor technology used on the single
board computer. This loosely coupled approach, whereby
each single board computer subsystem is independent,
will enjoy all of the benefits of the systems networked on
a Local Area Network. Global system functions such as
initialization, diagnostics and configuration must be
added in a standardized way to this long-lived system
bus.

Physical Standards ‘

A reasonably large card size with ample power is
key to making the best use of the available levels of
silicon integration. While no real data has proven that
edge connectors should not be used, there is a definite
trend towards gas-tight pin-and-socket connectors. A
double Eurocard format, IEEE/ANSI. 1101 Standard,
with dual 96 pin DIN connectors was chosen for the
Multibus I standard. A ‘U’ shaped front panel, licensed
from Siemens, West Germany, was chosen for its
enhanced EMI and RFI qualities.

The Incremental /0 Bus

The .large array of existing iSBX (IEEE 894)
modules for the Multibus | family of products encouraged
its adoption within the Multibus 1l standard. The iSBX
strategy has proven itself with customers and vendors
alike.

The Local Expansion Bus

The exact bus used for local expansion will vary
according to the specific requirements and performance
levels required in a subsystem design. As far as the
IEEE/ANSI 1296 specification is concerned, this is an
open option and ANY bus that is suitable may be used.
Intel initiated a standard called iLBX® il which was
optimized for a 12MHz 80286 microprocessor although
other manufacturers have implemented this using
members of the 68000 family. Siemens have
implemented Multibus | on the P2 connector and called



Address Space Address Sequence Transfer Block Number of
Space Size Type Width (bits) Transfers Repling Agents
Memory 232 bytes Read/Write 8,16,24,32 Supported One
CPUMemory with increment
Space Input/Output 2**16 8-bit ports ReadWrite | 8,16,24,32 Supported One
without increment
Message 2°8 -1 Agents Wirite Only 32 Supported One or All
System 1 Broadcast without increment
Space Interconnect 2'*9 8-bit Read/Write 8 Not supported One
registers each agent

Figure 6. The Multibus® Il System Bus has two address spaces each subdivided into two sections

it the AMS bus. intel has also offered the PC/AT® bus
as a subsystem option on a range of PC compatible
products - while this subsystem bus is low performance,
it is a low cost method to add dumb I/0O to a Multibus Il
subsystem. The IEEE 896 committee is currently working
upon cache coherent extensions to Futurebus; this bus,
discussed in Chapter 7, would be a good candidate for a
high performance local expansion bus.

The System Bus

The CPU/Memory bus defined on most buses is
inadequate to support “systems-level” requirements so
a SYSTEM SPACE was added to the definition of the
Muitibus 1l System Bus. [A good analogy here, from the
software world, is the User/Supervisor Spaces common
in advanced operating systems]. This system space is
divided into two portions - Interconnect Space to fulffill
the initialization, diagnostics and configuration

requirements and Message Space to fulfill the
standardized communications requirements. Figure 6
shows the four address spaces available on the Multibus
Il system bus - note that the traditional CPU/Memory
space is retained for compatibility with existing buses
and to aid migration of existing applications into the
Multibus 1I environment. The system bus is optimized
for system space operations but CPU/Memory space
operations can perform well in their limited single cycle
mode.

Intel’s implementation of the Multibus Il Parallel
System Bus is contained in their VLSI bus interface
device, the Message Passing Coprocessor (MPC or
82389), whose functional block diagram is shown in
Figure 7. The MPC bus controller is a 70,000 transistor
single chip device designed to minimize the board area
required by the bus interface circuitry. By standardizing
the bus interface in publicly available silicon, all users of

LOCAL CPU BUS
8, 16, 24, 32 BITS

inter Bus Width
Connect Bus Matching
Space b and
Control Buffering

MULTIBUS® |l Parallel System Bus (IEEE/ANSI 1296)

Figure 7. Intel's implementation of the IEEE 1296 specification Is cast In silicon as the 82389 component.
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the Multibus Il standard can look forward to lowering
costs and ensured compatibility. This standardizationin
silicon is similar to Intel's work with IEEE 754 floating
point standard implemented in the 8087, 80287 and
80387 components and the IEEE 802.3 Ethernet®
standard implemented in the 82586 and 82588
components.

The 70,000 transistors which make up the MPC
bus controller implement a variety of functions as shown
in Figure 8. As seen from Figure 8 most of the MPC bus
controller deals with message space, either interrupt
messages or data transfer messages, or with
interconnect space.

Traditional Bus Functions
Bus Control 4,000
Bus Arbitration 1,000
Dual Port Memory Control 2,000
Off-Board References 1,000
Interrupts 20,000

Advanced Bus Functions
Parity Generation/Detection 1,000
Interconnect Space 6,000
Built-In-Self-Test 1,000
Message Passing 34,000
Total 70,000

Figure 8. The majority of the 70,000 transistors
within the MPC support the System Space functions
of the Parallel System Bus

The MPC bus controller contains almost all of the
logic needed to interface any microprocessor to the
Parallel System Bus - indeed all of today’s popular 32-
bit microprocessors are available on Multibus Il products.
One of the few required external components are the
high current bus drivers as shown in Figure 9. Optional
external logic to support dual-port memory selection
and off-board memory and /O references may be
included if traditional bus functionality is required. All of
Intel’s Multibus |l boards also includes a microcontroller
(8751) to implement interconnect space but some
members of the Multibus Manufacturers Group have
chosen to implement this using the host microprocessor
or a simple state machine.

The alternate system bus, the Serial System Bus
or SSB, is currently defined but is not implemented in
silicon. The goal of this bus was to reduce the cost of
coupling multiple boards together and it was specified
as a 2Mb/sec serial link. All software interfaces to an
SSB chip would be identical to that of the MPC parallel
bus controller so NO SOFTWARE CHANGES would be
necessary to use the serial system bus. Performance
would be much less using this serial system bus but, for
many designs, this would be acceptable. Other designs,
however, would benefit from a 200Mb/sec link and intel
has joined others on the IEEE 1394 serial bus

Host Local
CPU 1o

Local I I On board bus

Memory >
‘ Dual Port Control|<— A
Mpc —-@d Buffers
Interconnect
Microcontroller

High Current Drive Buffers
PSB

Flguré 9. The MPC Integrates all of the System Bus
functions into a single VLSI component

standardization committee to deliver this. This group of
multiple vendors is driving for a standard which will
allow ALL systems to interoperate. Implementation of
the SSB interface chip is on hold pending resolution and
recommendation from this IEEE committee.

Interconnect Space

Interconnect address space is a fundamental part

of the IEEE/ANSI 1296 specification and it addresses
three major customer requirements: Board identification,
initialization, configuration and diagnostics. Interconnect
space is implemented as an ordered set of eight-bit
registers on long word (32 bit) boundaries - in this way
little endian microprocessors such as the 8086 family
and big endian microprocessors such as the 68000
.family access the information in an identical manner.
One objective of interconnect address space is to allow
higher level software to gain information concerning the
environment in which it operates, independent of who
manufactured the board, the functions it contains, and
the card slot it is in. To accomplish this goal, a
comprehensive Interconnect Interface Specification
which builds upon the concepts introduced within the
IEEE/ANSI 1296 specification has been published by
Intel Corporation and is available from the Multibus
Manufacturers Group.

Board identification registers are read-only -
locations containing information on the board type, its
manufacturer, what components are installed, and other
board specific functions. Configuration registers are
read/write registers which allow the system software to
set and change the configuration of many hardware
options. In most cases hard wired jumper options can
now be eliminated in favor of software control. Diagnostic
registers are used for the starting, stopping, and status
reporting of self-contained diagnostic routines supplied



with each board. These diagnostics are commonly
known as Built-in Self Tests (BISTs).

Interconnect space is based on the fundamental
principle that you can locate boards within a backplane
by their physical slot position. This concept, known as
geographic addressing, is a very useful tool during
system-wide initialization. Each board in the system
contains firmware which conforms to a standardized
header format as shown in Figure 10. At boot time, the
system software will scan the backplane to locate its
resources before loading device drivers. This approach
eliminates the need for reconfiguring the software every
time a new board is introduced to the backplane. It also
solves the problem of how to configure multiple controller
and processor boards in large multiprocessing systems.
Slot independence is achieved by having all boards in
the system carry their own initialization and diagnostic
functions on-board in firmware. Operating systems can
generate a map of where resources are located during
initialization time, and then use this list as the basis of
message passing addresses.

31
Vendor defined
Board Name
Vendor ID
0

NOTE: Location 32 must return OFFH

Figure 10. All IEEE/ANSI 1296 compatible boards
contain an Interconnect Space Header Record

In addition to the header record, a board
manufacturer may also supply additional function records
which make other features of the board accessible to
the user through interconnect space. An example is
shown in figure 11. Function records begin with a byte
specifying the record type, followed by the number of
bytes which the function record contains. The data
contained in a function record is organized by the
manufacturer according to published specifications which
accompany the board. Many types of function records
have already been defined. Some examples include

memory configuration, parity control, serial I/O, and -
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End of Template

Function Record

Function Record

Function Record

Function Record

Linked
List Function Record
Format

Vendor ID

Header Record

Figure 11. Extended records within Interconnect
Space give System Sofiware knowledge of the
hardware

other commonly used functions. If there is no existing
record type which adequately describes a given function,
new record types can be defined, up to a maximum of
1020 different record types. System software will search
for a particular record by starting with register number
32 (end of the header record; start of the first function
record), and scanning the record type field, then counting
bytes to the next function record until either the correct
record is found or an “End of Template” record ( hex
value OFFh) is encountered.

Diagnostic Philosophy within Interconnect Space
Intel has taken the usefulness and standardization
of interconnect space one step further by embracing a
standard diagnostic philosophy. Each intelligent board
should have the capability to test itself and report error
status in interconnect space if problems exist. There
are two occasions when diagnostic testing can be
invoked. A subsetof the complete on-board diagnostics
will be run during power-on initialization, and more
extensive testing can be invoked from an operators
console. Following power-on, most boards will go
through a series of initialization checks, where the basic
functioning of the MPC bus controller and microcontroller
is verified. These checks are followed by a power-on
test suite which is controlled automatically by each local
microprocessor. If a hardware failure is detected at this
point, a yellow LED on the front panel will illuminate so
that the failing module can easily be identified and
replaced by an operator, additionally test results are
posted in interconnect space to be read. across the
backplane. Note that a CPU board when scanning
interconnect space can now discover the operational
status of boards in the backplane as well as their identity.
If further testing is desired, extended diagnostics
can be invoked by placing a diagnostic request in the
BIST registers of interconnect space. Usually one board
will operate as a Master Test Handler, and will request
services from other boards in the system which function



as Slaves while under test. A menu of available tests is
accessible via interconnect space. This test philosophy
can be applied on-site by the end-user or service
representative, or remotely executed via modem from a
regional repair center. In most cases, downtime can be
minimized by sending out a replacement board, thus
avoiding an expensive repair call.

The firmware content of Multibus Il boards is
much greater than on previous industry standard buses.
In addition to the 8751 microcontroller, there are likely to
be EPROMs on board which contain the extended
diagnostics, test handlers, reset initialization sequencing,
debug monitors, and numerous other functions. The
location of diagnostic firmware on a board will depend
on the complexity of the code and the speed at which it
runs. For simple replier agents, it may be that the on-
board EPROM of the 8751 microcontroller contains
enough program store for rudimentary diagnostic
functions as well as the interconnect core firmware. In
contrast, most requestor/replier boards (those capable
. of becoming bus masters) are more complex, and most
diagnostic code is run by the microprocessor from on-
board EPROM. In this case, the 8751 serves primarily
as the communications interface for diagnostics.

Interconnect Space - The Manufacturers Perspective

From the perspective of a board designer,
interconnect is a mixed blessing. The board
manufacturer is certain to enjoy the benefits of reduced
support costs, easier fault isolation in field repairs, and
enhanced customer satisfaction, but these advantages

do not come for free. One would anticipate longer
development times, increased parts count on-board,
and configuration in firmware to increase the amount of
effort it takes to prepare a Muitibus Il board for market.
Indeed this is so. In order to minimize this development
time Intel has produced an Applications Note which
details the steps and discusses the options available for
a full featured interconnect space implementation. The
core microcontroller code is also provided on a DOS
diskette and is designed to be user extensible. It is now
straightforward to add these advanced capabilities to
any Multibus 1l board design.

The Message Passing Mechanism

While the previously described features make more
reliable systems easier to build using the Multibus I
standard, it is the innovative message passing scheme
that gives the parallel system bus its high performance
in a multiple microprocessor application. The underlying
theory behind message passing is simple - it decouples
activities between the host microprocessor’s local bus
and the system bus. This decoupled-bus approach
provides two major advantages. First, it allows increasing
parallelism of operation - resources that would otherwise
be held in traditional wait states while arbitration occurs
are freed, and second, one bus bandwidth does not limit
the transfer rate of another. The local microprocessor
bus and the system bus can perform full speed
synchronous transfers independently and concurrently.
The decoupling is achieved within the MPC bus controller
using high speed FIFO circuitry as shown in Figure 12.

tLocaI Bus o
SES = =
SES = E
EEm — —
- — —
= = —
= — —
{ - i  —
| = =
INTERRUPT INTERRUPT :
o iR THANSMIT RECEIVE

‘ . & o PSB

Figure 12. Decoupling of the local bus from the system bus is achieved with nine very high speed FIFOs
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Nine 32 byte FIFO's are integrated into the
MPC bus controller. Five of them are used for interrupt
messages (one transmit and four receive) and four are
used for the transfer of data blocks (two transmit and
two receive). To understand the impact of message
passing, let us consider a simple example of transferring
a 1K block of data from CPU A to CPU B as shown in
Figure 13. We will first use a shared memory method
and then a message passing method.
To use a concrete example lets assume that A
is a 186 based board and can transfer data at 1 MB/sec
. and B is a 386™ based board that can receive data at
10 MB/sec. We will ignore DMA controller setup. DMA
controller Awill put a destination address onto the system
bus and the address decode logic on board B will
respond. We wait for the address to propagate through
the dual- port controller on board B and then wait for the
access time of the memory on board B. Data is
transferred and once accepted by board B a ready
signal will be generated and DMA controller A will move
on and generate the next address. This address-wait-
data cycle repeats until the full 1KB of data is transferred.
The overall speed of the transfer will be 1 MB/sec (the
slower of the two boards) so it will take 1 msec to
transfer the complete 1K buffer. If the system bus was
required by an alternate CPU then the current data
transfer would be delayed or the alternate CPU would
have to wait.
Now lets consider the message passing case.
This time we have to set up both DMA controllers. CPU
A could probably transfer data faster than 1 MB/sec into

Part of CPU Board A

tocal Bus

l..

Data at 1 MB/sec

CPUB
10 Mb/sec

<+ PSB >

Figure 13. Let us move a 1KByte block of data from
Board A to Board B

a local I/0 port ( the MPC bus controller) but we will
ignore this potential performance improvement. The
speed of this transfer will still be 1 MB/sec, the speed of
the slower board, and the total transfer time will still be 1
msec. What did we gain then for the overhead of setting
up two DMA controllers?

Let us look in detail at what is happening inside
the MPC bus controller. Figure 14 shows a fragment of
each board with different areas of each MPC bus
controller highlighted. Data is being DMA’ed into MPC-
A at 1 MB/sec and flows into one of the transmit FIFO-
pairs. Once 32 bytes have been received the MPC
automatically switches to the alternate transmit FIFO
and starts to fill that. The full transmit FIFO empties

Part of CPU Board B

Local Bus

' : Tbafa at 10MB/sec

s
Puat 32 b
transm al 32 byte
FIFOs Yeceive
' FIFQs
Packets
at 40MB/sec
—_—

ystem Bus

Figure 14. Looking closely at the message based data transfer mechanism
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across the system bus into a receive FIFO in MPC-B.
This transfer of a 32 byte packet occurs at the full bus
bandwidth of 40 MB/sec. A data packet has a two clock
cycle header which describes the source, destination
and type of this packet which reduces the effective data
transfer rate to 32 MB/sec. The packet therefore takes
1 microsecond to pass between the two MPC bus
controllers. Bus arbitration is done in parallel with the
packet transfer so this does not add to the transit time.
Once the packet is inside of MPC-B then DMA-B empties
its receive FIFO at 10 MB/sec.

The transmit FIFO-pair of MPC-A alternate
between filling from local memory and emptying into
MPC-B until the full 1K of data has beentransferred. No
programming, save the initial setup, is required. If we
look at the system bus activity we see that 1 microsecond
packets are being transferred at 32 microsecond intervals
- the bus is only busy for 3% of the total data transfer.
We have gained 97% bus availability. Compare this
with the 0% bus availability in the shared memory case.
Message passing frees up system bus bandwidth to
enable many other single board computer pairs to
interchange data at no loss in performance. In a multiple
microprocessor application the most precious resource
will be system bus bandwidth and the Multibus II
message passing scheme gives you more, much more.

We gain a lot more than system bus bandwidth
using message passing. Note that CPU A transferred
data from its local memory into a local I/O port (the MPC
bus controller). CPU A did not have to understand the
memory layout or restrictions of memory on CPU B -
this also allowed CPU B to do its own memory
management and buffer allocations. Similarly CPU B
has no concern over how CPU A does its memory
management. We have isolated the data away from
known memory locations and do not have to deal with
semaphore flags or similar mechanisms. This simplifying
step makes intercommunicating with multiple
microprocessors as straight forward as communication
with a single microprocessor. This isolation of concerns
regarding the local environments of each board, through
the use of a standardized data transfer mechanism, is
especially important in the general case where each
board is running a different operating system (probably
on a different microprocessor). A real time operating
system can now simply exchange data with, say, UNIX
using this standardized message passing mechanism.
Message passing also standardizes inter-CPU signalling
since interrupts are special TYPEs of packet (more
later).

This short explanation has over-simplified the
transfer - some setup is required so that the sending
MPC bus controller knows the message address of the
receiving MPC bus controller etc. This overhead is more
than compensated for by the ignored increase in local
transfer data rates. | also simplified the issue by having
a receiving board much faster than the transmitting

board (10 MB/sec vs. 1 MB/sec) - if | had transferred
data in the opposite direction (from B to A) then MPC-A
would have rejected some packets because its receive
FIFOs would be full and caused MPC B to retry some
data transfers. No data would ever be lost but bus
activity would have increased. The MPC bus controller
uses a logarithmic backoff algorithm on retries so the
bus activity increase would not be excessive. Alternately
MPC B could be preprogrammed to use a lower packet
duty cycle if it had known that MPC A would always be
slower.

Having the underlying architectural support to
permit multi-CPU solutions is, of course, only the first
step. To build systems we need software. intel, working
with other vendors, has defined a Transport Protocol
specification above the MPC bus controller which
provides services such as large block transfers and
acknowledged transactions. Data fragmentation at the
sender or receiver is detailed so that large data buffers
are neither assumed or required. The implementation is
efficient across all CPU architectures; indeed, Intel has
supplied implementations on the iRMX Real Time
Operating System, the iRMK Real Time Kemel and the
UNIX System V.386 operating systems; these are
compatible with offerings from Digital Research
(FLEXOS®), Microbar (VRTX®) and Tadpole
Technologies (UNIX68K). -

Message Space Detalls

The MPC bus controller introduces a hardware
recognized data type called a packet as shown in Figure
15. The MPC contains FIFO circuitry such that these
packets may be moved very efficiently between MPCs -
data is moved on subsequent clock edges of the 10MHz
synchronous bus; this defines the maximum bus
occupancy of a packet to be one microsecond. Each
MPC bus controller has an address in message space
and these are used in the message header (source and
destination fields).

Figure 15. The MPC bus controller introduces a
hardware-recognised data type called a packet
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Seven different packet types are currently defined
and are summarized in Figure 16. These divide into two
catagories; unsolicited, or interrupt packets and solicited,
or data transfer packets. The data fields within a packet
are user defined and the length may vary from zero to a
maximum of 32 bytes (28 for an unsolicited packet) in
four-byte increments. Note that a packet with no data
bytes will only consume 2 clocks or 200nsec of system
bus time.

Unsolicited Packets.

Unsolicited packets, as the name implies, are
always a surprise to the MPC bus controller. Their
arrival is unpredictable so each MPC has four FIFOs in
which it can queue unsolicited packets. These packets
are equivalent to the interrupts of a conventional bus
with the added feature of having up to 28 data bytes
provided with the signal. There are five different
unsolicited packets: two are used for interrupts and
three are used to set up solicited data transfers. A
general interrupt request may be sent between any pair
of single board computers and a broadcast interrupt
may be sent to all boards in a system. The three special
interrupts, Buffer Request/Grant/Reject are used to
initiate large data transfers (solicited messages) between
pairs of single board computers.

Solicited Packets.

Solicited packets are never a surprise since their
arrival is negotiated - the receiving MPC bus controller
knows what to do with them. These packets are used for
the transfer of data from one board to another and the
transfer is set up using unsolicited packets. To
summarize the operation of solicited packets the MPCs
cooperate in the moving of blocks of data between
boards, they break the data into 32 byte packets, send
them across the bus, and reassemble the data
transparently to the sending/receiving boards. All
operations such as packetization, bus arbitration, error
detecting and recovery is handled by the MPC bus
controllers - this is done transparently to the local
microprocessors. Key to system performance is the
packetization of data on the system bus which limits the
maximum bus occupancy to one microsecond.

Bus arbitration guarantees low bus latency.

The Multibus 1l system bus uses a distributed
arbitration scheme as shown in Figure 17. Each board
that requires access to the system bus contains the
circuitry of figure 17 (note that this is contained within
the MPC bus controller) and no active components are
required on the backplane. The MPC bus controller
uses a software assigned identifier to request the bus
and the arbitration circuitry will indicate that the MPC is
preparing for a bus cycle. The MPC supports two
arbitration algorithms, fairness and high priority.

The fairness mode is used for data transfers and

Unsolicited Solicited

SN AN NY

« Intelligent Interrupts
* Used for signallin%
» User data 0 to 20 bytes

Negotiated arrival
Used for data transfer
‘LI_Jser data up to 16MB

- 62 Data Packet
- 63 Last Data Packet

e o o o

y’-)ggGeneral interrupt
- 01 Broadcast interrupt
- 36 Buffer Request
- 52 Buffer Reject
- 53 Buffer Grant

Figure 16. There are seven types of packet
subdivided into two catagories

is “polite”. If the bus is being used, the MPC will wait
before requesting use of the bus; once the bus is not
busy the MPC will request the bus and will wait for it to
be granted; once the MPC uses the bus it will not
request it again until all other requesters have used the
bus. “Parking” on the bus is permitted - if no other board
has requested the bus since the last time that this board
accessed the bus (remember that the bus is continually
monitored) then it may access the bus directly without
executing an arbitration cycle. These algorithms assure
that a single board cannot monopolize the bus and keep
others from using it. Remember that each MPC will only
use the bus for a maximum of one microsecond and
since the arbitration is being resolved in parallel there
are no wasted clocks as bus ownership is transferred;
all transfers operate back-to-back.

The System Bus has Deterministic Interrupt Latency

The high priority mode is used for interrupts and is
“‘impatient”. The MPC bus controller, when in this mode,
will “barge in” on an arbitration cycle and be guaranteed
the next access to the bus. The MPC bus controller can
set up interrupt packets specifically to operate in high-

HI  REQ
3 D2 D1 DO

[{WO—D_D | D
kR

ARB5 ARB4 ARB3  ARB2 ARB1  ARBO

-“-Z>00

Figure 17. The Multibus® Il Parallel System Bus
uses a distributed arbitration scheme



priority mode so these will only have a one microsecond
latency to access the bus. In the rare instance that two
MPCs try to initiate an interrupt packet within the same
one microsecond window the highest priority board will
be granted the bus and the other board will have to wait
a maximum of two microseconds for its bus access.

Interrupt packets and data transfer packets
interleave on the bus (actually interleave within a single
MPC too) with preference always going to the interrupt
packet. A single MPC bus controller will operate with
‘interrupt packets in high priority mode and data transfer
packets in fairness mode; this will ensure that interrupt
packets have a deterministic bus transit time of 1usec
(2usec sometimes and 20usec conceivable worse case
when all 21 MPCs try to initiate an interrupt packet
within the same one microsecond window, a very very
rare occurrence).

System Bus Characteristics

Figure 18 shows the pinout of the P1 connector .
The signals can be classified into five groups; 1. Central
control, 2. Address/data, 3. System control, 4. Arbitration
and 5. Power.

Pin Row A RowB Rowe |
; ovolts PROT* 0 volts
3 +5 volts DCcLow* +5 volts
" +12 volts +5 volts (Batt) +12 volts
5 0 volts SDA BCLK*
6 TIMOUT* SDB 0 volts
7 LACHn* 0 volts CCLK*
8 ADO* AD1* 0 volts
9 AD2* 0 volts AD3"
10 AD4* AD5* AD6*
1 AD7* +5 volts PARO*
12 ADsg* AD9* AD10*
13 AD11* +5 volts AD12*
14 AD13* AD14* AD15*
15 PAR1 0 volts AD16*
16 AD17* AD18* AD19*

17 AD20' 0 volts AD21*

18 AD22* AD23* PAR2*

19 AD24* 0 volts AD25*

20 AD26* AD27* AD28*

21 AD29* 0 volts AD30*

22 AD31* Reserved PAR3*

23 +5 volts +5 volts Reserved

2 BREQ" RST* BUSERR*

25 ARBS* +5 volts ARB4*

26 ARB3* RSTNC* ARB2*

27 ARB1* 0 volts ARBO*

28 sce* scs* scr

29 SCé* 0 volts SCs5*

30 sc4* sCc3* sc2*

31 -12 volts +5 volts: (Batt) -12 volts

32 +5 volts sc1* +5 volts

0 volts sco 0 volts

Figure 18. The complete Parallel System Bus is
Implemented on a single 96pin DIN connector.

Central Control

The parallel system bus is a synchronous design
and great care is taken, especially within the backplane
electrical specifications, to maintain a crisp 10MHz
system clock. All other signals are referenced to the

system clock for setup and hold times. The IEEE/ANSI
1296 specification details precisely what happens upon
each of the synchronous clock edges so there is no
ambiguity. The specification also details numerous state
machines that track bus activity and are implemented to
guarantee compatibility.

A central services module (or CSM) in slot 0
generates all of the central control signals. This CSM
may be implemented on a CPU board, a dedicated
board or on the backplane of a cardcage. The CSM
drives reset (RST*) to initialize a system; a combination
of DCLOW* and PROT" are used to distinguish between
cold start, warm start and power failure recovery. Two
system clocks are generated, BCLK* at 10MHz and
CCLK* at 20MHz. RSTNC* and LACHnN* are used for
advanced facilities within the bus and their description is
deferred.

SDA and SDB are reserved for a serial system
bus (currently being investigated by the IEEE) and there
are two pins reserved for future use.

Address/data

The Multibus Il parallel system bus is a full 32 bits
(ADO0..31*) with byte parity (PARO0..3*). The system
control lines will define when address information or
data is contained upon these multiplexed lines. Note
that all transfers are parity checked and, in the case of
message packets, the MPC bus controller will retry an
operation that failed due to a parity error. If, after sixteen
tries, the error is not recoverable, the MPC bus controller
will interrupt its host microprocessor to ask for assistance.

System Control

Ten lines (SCO..9*) are used for system control
and their functions are multiplexed too. SC0* defines
the phase of the current bus cycle (request or reply
phases) which then defines how SC1..7 should be
interpreted. SC8 provides even parity over SC0..3 and
SC9 provides even parity over SC4..7. Figure 19 shows
the decoding of the Status/Control signals throughout a
typical bus cycle.

Signal | Function during Request Phase | Function during the Reply Phase
sco* Request Phase Reply Phase
sCi1* Lock
sc2* Data Width End-of-transfer
SC3* Data Width Bus Owner Ready
sca* Address Space Replier Ready
SCs* Address Space Agent Status
sce* Read or Write Agent Status
scr Reserved Agent Status
scs* Even parity dn SC<7..4>*
SCo* Even parity on SC<3..0>*

1

Figure 19. The Status/Control lines are encoded to
preserve lines on the system bus
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Arbitration

All boards request use of the bus through a
common bus request line, BREQ*. A distributed
arbitration scheme is defined which grants the bus to
the numerically highest requesting board as identified
on lines ARBO0.5. Two arbitration algorithms are
supported: fairness, which gives each board an even
portion of the available bus bandwidth, and priority,
which permits a high priority request (such as an interrupt)
to be guaranteed the next access to the system bus.

Power

There are ample power and ground lines defined
and these are spread over the length of the P1 connector
to minimize ground shift and other problems.

Typical Bus Cycle

The parallel system bus is particularly easy to
interface to. This section will cover the sequencing of a
typical REPLIER interface as an illustration of the bus
timing. The IEEE/ANSI 1296 specification details
numerous state machines that track bus activity and are
implemented to guarantee compatibility. An I/O replier
need only implement a single “Replying Agent” state
machine. This is shown in Figure 3.5-5 in the IEEE/
ANSI 1296 standard and repeated here in Figure 20 for
reference. Remember that an application CPU (a
REQUESTOR,) will start the cycle that the REPLIER will
respond to.

WAIT
FOR
REQUEST

SCO*=L

SC2'=L

ADDRESS
DECODE

REPRDY=H

REPRDY=L
AND

AND
ADDR=H ADDR=H

REPRDY=H

REPLIER % REPLIER
HANDSHAKE (HANDSHAKE
WAIT

SC3* = L AND

SC2* = HAND
REPRDY=L AND
AGENT STATUS ERROR=L

$C2* = HAND

(SC3* = HOR
REPRDY = H OR

AGENT STATUS ERROR=H)

Figure 20. The IEEE/ANSI 1296 Specification details
numerous state machines. A replier is shown here.

5-13

In order to progress quickly through this discussion,
an assumption that the requestor always issues valid
requests will be made. Error handiing for invalid requests
will be added later. Figure 21 summarizes the design
task. The logic required to map the multiple signals and
protocols from the Multibus Il parallel system bus into
the simple read strobe, write strobe and chip select of
an I/0 device must be designed. Inthis example features
will be kept at a design minimum but all essential circuitry
will be discussed in detail.

ADDRESS
DECODE

ADDR

Address
—_—

T,
Control STATE

10 DEVICE

Status MACHINE

IEEE 1296 Signals ————»

REPRDY

|
Figure 21. The design of a REPLIER Is fundamentaly
a bus monitor.

The replying agent state machine is fundamentally
a bus monitor. State transitions in figure 20 occur at the
falling edge of bus clock. The state machine remains in
the wait-for-request state until it detects the start of a
requestor cycle on the system bus (SC0* LOW) then it
moves into an address decode state. If this requestor
cycle is not ours (local decode signal ADDR is LOW)
then return to the wait-for-request state. If the requestor
cycle is detected as ours (ADDR is HIGH) then transition
to a new state controlled by a local ready signal
(REPRDY). If not ready (REPRDY is LOW) then wait
until ready. Once ready then wait until the requestor is
ready (SC3* is LOW) and provide/consume valid data.
Check to see if this is a multi-byte transfer (SC2* is
HIGH) and if it is not return to the wait-for-request state.

If a multi-byte transfer is detected then decide to
accept or to ignore the data in the remainder of the
cycle. If the additional data cannot be handled then
signal an agent status error (Continuation error) and
wait for the requestor to terminate the cycle. If a multi-
byte transter can be supported then oscillate between
the replier wait state and the replier handshake state
where data is strobed. Eventually the requestor will
signal the last data element (SC2 set LOW) and retum
to the wait-for-request state.



At the start of each requestor cycle that status
lines (SC1* through SC6*) detail the type of cycle; SC1*
signals a locked transfer, SC2* and SC3* encode the
data width, SC4* and SC5* encode the address space
and SC6" signals a READ or WRITE cycle. A replier
must latch these status lines with the address bus and
use the information to control its subsequent cycle. A
complete list of the Status/Control decoding is shown in
Figure 19.

An /O replier has certain responsibilities that must
be adhered to. A requestor expects an I/O replier to
generate status information and to signal when ready so
that the requestor may proceed with the cycle. The
cycle will only terminate once both requestor and replier
have signalled that they are ready (the IEEE/ANSI 1296
includes a time out feature which prevents the bus from
hanging if both ready signals are not generated). A
replier drives SC4* LOW to indicate READY and status
information is driven on lines SC5* through SC7*; SC8*
must also be driven and identifies parity across lines
SC4* through SC7*. If a replier is supplying data to a
requestor then correct data parity must also be driven
onto the system bus.

Summary

The Multibus Il Parallel System Bus was
DESIGNED to implement all of the “systems features”
of a single board computer based system. The bus does
have some CPU/Memory attributes but these were only
included for compatibility and to aid migration into the
Multibus Il environment - comparing these CPU/Memory
features in isolation with those of other buses is a
complete disservice to the Multibus Il architecture and
misses the complete design goals and motivation set
forth for this standard.

The silicon revolution forced the design of the
Multibus Il Parallel System Bus - technology was
advancing faster than our abilities to use it so we had to
find new implementation strategies to benefit from these
advances. Functional partitioning was chosen as the
vehicle to embrace the technology; by partitioning the
problems into smaller and smaller sub-problems we
reach a point where the sub-problems are
implementable. The Multibus Il consortium chose this
path and executed with precision; transistors were
applied at strategic points to simplify implementations
and encourage ease-of-use. The Multibus Il architecture
is completely defined, documented and available.
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PURPOSE

This paper describes and presents methods for implementing the functions provided by the Central
Services Module, as defined in the IEEE 1296 specification, and is intended to assist the sytem designer in
understanding and effecting these functions. Function options and other design considerations are
discussed. It is assumed the reader is familiar with the terms and definitions used in the IEEE 1296
specification and with basic logic design prinicples.
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1.0 INTRODUCTION

The IEEE 1296 specification, based on the Intel®
MULTIBUS® II bus architecture, defines certain
general system-wide functions to be provided by a
Central Services Module (CSM). These system-
wide functions include power-on and power-fail
reset sequences, clock generation, bus timeout
detection and signal generation, and the assign-
ment of cardslot and arbitration identification
(ID) to each board (agent). The communication
path between the CSM and the other agents in the
system environment is via the Parallel System
Bus (PSB) interface.

The implementation of the defined CSM ensures
uniformity in providing a single source for those
system-wide functions required in an open-bus
architecture, such as that established in the IEEE
1296 specification. Centralizing system-wide func-
tions reduces system cost and frees board area for
other functions since only one board in the system
need contain the CSM logic. The IEEE 1296 speci-
fication stipulates that only the agentin cardslot 0
contain the active CSM functions although other
system agents may contain CSM functions.

2.0 CSMFUNCTIONS AND PSB SIGNALS

The following paragraphs identify and briefly
describe the system-level services and functions
supplied by the CSM and the PSB signals gener-
ated, monitored or used to implement these serv-
ices. An asterisk following the signal name indi-
cates that the particular signal or group of signals
are active when at their electrical low.

2.1 CSM Functions

The IEEE 1296 specification defines the minimum
required functions of a CSM as:

e Generation of system clock signals

e Generation of reset sequences for both cold and
warm start and power failure indication

e Cardslot and arbitration ID initialization

e Timeout signal generation for PSB data
transfer cycles.
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Depending on system requirements, the CSM may
additionally provide:

e Power-fail recovery reset
o Bus ownership timeout.

Other system-wide resources, such as a time of day
clock or interface to another bus system, may be
conveniently implemented with the CSM on the
same PSB agent. We shall see that the CSM func-
tions require very little board area to implement.

2.2 PSB Signals Used by the CSM

The CSM utilizes signals from each of the five
signal groups defined in the IEEE 1296 specifica-
tion. These signals are identified and their use by
the CSM is described briefly in table 2-1.

3.0 FUNCTIONAL OVERVIEW

The following sections discuss how to add the CSM
functions to a PSB agent. The agent could contain
only the CSM and interconnect relier modules or addi-
tional functional modules as well. The design example
provided in section 4, (excepting the PSB buffers),
requires less than six percent of the area on a standard
MULTIBUS II board. The CSM module cannot be
added to agents which employ Intel’s Message Passing
Coprocessor, due to the current and capacitive loading
requirements of the PSB signals in table 2-1 which the
MPC drives directly.

This paragraph provides a functional overview of the
design and discusses signal requirements. A detailed
design example is illustrated and discussed in para-
graph 4. Additional design considerations are de-
scribed in paragraph 5.

Functionally partitioning the CSM functions results in
the block diagram shown in figure 3-1. The signal ter-
minations identified on the righthand side of the dia-
gram are the actual PSB pin assignments identified in
the IEEE 1296 specification.

3.1 Clock Generator (CLKGEN) Function

Listed in table 3-1 and depicted in figure 3-2 are the
timing relationships between the BCLK:#* and
CCLK# signals as specified in the IEEE 1296
specification. The circuits used to develop and
supply the BCLK#% and CCLK:#¥ signals must
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Table 2-1. PSB Signals Used by the CSM
Signal
1ena CSM Function
Name Group
Arbitration Cycle Bus Request. All agents that require access to the PSB

BREQ:%
ARB<5..0>#

AD<20..1>%

SC<4..2, 0>*
TIMOUT:#®
BUSERR#*
BCLK:#*
CCLK#*

RST#*

DCLOW:*

PROT#*

Arbitration Cycle’

Address/Data Bus

System Control

Exception Cycle

Exception Cycle

Central Control

Central Control

Central Control

Central Control

Central Control

assert the BREQ:* signal. The CSM monitors this sig-
nal as part of its bus timeout function.

’ Arbitration lines. The CSM uses these lines during a

reset sequence to assign a cardslot ID and an arbitra-
tion ID to each agent in the system.

Address/Datalines. See figure 2-1. Each Address/Data
lineis connected to the LACHn % pin of a cardslot. The
LACHnN:* signal is used to latch the cardslot and arbi-
tration IDs to each agent (except cardslot 00) during a
reset sequence.

System Control lines. The CSM monitors these control
signals between agents to sense bus timeout during
data transfer cycles.

Bus Timeout. TIMOUT* is asserted by the CSM to
signal that an agent is taking too much time to.
respond to a handshake.

Bus Error. An agent activates BUSERR# to indicate
its detection of a data integrity problem during a
transfer. The CSM monitors this signal as part of its
bus timeout function.

10MHz Bus Clock. Driven only by the CSM to provide
all system timing references.

20MHz Central Clock. Driven only by the CSM as an
auxiliary clock for use as an additional timing reference
among bus agents.

Reset. Driven only by the CSM as a system-level initial-
ization signal.

DC Power Low. Driven only by the CSM as a warning to
system agents of an imminent power failure. Part of
the CSM reset generation function.

Protect. Driven only by the CSM dlffing power-fail
sequences. Part of the reset generation function.
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CARDSLOT 1 CARDSLOT 2 CARDSLOT n
L ] L] [ ] [ ]
AD* LACHnN AD*® LACHnN* AD* LACHn*
? A T Y A T\ A
AD1% AD2% ADn*
> L
ADDRESS/DATA BUS SIGNAL GROUP
BACKPLANE CONNECTIONS

Figure 2-1.

guarantee t2 (high time), t4 (low time), and t5
(period). The circuits must also guarantee t6 (clock-
to-clock) and the correct phase relationship
between clock signals. Signal parameters t1 (rise
time) and t3 (fall time) must be met by the buffer
device driving the clock signals onto the PSB bus
interface.

Note:
The BCLK2# and CCLKZ2:#* signals are only
required for backplanes containing more than 12
cardslots. '

The CSM clock functions can be implemented by
use of a crystal oscillator, frequency divider, and
two or more bus drivers.

3.2 Reset Generator (RSTGEN) Function

The IEEE 1296 specification defines three types of
reset sequences for the CSM: cold, warm and re-
covery. The RST#*, DCLOW:#* and PROT#*
signals are used to encode the reset type. The
DCLOW#% and PROT#¥ signals are defined as
being asynchronous while the RST#* signal is
defined as being synchronous.

The ACLOW3* input is only from the power
supply in systems supported by battery backup
(VBB) and is required for power fail and recovery

Backplane Connection of LACHn#*

resets. The WARM and COLD inputs represent user-
controlled signals for use in generating warm or
cold resets. They might be supplied from a system
front panel or via a status register in the agent’s
interconnect space. BCLK1% is an input to clock
the synchronous RST# signal.

Tables 3-2 through 3-4 and figures 3-3 through 3-5
list and depict the timing specifications for the
cold, warm and power-fail recovery resets, respec-
tively.

There are various system and user defined
parameters beyond the scope of this article which
can be added to the design and implementation of
the RSTGEN function. Exploring the flexibility
presented by such additional factors as the char-
acteristics of the ACLOW: signal, whether or not
to support battery backup, the ramp-up time of the
power supply, the number of front panel or user
inputs, or which options to permit when multiple
resets occur simultaneously are left for the design
engineer’s consideration.

The RSTGEN function described above can be
implemented using voltage monitors, timers and
basic control logic.



AP-422

COLK2* o
CCLK1% . o0
CLKGEN BOLK2* .
BOLK1% 46
BCLK1% PROT* g
-CoLD DCLOW#* .o
WABM__} RsTGEN RSTE 5 238
SACLOWS
RST TIMOUT# 4,
BCLK1%
BREQ* | rogeN
BUSERR
SC@..2,00%
RST* ARBG.OO%  3ar aas aon
BCLK 1%
DCLOW* IDGEN AD<O0.. D% 16A-14C
PROT* 13A-12C,
12A-11A,
10A-8C 8A,
7B, 7A
SC4.20% o 355 290-204
BUSERR% __ o0
BREQ* oan
Figure 3-1. CSM Functional Block Diagram
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Table 3-1. CSM Clock Timing Specification

Parameter Parameter Description ,BCLK* ‘CCLK* Units
Min Max Min Max
t1 Rise Time — 2.0 — 2.0 ns
t2 High Time 48.0 52.1 23.0 27.0 ns
t3 Fall Time — 2.0 — 2.0 ns
t4 Low Time 48.0 52.1 23.0 27.05 ns
th Period 99.9 100.1 49.95 50.05 ns
t6 Clock-to-Clock 0 +10 —_ — ns

- ts

oo ) A 2\

BCLK* \ R
0.55V —f- —_———— e —_—

Y

24V — —

CCLK:*
0.55V — 7
—>

Figure 3-2. Clock Timing Relationships at CSM Connector P1
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Table 3-2. CSM Cold Reset Timing Specifications

Parameter Parameter Description Min Max Units
t1 DC power setup to DCLOW:% —_ 1.0 ms
t2 Cold reset duration 2.5 —_ ms
t3 Warm reset duration 50.0 - ms

95% of Nominal
Voltage for all Supplies
POWER
SUPPLY — ta >
7
DCLOW % ////// / \
A % /
ProT // // /
g
[— tg
RST*

Cold Start Indication

Figure 3-3. Cold Reset Timing on the PSB
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Table 3-3. CSM Warm Reset Timing Specification

Parameter Parameter Description Min Max

Units

t1 RST#* pulse width 50.0 —

A
DCLOW % j
PROT % \\
|<7 tq ?J
RST* /\/
vy

Warm Start Indication

Figure 3-4. Warm Reset Timing on the PSB
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Table 3-4. CSM Power Fail and Recovery Timing Specification

Parameter Parameter Description Min Max Units
t1 DC power hold from DCLOW*% 6.5 ' —_ ms
t2 PROT# delay from DCLOW:¥ 6.0 6.25 ms
t3 DC power setup to DCLOW:#* 1.0 —_ ms
t4 RST# delay from DCLOW:#* 6.5 7.0 ms
ts RST# setup from DCLOW% 0.5 — ms
t6 RST# active from PROT* 50.0 — ms
t7 DCLOW#% pulse width 75 - — ms
t8 PROT#*® hold from DCLOW:#% 2.0 2.5 ms

95% of Nominal
Voltage for all Supplies

POWER
SUPPLY

N
DCLOW < 7 /
ts
PROT %
— tz
C )

NG Y

Power Failure Recovery Indication

Figure 3-5. Power-Fail Recovery Timing on the PSB
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3.3 Timeout Generator (TOGEN)
Function

TIMOUT:#* signal generation for both the
Transfer Cycle and the bus ownership cases will be
considered. Since all input and output signals are
synchronous, BCLK* is required.

3-3.1 TRANSFER CYCLE TIMEOUT

The IEEE 1296 specification defines a Transfer
Cycle timeout period as 10,000-12,500 counts of
BCLK ¥ (nominally 1-1.25 ms). A timer or counter
and control logic can be used to implement this
function. If test frequencies are desired for
BCLK, then a counter may be a more desirable
solution so the Transfer Cycle timeout period
(TOP) will be a function of BCLK ¥ and not fixed
at 1 ms.

Timing of the Transfer Cycle begins on the first
clock of a request phase; indicated by SCO*
active. Once initiated and unless one of the follow-
ing conditions is satisfied, the Transfer Cycle TOP
will have expired and the CSM must assert
TIMOUT:#:

a. SC2:#% AND SC4% low AND SCO: high
during areply phase. This condition indi-
catesrequestor end of transfer (EOT) and
replier ready handshake, which termi-
nates Transfer Cycle timing.

b. BUSERR#* low. This signal uncondi-
tionally initiates an Expection Cycle
which ends the Transfer Cycle and stops
the counter.

c. SC3#% AND SC4# low AND SC2# AND
SCO#* high during a reply phase. This
condition indicates handshake without
EOT and the Transfer Cycle TOP needs
to be restarted.

d. RST: low. This condition terminates all
bus activity.

The state-flow diagram in figure 3-6 symbolizes
the control logic necessary to assert TIMOUT#®
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during a Transfer Cycle. The transition from one
state to the next is assumed to be synchronous
with BCLK .

In the IDLE state, Transfer Cycles are not in pro-
gress. The conditions for entering the IDLE state
are: system reset (RST* low) OR exception cycle
(BUSERR#* low) OR EOT handshake in reply
phase (SC2#% AND SC4:#* low AND SCO* high).

The condition for transitioning to the START state
is the start of a Transfer Cycle (SCO%* low). The
START state is used to initialize the Transfer
Cycle TOP counter before transition to the WAIT
state. The START state always transitions to the
WAIT state.

In the WAIT state, either Transfer Cycle TOP
expires or a condition where handshake without
EOT occurs. If the Transfer Cycle TOP has
expired, transition is to the TO state and the signal
TIMOUT#* is activated. If handshake without
EOT occurs (SC3% AND SC4:% low AND SC2:#
AND SCO* high), transition is back to the START
state to reinitialize the Transfer Cycle TOP coun-
ter and then returns to the WAIT state.

The TO state always transitions back to the IDLE
state. Thus, in this design, TIMOUT#* is asserted
for one BCLK:*.

3.3.2 BUS OWNERSHIP TIMEOUT

The IEEE 1296 specification identifies the bus
ownership timeout as system defined. A timer or
counter and control logic can also be used to
implement this function.

Timing of bus ownership begins with the assertion
of BREQ? low and ends when BREQ?* high OR
RST:#* low. If neither of these two conditions occur
before the TOP expires; then the signal
TIMOUT is asserted.

The state-flow diagram in figure 3-7 symbolizes
the control logic necessary to assert TIMOUT#®
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RST#* + BUSERR% + SC2% «SC4% «SCO*

(

SAVMIV
SAVYMIV

dOLe %005+ %205+ %70S*E0S

TO TOP WAIT

> OTHERWISE

Figure 3-6. State-Flow Diagram for Monitoring Transfer Cycle Timeout

BREQ# + RST*

Figure 3-7. State-Flow Diagram for Monitoring Bus Ownership Timeout
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for bus ownership. The IDLE state is transitioned
to whenever BREQ3* high OR RST* low. Once
BREQ:# low, a transition to the WAIT state is
made. If BREQ#* fails to go high before TOP
expires, transition is to the TO state and the signal
TIMOUT?# is activated.

In implementing the Transfer Cycle and bus
ownership timeout functions, it may be desir-
able to differentiate between the two signals via a
status register in the agent’s interconnect space.
Requesting agents on the PSB bus could then
determine which type of reset occurred.

3.4 Cardslot and Arbitration ID
Assignment Generator (IDGEN)
Function

Thetotal number of cardslot and arbitration IDs to
be assigned is determined by the number of agents
in a system (up to a maximum of 21). Also, the
implementation logic requirements are reduced
when the system contains fewer agents, but for
this discussion the maximum number of agents is
assumed.

The default assignment of cardslot and arbitra-
tion IDs are listed in table 3-5. The CSM timing
relationships shown in figure 3-8 are duplicated

from the IEEE 1296 specification for reference.
Not indicated in the table or figure is the require-
ment that each ID be setup one BCLK:¥ before
and held one BCLK * after the BCLK* in which
LACHnN* is active.

The LACHn:* for each cardslot equals its corres-
ponding ADn* and assuming the ID assign-
ments will be made in ascending numerical order
(AD1% ... AD20%), a shift register would be a
satisfactory method for driving the Address/Data
lines. The IDs themselves lend nicely to sequential
logic or a table scheme. The remaining circuit
requirements are control logic to provide at least
eight counts of BCLK:* delay following RST:
going active before ID assignment begins (per
IEEE 1296 specification), and to coordinate the
Address/Data line shift register with the ID
sequencer logic. The agent’s Address/Data line
buffer control logic must allow the CSM to enable
the buffers on the PSB during ID assignment.

3.4.1 EIGHT COUNT BCLK: DELAY

A simple way to implement an eight count
BCLK:#* delay before ID assignment begins is
symbolized in the state-flow diagram shown in
figure 3-9. Waiting until DCLOW:# AND PROT:#*

Table 3-5. Default Cardslot and Arbitration ID Values

Cardslot ADn:#* Cardslot ID ARB<5..0>% Arbitration ID ARB<5..0>%
0o — LHHHHH HLLLLL
1 1 LHHHHL HLLLLH
2 2 LHHHLH HLLLHL
3 3 LHHHLL HLLLHH
4 4 LHHLHH HLLHLL
5 5 LHHLHL HLLHHL
6 6 LHHLLH HLLHHH
7 7 LHHLLL HLHLLL
8 8 LHLHHH HLHHLL
9 9 LHLHHL HLHHHL

10 10 LHLHLH HLHHHH
11 11 LHLHLL HHLLLL

12 12 LHLLHH HHLLLH

13 13 LHLLHL HHLLHH
14 14 LHLLLH HHLHHH
15 15 LHLLLL HHHLLL
16 16 LLHHHH HHHLLH
17 17 LLHHHL HHHLHH
18 18 LLHHLH HHHHLL
19 19 LLHHLL HHHHLH
20 20 LLHLHH HHHHHL
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RST %

L /L
/ //

ARBITRATION ID

e
X TX

/-
CARDSLOTID’)7

/L
//

ARBITRATION/CARDSLOT ID X
/.

//

LACHns O\
_./

ARB<.O>*

><

Figure 3-8. Cardslot and Arbitration ID Assignment Timing

RST* + DCLOW* «PROT* »{ bLE

Figure 3-9. State-Flow Diagram for Delaying ID Assignment
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are inactive before starting the counter ensures
that the power source has stabilized following
power-up and recovery resets. Since a warm reset
occurs only during normal system operation and is
indicated by RST#*, the RST* low condition is
used to transition to the first count state.

By using RST# high to keep the counter in the
IDLE state, the IDEN state can be used in Arbitra-
tion and Address/Data line PSB buffer control
because the CSM is the only driver of these lines
during a reset sequence. The implemented buffer
control circuit will necessarily depend on the type
of agent the CSM resides on and the type of buffers
used.

3.4.2 ID SEQUENCER LOGIC

The state-flow diagram in figure 3-10 symbolizes
the control logic necessary for controlling the ID
sequencer. The sequencer is in an IDLE state until
the BCLK % counter of figure 3-9 is in the IDEN
state; then SETUP, LATCH and HOLD states are
necessary for each ID. Assuming the Address/
Data PSB buffers are enabled during the LATCH
state, the shift register driving the Address/Data
lines with the LACHn® signal could be timed in
either the SETUP or HOLD states. The sequencer
continues through the SETUP, LATCH, and

HOLD states until all of the IDs have been
assigned.

4.0 DESIGN EXAMPLE

The CSM functions previously described in the
functional overview (excepting bus ownership
timeout) have been implemented in the design
example presented and described in the para-
graphs to follow.

Because the agent hosting the CSM determines the
type of line receivers and drivers used, the func-
tional block diagram (figure 3-1) is modified to
include a parallel system bus interface (PBI) func-
tion (see figure 4-1). The PBI function defines the
buffer structure for CSM input/output operations,
electrically isolates the other CSM circuits from
the PSB interface, and further modularizes the
design.

The circuits assembled to perform the CSM func-
tions in the design example are shown schemati-
cally in figure 4-2. The remainder of this section
describes signal processing for each of the major
functional groups and references are made to fig-
ure 4-2 by sheet number only. For usability, the
figureislocated at the end of this section following
figure 4-8. For simplicity, the decoupling capaci-
ties have been omitted from the schematic.

m
Z

IDLE ALWAYS »{ sETUP ALWAYS

SAVYMTV

LAST_ ID

Figure 3-10. State-Flow Diagram for Controlling ID Assignment
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| BCLK
CLKGEN [ coLk
l CCLK2 %
PSB 6A
INTERFACE CCLK1% 6C
BCLK2 *
230 o BUSERR* c A
‘ 4C
con | l PROT ’
WARM )HSTGEN[L';;%OW 28
ACLOW * 238
— [ BCLKIN J oA
lTIMOUT s T SCH 20% | 10 oc-20n
BCLKIN BUSERR_|
TOGEN
RST 60 205 ARBG. D% | o1s 24c. 25m
. 25C, 26A, 26C
ADRO D* , 16a-14c,
13A-12C,
12A-11A,
BCLKIN | ARBG 0> 10A-8C, 8A,
RST 7B, 7A
DCLOW [ IDGEN
AD0 D
Figure 4-1. CSM Overall Block Diagram

4-1 PSB Buffer Interface (Sheet 1)

The majority of the PSB interface signals are buf-
fered using 74F240 packages. The 74F240 circuitry
meets the PSB loading and drive specifications
and are satisfactory for this design example. The
ARB<5 .. 0>% lines are specified to operate
open-collector and the 74S38 gates used meet this
requirement. The BUSERR#* input is buffered
through a spare 74AS1004 gate simply to keep the
part count down.

Since the CSM is the only driver of the clock, reset
and timeout signals, their buffer enables are tied
active. The AD<20 . . 1> lines are only driven
by the CSM during reset sequences and the
ADEN:#¥ signal from the IDGEN circuit is used to
enable these lines. Also provided by the IDGEN
circuit is the IDEN signal to enable the 74S38
gates during ID assignments. BCLK1% is
buffered through a 74AS1004 gate as BCLKIN
and provides the on-board timing for the synchro-
nous logic.
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42 CLOCK GENERATOR (CLKGEN)
(Sheet 2)

The 40MHz oscillator, 74AS163 package and two
74AS1004 gates form the CLKGEN circuit. Divid-
ing the 40MHz to 20MHz and 10MHz in the same
package controls clock-to-clock skew. Since all
clock signals are driven by the same 74F240 pack-
age (sheet 1) and assuming a less than 0.5ns same-
package skew from both the 74AS163 and 74F240
packages, the worst case clock-to-clock is 1ns
(ignoring trace layout considerations). The IEEE
1296 specification defined clock-to-clock skew is
listed in table 3-1 as parameter t6. By using the
74AS1004 gates in the 20MHz path to delay
CCLK, the clock-to-clock minimum and maxi-
mum times are met;:

clock-to-clock min =2 x mintpd 74AS1004 - worst
case package skew

=2ns

=1ns

clock-to-clock max =2 x maxtpd 74AS1004 + worst
case package skew

=8ns

=9ns

- 1ns

+1ns

Trace routing and loading on the clock signals are
critical to proper CSM operation. The loading and
trace layout should be kept as close to identical as
possible to minimize skew. If analysis reveals that
skew is greater than allowed, additional steps
would need to be taken to reduce it.

Note that in the design example, the counter will
reach a count of OFH (15) after power-up before the
circuit starts to produce the proper BCLK*% and
CCLK:# waveforms.

4.3 Reset Generator (RSTGEN) (Sheet 2)

As described in paragraph 3.2, the RSTGEN func-
tion is influenced by the power supply used and
system configuration. For simplicity, the design
example assumes the following:

e No battery back-up capability
¢ Equal ramp-up time on all power supply levels

o ACLOW: input from the power supply sig-

nalling eminent power failure
e Twoactive high debounced inputs for cold and
warm reset invocation by the system user.

The TL7705A and 74AS74 packages on sheet 2and
part of the PAL16R4B programmable logic device
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on sheet 3 form the RSTGEN circuit. The timing
for DCLOW and ARST are provided by the CT
inputs on the TL7705A power supply monitors,
which are adjustable to meet different power
supply ramp-up times. The timing provided at the
CT input can be determined by adding the power
supply ramp-up time from the monitor threshold at
90 percent VCC to the minimum pulse width of
DCLOW or ARST. (Note that the pulse width for
ARST should also include the pulse width for
DCLOW.) For this example, a 5ms ramp-up from
4.5- t0 4.75-Vdc was assumed.

The 74AS74 packages synchronize SRST (later
developed into RST) for the PSB interface and
SDCLOW for the state machine in the IDGEN
circuit.

The RIDCLOW:# and RIRST* signal inputs to
the TL7705A packages are generated in the
PAL16R4B simply to reduce the part count. The
PALI16R4B equations, shown in figure 4-3, are basi-
cally that of OR gates.

4.4 Timeout Generator (TOGEN)
(Sheet 3)

The 74S779 counters and part of the PAL16R4
implement the Transfer Cycle timeout function.
Using the TIMOUT, S1 and CET# outputs of the
PAL16R4 as the state bits in figure 3-6, the state
assignments provided in table 4-1 control the
counters and assert TIMOUT.

In the configuration shown on sheet 3, the coun-
ters provide 10,240 counts of BCLK% and when
combined with the state machine, yield a timeout
period of 10,243 counts of BCLK *. The count can
be fine tuned by adjusting the inputs to the coun-
ters. The equations for the PAL16R4 are shown in
figure 4-3.

4.5 Cardslotand Arbitration ID Generator
(IDGEN)

The 63RA481A® PROM (ID sequencer) on sheet 3
and the 74L.S164 AD* shift registers and
PAL16R8 on sheet 4 form theIDGEN circuit. Note
that to keep the part count down, the shift register
for driving AD<17 .. 20>% is implemented in
the PAL16R8. Also implemented in the PAL16R8
is the IDEN state machine depicted in figure 3-9.
The implemented IDEN state machine only pro-
vides one BCLK:# delay instead of eight, but the
ID sequencer provides the additional counts



AP-422

Table 4-1. TOGEN State Assignments

" State TIMOUT ‘ S1 CET=*
IDLE 0 0 1
START 0 0 0
WAIT 0 1 0
TO 1 1 1

chip name

PAL16R4

BCLKIN SRST SCO SC2 SC3 SC4 BUSERR /ACLOW /TOP GND
/OE /RIRST /RIDCLOW S1 /CET TIMOUT RST COLD WARM VCC

equations
/TIMOUT := /TOP * /TIMOUT * CET
+ /TIMOUT * /S1
+ TIMOUT * S1 * /CET
+ /SCO * SC2 * SC4
+ BUSERR
+ RST
/S1 := TIMOUT #* S1 * /CET
+ /SCO * SC2 * SC4
+ BUSERR
+ RST
+ /SCO * SC3 * SC4 * /TOP * /TIMOUT * S1 * CET
+ /TIMOUT * /S1 * /CET
CET := /RST * /SC2 * /BUSERR * /TOP * /TIMOUT * CET
+ /RST * SCO * /BUSERR * /TIMOUT * /S1
+ /RST * /SC4 * /BUSERR * /TOP * /TIMOUT * CET
+ /RST * SCO * /BUSERR * /TOP * /TIMOUT * CET
+ /RST * /SC4 * /BUSERR * /TIMOUT * /S1 * CET
+ /RST * /SC2 * /BUSERR '* /TIMOUT * /S1 * CET
RIDCLOW := COLD
+ ACLOW
RIRST := COLD
+ WARM
/RST := /SRST

Figure 4-3. Equations for TOGEN PAL16R4B
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required by sequencing through unused cardslot
IDs. (The signal IDEN2 is identical to IDEN and
is used to furnish additional DC drive for the ID
sequencer.) ’

Six outputs of the ID sequencer are used to drive
the ARB<5 . . 0>% lines and the remaining two
outputs are assigned the signal names LATCH
and HOLD. The IDLE state, shown in figure 3-10,
is indicated when all of the ID sequencer outputs
are low; the SETUP state by the ARB<5 .. 0>%
outputs changing to a new ID; the LATCH state
when the LATCH output is active high and the
HOLD output is inactive low; the HOLD state
when the HOLD output is active high and the

LATCH output inactive low. The ID sequencer
remains in the last HOLD state until IDEN
becomes inactivelow and is then reset to the IDLE
state.

The state-flow diagrams in figures 3-9 and 3-10 are
modified as shown in figures 4-4 and 4-5. These
modifications take advantage of the design imple-
mented to supply the eight counts of BCLK%
delay before assigning IDs and to initialize the
7415164 AD* shift registers.

The AD* shift registers are clocked during the
HOLD state of the ID sequencer. Two passes are
needed through these registers, one to latch card-

LAST_ ID

Figure 4-4. Modified State-Flow Diagrams for ID Assignment

RST + DCLOW

ALWAYS

Figure 4-5. Modified IDEN State-Flow Diagram
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slotIDs and one tolatch arbitration IDs. The AD%
shiftregisters areinitialized at zero while IDEN is
inactivelow. During the HOLD state of unused card-
slot ID 26 and the HOLD state of cardslot ID 20,
the SDATA (Serial Data) output of the PAL16R8A
is active high so that a oneis shifted into the AD%
shift registers at the beginning of each pass.

The LATCH output from the ID sequencer is
inverted to produce ADEN#%. This signal enables

the AD<20 . . 1>% buffers (sheet 1) onto the PSB
bus during the LATCH state.

Figure 4-6 shows the timing produced by the
IDGEN circuit. The equations for the PAL16R8
are shown in figure 4-7. The PROM ID code infor-
mation is provided in figure 4-8.

|
spcLow —H |
]

|

IDEN

LATCH

HOLD

|

|

RST |
1

|

1

}

|
|
i
SCLK il

AD1

}

|
I
i
|
|
|
|
!

SDATA |
i
|
|

ADEN3*®

€

L l Ll L l | | 1 1 | | | | |

AD1% I | IR I P/ T I I [ I [ T

T | ]
AD2:%

' ML A
AD3

S B S e R I I D R e e

Figure 4-6. IDGEN Timing Diagram
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chip name PAL16RS8
BCLKIN RST SDCLOW HOLD LATCH AD16 IC7 IC8 IC9 GND
/OE AD17 AD18 AD19 AD20 SCLK SDATA IDEN2 IDEN VCC

equations

/IDEN

/IDEN2

/SCLK

/SDATA

/AD20

/AD19

/AD18

/AD17

:= SDCLOW
+ /RST

:= SDCLOW
+ /RST

:= /AD20 * IDEN * SCLK
+ IDEN * SCLK * SDATA
+ IDEN * /SCLK * /SDATA

:= HOLD * /LATCH * /AD19

. + /AD20 * /AD19 * /AD18

+ /AD20 * /AD19 * /AD17

+ LATCH * /AD20 * /AD18 *
+ JHOLD * /AD20 * /AD18 *
+ /IDEN

:= /AD20 * /AD19 * /AD1S
+ /IDEN ,

+ HOLD * /LATCH * /AD20 *
+ /AD19 * /AD18 * /AD17

+ LATCH * /AD20 * /AD19 *
*

+ SJHOLD * /AD20 * /AD19 *
:= /IDEN

+ /AD19 * /AD18 * /AD17

+ HOLD * /LATCH * /AD20 *
+ /AD20 * /AD18 * /AD17

+ LATCH * /AD20 * /AD19 *
+ /HOLD * /AD20 * /AD19 *

/IDEN
LATCH * /AD20 * /AD19
/HOLD * /AD20 * /AD19
/AD16 * /AD20 * /AD19

*
*

* ¥ ¥ %

HOLD * /LATCH * /AD20
/AD20 * /AD19

]

* /AD18 * /AD17

/AD17
/AD17

/AD18 * /AD17

/AD17
/AD17

/AD19 * /AD17

/AD18
/AD18

/AD17
/AD17
/AD17
/AD19 * /AD18 * AD17

AD18 * /AD17
/AD20 * AD19 * /AD18 * /AD17
AD20 * /AD19 * /AD18 * /AD17

Figure 4-7. Equations for IDGEN PAL16R8A
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ADDRESS

00000000
00110101
00110110
00110111
00111000
00111001
00111010
10111010
00100001
01100001
10100001
00100010
01100010
10100010
00100011
01100011
10100011
00100100
01100100
10100100
00100101
01100101
10100101
00100110
01100110
10100110
00100111
01100111
10100111
00101000
01101000
10101000
00101001
01101001
10101001
00101010
01101010
10101010
00101011
01101011
10101011
00101100
01101100

- DATA
00110101
00110110
00110111
00111000
00111001
00111010
10111010
00100001
01100001
10100001
00100010
01100010
10100010
00100011
01100011
10100011
00100100

- 01100100

10100100
00100101
01100101
10100101
00100110
01100110
10100110
00100111
01100111
10100111
00101000
01101000
10101000
00101001
01101001
10101001
00101010
01101010
10101010
00101011
01101011
10101011
00101100
01101100
10101100

COMMENTS

;initial state

isetup state for cardslot id 21
;setup state for cardslot id 22
;setup state for cardslot id 23
;setup state for cardslot id 24
;setup state for cardslot id 25
1setup state for cardslot id 26
+hold state for cardslot id 26
isetup state for cardslot id 1
;latch state for cardslot id 1
shold state for cardslot id 1
1setup state for cardslot id 2
;1latch state for cardslot id 2
shold state for cardslot id 2
;setup state for cardslot id 3
;latch state for cardslot id 3
shold state for cardslot id 3
isetup state for cardslot id 4
1latch state for cardslot id 4
thold state for cardslot id 4
;setup state for cardslot id 5
:1latch state for cardslot id 5
+hold state for cardslot id 5
;setup state for cardslot id 6
1latch state for cardslot id 6
shold state for cardslot id 6
;setup state for cardslot id 7
slatch state for cardslot id 7
;hold state for cardslot id 7
;setup state for cardslot id 8
:latch state for cardslot id 8
+hold state for cardslot id 8
isetup state for cardslot id 9
slatch state for cardslot id 9
+hold state for cardslot id 9
;setup state for cardslot id 10
slatch state for cardslot id 10
shold state for cardslot id 10
;setup state for cardslot id 11
;latch state for cardslot id 11
+hold state for cardslot id 11
;setup state for cardslot id 12
7latch state for cardslot id 12

Figure 4-8. IDGEN PROM Content (Sheet 1 of 3)
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ADDRESS DATA COMMENTS
10101100 00101101 ;hold state for cardslot id 12
00101101 01101101 ;setup state for cardslot id 13
01101101 10101101 ;latch state for cardslot id 13
10101101 00101110 :hold state for cardslot id 13
00101110 01101110 ;setup state for cardslot id 14
01101110 10101110 ;latch state for cardslot id 14
10101110 00101111 ;hold state for cardslot id 14
00101111 01101111 ;setup state for cardslot id 15
01101111 10101111 ;latch state for cardslot id 15
10101111 00110000 ;hold state for cardslot id 15
00110000 01110000 ;setup state for cardslot id 16
01110000 10110000 ;latch state for cardslot id 16
10110000 00110001 ;hold state for cardslot id 16
00110001 01110001 ;setup state for cardslot id 17
01110001 10110001 ;latch state for cardslot id 17
10110001 00110010 ;hold state for cardslot id 17
00110010 01110010 ;setup state for cardslot id 18
01110010 10110010 ~;latch state for cardslot id 18
10110010 00110011 ;hold state for cardslot id 18
00110011 01110011 ;setup state for cardslot id 19
01110011 10110011 ;latch state for cardslot id 19
10110011 00110100 ;hold state for cardslot id 19
00110100 01110100 ;setup state for cardslot id 20
01110100 10110100 :;latch state for cardslot id 20
10110100 00011110 shold state for cardslot id 20
00011110 01011110 ;setup state for arbitration id 1
01011110 10011110 ;latch state for arbitration id 1
10011110 00011101 ;hold state for arbitration id 1
00011101 01011101 ;setup state for arbitration id 2
01011101 10011101 :latch state for arbitration id 2
10011101 00011100 ;hold state for arbitraticn id 2
00011100 01011100 ;setup state for arbitration id 3
01011100 10011100 ;latch state for arbitration id 3
10011100 00011011 ;hold state for arbitration id 3
00011011 01011011 ;setup state for arbitration id 4
01011011 10011011 ;latch state for arbitration id 4
10011011 00011001 ;hold state for arbitration id 4
00011001 01011001 ;setup state for arbitration id 5
01011001 10011001 ;latch state for arbitration id 5
10011001 00011000 +hold state for arbitration id 5
00011000 01011000 ;setup state for arbitration id 6
01011000 10011000 ;latch state for arbitration id 6
10011000 00010111 ;hold state for arbitration id 6
00010111 01010111 ;setup state for arbitration id 7
Figure 4-8. IDGEN PROM Content (Sheet 2 of 3)
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ADDRESS DATE COMMENTS '
01010111 10010111 ;latch state for arbitration id 7
10010111 00010011 ;hold state for arbitration id 7
00010011 01010011 ;setup state for arbitration id 8
01010011 10010011 ilatch state for arbitration id 8
10010011 00010001 ;hold state for arbitration id 8
00010001 01010001 ;setup state for arbitration id 9
01010001 10010001 ;latch state for arbitration id 9
10010001 00010000 ;hold state for arbitration id 9
00010000 01010000 ;setup state for arbitration id 10
01010000 10010000 :1latch state for arbitration id 10
10010000 00001111 ;hold state for arbitration id 10
00001111 01001111 isetup state for arbitration id 11
01001111 10001111 ;latch state for arbitration id 11
10001111 00001110 ;hold state for arbitration id 11
00001110 01001110 ;setup state for arbitration id 12
01001110 10001110 ;1latch state for arbitration id 12
10001110 00001100 ;hold state for arbitration id 12
00001100 01001100 isetup state for arbitration id 13
01001100 10001100 slatch state for arbitration id 13
10001100 00001000 shold state for arbitration id 13
00001000 01001000 ;setup state for arbitration id 14
01001000 10001000 1latch state for arbitration id 14
10001000 00000111 ;hold state for arbitration id 14
00000111 01000111 ;setup state for arbitration id 15
01000111 10000111 ;latch state for arbitration id 15
10000111 00000110 +hold state for arbitration id 15
00000110 01000110 ;setup state for arbitration id 16
01000110 10000110 ;latch state for arbitration id 16
10000110 00000100 +hold state for arbitration id 16
00000100 01000100 isetup state for arbitration id 17
01000100 10000100 1latch state for arbitration id 17
10000100 00000011 ;hold state for arbitration id 17
00000011 01000011 ;setup state for arbitration id 18
01000011 10000011 ;latch state for arbitration id 18
10000011 00000010 7hold state for arbitration id 18
00000010 01000010 ;setup state for arbitration id 19
01000010 10000010 ;latch state for arbitration id 19
10000010 00000001 +hold state for arbitration id 19
00000001 01000001 ;setup state for arbitration id 20
01000001 10000001 ;latch state for arbitration id 20
10000001 10000001 ;hold state for arbitration id 20
end

Figure 4-8. IDGEN PROM Content (Sheet 3 of 3)
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Figure 4-2. CSM Functional Schematic Diagram (Sheet 1 of 4)

5-39




AP-422

+5V
N
10 [ory 5 6 20MHZ* QDEB CCLK o4
lenp
3l oalie oMz 74AS1004 74AS1004
U1 U1
ZH P :3 BCLK BCLK
: ¢ acp2
b appt
s +— 99 p%
XTAL f ck Roof2
v qCLx poLow .
40 000MHZ 745163
us PROT .
45V +5V
f
v
TP 3 == |
DoLOW 7 SNSE_IN .
3 s HRELO 2q RESIN 6 _DCLOW 2| PRE® |5 sDCLOW
RESET |2 D a -
1 e RESET # p2— - BCLKIN 3} o.d8
1 TP2 c
5T 68 REF R1 ‘ CLR3*
TL7705A 1 ! 220 1
c2 74AS74
u1s T 100 ~ | u17
3 10
cT
PRE*
AIRSTS 71 SNSE-IN 12f " ole SRST .
3w 24 RESIN BCLKIN 1) o d8
S| c4 RESET 2 ARST CLR%
I+ 47uF RESET* p>— - 3
20% REF 1 TP4
21 1sv R2 74AST74
TL7705A . 220 u17
u1e c4
2‘1— 100 ~
19 BCLKIN

Figure 4-2. CSM Functional Schematic Diagram (Sheet 2 of 4)
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Figure 4-2. CSM Functional Schematic Diagram (Sheet 3 of 4)
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Figure 4-2. CSM Functional Schematic Diagram (Sheet 4 of 4)
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5.0 DESIGN CONSIDERATIONS

Additional CSM design considerations are dis-
cussed in the following paragraphs. These are
cardslot mobility and diagnostic possibilities.

5.1 Cardslot 0 Detection

If the agent hosting the CSM is desired to be card-
slot mobile, i.e. operate the cardslots other than 0;
then a cardslot 0 detection circuit is necessary to
disable the CSM functions when the agentis notin
cardslot 0. The 4A pin is 0-Vdc in all cardslots
except 0 where it is used to bus clock signal
BCLK:¥ to the left half of a backplane containing
.more than 12 cardslots. A simple circuit to detect
cardslot 0 is illustrated in figure 5-1.

The signals normally driven only by the CSM
would now require buffering using a bi-directional
device enabled with a SLOTO signal so the agent
would receive these signals when not located in
cardslot 0. Also, the clock lines will require jumper-
ing as shown in figure 5-2, because the DC signal
specifications do not permit driver loading of a
signal receiver. The CLKGEN, RSTGEN,
TOGEN, and IDGEN circuits would be enabled
only when the cardslot 0 detection signal is true.

The POR#* signal is a power-on reset having a
duration guaranteeing stable power supply output
levels. The CLK signal could be the 20MHz or
10MHz clock output from the CLKGEN circuit or
be supplied from any other clock operational
before the PSB clock drivers are enabled.

POR*

4A
3 CLR
D Q SLOTO
CLK c a SLOTO*
SET
Figure 5-1. Circuit for SLOTO Detection
20MHZ - — CCLK2 %
— CCLK1%
o— [ SE—
10MHZ X — BCLK2:#
- — BCLK1%
SLOTO*
BCLK1N
74F240
Figure 5-2. CSM Clock Jumper
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5.2 System Diagnostic Options

For system test and diagnostic purposes, it may be
desirable to provide for the capability of selecting
other signal frequencies to exercise the clock
drivers. For example, outputs from the frequency
divider used in the design example could be selec-
tively jumpered as inputs to the BCLK¥ and
CCLK* line drivers.

A bus timeout disable function may also be desir-
able. Such a function can be implemented by pro-
viding an additional input to the TOGEN state
machine driven by either the interconnect con-
troller or jumper selectable.

5.3 CSM Functions on the Backplane

By removing the PBI function and interfacing
directly to an agent’s PSB interface, the design
example in paragraph 4 could be added to almost
any type of MULTIBUS II agent. As mentioned
in paragraph 3.0, this agent might be a CPU board
or a simple I/0 replier device, which may contain
other « entralized system services. .

The IEEE 1296 specification does not preclude put-
ting slot O on the reverse side of the backplane. The
minimal functionality described here will fit onto a
small printed circuit card mounted on the reverse of
the backplane — this does, of course, require a back-
plane designed for this application but if you are try-
ing to squeeze an “‘extra’” slot into a 19 inch rack, this
can be accomplished.
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PREFACE
THE ORIGINS OF INTERCONNECT

Interconnect arose out of a need to make complex technology easier to use. Advanced computer boards of
the early 1980’s were becoming more sophisticated and complex. Wiring options permitted interrupt
routing, memory mapping, EPROM size, and the use of other user installed components. When the jumper
count hit 300, it no longer made sense to waste this board space because an inexpensive controller or
co-processor could be used to manage resources more intelligently. What evolved was a concept of self-
configuration on a scale that had never before been attempted — the standardization of an entire industry.

Our Message Passing Coprocessor (MPC) design team was composed of a group of senior design engineers
and architects at the Intel factory in Hillsboro, Oregon and a second group of engineers in Swindon,
England who had experience with custom and semi-custom design of Application Specific Integrated
Circuit (ASIC) components. The bus interface was partitioned into the primary functions of bus and DMA
control, message passing, and interconnect. At Intel, this was implemented with the 82258 Advanced
DMA Controller (ADMA) and an 8751 Microcontroller as “partner chips” to the MPC. In the vendor
community, all sorts of creative solutions then began to appear. The simplest designs used PROMs or
Programmable Array Logic (PAL) to implement the barest subset of the interconnect design specification.
To reduce cost of the board, other interconnect designs were based on using the CPU as the interconnect
controller. By far the most common approach with intelligent boards was to go with the 8751 (or
equivalent) and the MPC. The direct interface between these two controllers predisposes one to selecting
these components. But what about firmware?

Early endeavors in microcontroller firmware led to mixed results. Suddenly there were no jumpers to play

. with and if you wanted to change something, you had toreach inside the firmware. A new set of tools were
needed. These tools turned out to be software utilities, operating system services, intelligent device drivers,
debuggers, and a system confidence test. With each new board produced, we learned a little more about this
amazing environment that had been created as a result of interconnect. An example is the Firmware
Communication Record found on many Intel boards. It was originally provided as a “scratch pad” of
register space with no dedicated function. To date, it has been used for downloading of code to remote
agents, the passing of initialization parameters to I/0 controllers, a backplane debugger console, and for
issuing requests for bootstrap.

Gradually a core of firmware routines developed which would be reusable on many board types. Jory
Radke had the responsibility to develop the firmware on several Intel boards during the period between
1985 and 1986. To make his job easier, he developed a set of table driven configuration routines that provide
the basic core functions of interconnect. Being an avid (did I say rabid?) macro fan, Jory exploited every
conceivable feature of the ASM-51 and RL51 development tools. The result is the firmware that you see
today.

Inthe waning days of 1987, I was preparing for my Intel sabbatical when I first heard of Jory’s work. I was
so enthused by the possibility of a “universal” solution to-the interconnect problem that Jory and I
approached management about commissioning this project. John Hyde and Len Schulwitz obtained the
necessary approvals and the writing began in earnest. Many Intel employees use their sabbatical time to
write books, spend time with the family, or to travel to new places. I had already been selected to participate
in a new “Intel China Ambassador” program and was about to travel all over the Asia Pacific region.
Portions of this document were written in Alaska, Hawaii, Japan, and China — usually at an altitude of
about 30,000 feet. The bulk was written in one marathon 10 hour layover in Tokyo’s Narita airport. I wish
to thank the many people throughout the world who lent me their personal computers, thereby enabling
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this Application Note to get written. Also, thanks to the spec writers who gave us areasonably clear view of
what we were building, but left enough latitude for creativity.

Our foremost concern is for compatibility between vendor products. On February 22, 1988 this concept was
put to the test. The occasion was the BUSCON Trade Show in Anaheim, California where 15 MULTIBUS®
II vendors demonstrated their products — all operating in the same chassis! Both interconnect and
message passing were proven to work between a wide selection of products. MULTIBUS II had achleved
in two years of production, what other busses have yet to accomplish.

As this firmware propagates its way into new vendor products and in-house designs, yet another
generation of compatible products will be born. We hope you find it useful in your own designs.

Roger Finger
- MULTIBUSe II
Technical Marketing Manager

Jory Radke
Modules Development Engineer
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CHAPTER 1 : )
INTERCONNECT ADDRESS SPACE ON MULTIBUS® II

1.1 WHO SHOULD READ THIS
DOCUMENT?

The primary audience of this document consists of
companies and individuals who are in the process
of designing their own MULTIBUS II boards for
use with other compatible products. It is assumed
that the reader has already studied the Intercon-
nect Interface Specification and has a good work-
ing knowledge in the operation of interconnect
space on existing Intel products. In addition,
portions of the IEEE 1296 specification and the
MPC User’s Guide are referenced jn some detail. A
complete bibliography of recommended reading
material is contained in Appendix A.

This design package consists of two related items.
The firstitem is the document you are now reading
which is a user’s guide to the overall design
process. The second item, is a diskette containing
copyrighted software to be used in generating new
firmware for your interconnect subsystem. This
package is not intended for users to change the
content of microcontrollers already installed on
Intel boards. ‘

1.2 CONFIGURATION ISSUES IN
MICROCOMPUTER BASED
SYSTEMS

Over the past few years, microcomputer designs
have progressed dramatically in capability and
performance. In contrast, little progress has been

made in enhancing ease-of-use. Until recently,

board users have had to deal with the added
complexity of modern single-board computers by
wading through lengthy reference manuals and
innumerable jumper options — often arriving at
the final solution only by trial and error. System
integrators often found that the firmware revision
number penciled in on the EPROMs they installed
did not match the device driver revision and
consequently, nothing works! Worse yet, things
might work for a little while and then fail; result-
ing in wasted time debugging the problem to
determine what went wrong. Memory mapping

options, arbitration priorities, interrupt levels, and
scores of other “tunable” parameters contribute to
the fray, leaving the system designer befuddled
and confused. Often, the only way out of this mess
was to locate a board that was already properly
configured and copy off the jumper list.

Board designers build in numerous options so their
products can be used in the broadest possible spec-
trum of applications. The number of options
offered is not the core of the problem, but manag-
ing themis. MULTIBUSII addresses this problem
with a special address space known as “intercon-
nect”. Now for the first time, system-wide configura-
tion information has been made accessible to
software; thereby opening opportunities for cen-
tralized control and coordination. In most
cases, the end user of these products will be com-
pletely unaware of the configuration process. They
simply remove the board from its shipping con-
tainer, install the proper firmware, plug it into a
free cardslot in the backplane, and apply power.
Things work the first time around with no mess, no
fuss, and no configuration errors.

Interconnect is great for end users; it eliminates
most of the common configuration errors, speeds
up theinstallation process, and facilitates diagnos-
tics and repair. When considered in the context of
an overall system architecture that includes mes-
sage passing, interconnect is one of the foundation
building blocks distinguishing MULTIBUS II as
an environment capable of satisfying the most
demanding of applications.

1.3 OVERVIEW OF INTERCONNECT
ADDRESS SPACE

Interconnect address space is a fundamental part
of the IEEE 1296 specification, which defines
MULTIBUS II. Interconnect address space was
included in the IEEE 1296 specification to solve
three major problems: board identification, config-
uration, and diagnostics. The board identification
registers are read-only locations containing board
information such as type, manufacturer, compon-

5-48



AP-423

ents installed, and other board specific functions.
The configuration registers are read/write reg-
isters which allow the system software to set and
change the configuration of many on-board hard-
ware options. In most cases, hard-wired jumper
options can now be eliminated in favor of software
control. The diagnostic registers are used for the
starting, stopping, and status reporting of self-
contained diagnostic routines supplied with each
board. These diagnostics are commonly known as
Built-in Self Tests (BISTs).

1.3.1 Geographical Addressing

Interconnect is based on the fundamental princi-
ple that you can locate boards within a backplane
using a system of cardslot numbering. This con-
cept, known as geographical addressing, is a very
useful tool during system-wide initialization. Each
board in the system contains firmware which
conforms to a standardized header format (figure
1-1).

At boot time, the system software will scan the
backplane to locate its resources before loading in
the device drivers. This approach eliminates the
need for reconfiguring the software every time a
new boardisintroduced into the backplane. It also
solves the problem of how to configure multiple
instances of controller and processor boards in
large multiprocessing systems. Cardslot indepen-
dence is achieved by having all boards in the
system carry their own initialization and diag-
nostic functions on-board in firmware. Operating
systems can generate a map of where resources are
located during initialization and then use this map
as a base address list for message passing.

1.3.2 Microcontrollers in the Bus Interface

Most MULTIBUS II designs are based on a highly
integrated bus interface controller known as the
Message Passing Coprocessor (MPC). Special pro-
visions have been madein the bus interface silicon
to enable board designers to implement intercon-

Figure 1-1.
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nect in a cost effective manner. A typical
MULTIBUS II interface consists of the MPC, a
small number of bus transceivers, and a microcon-
troller such as the Intel 8751 or equivalent (figure
1-2). It is the microcontroller (in association with
the MPC) that has the responsibility for all inter-
connect functions.

 —

CPU wre | £
—

 —

 —

' —
MEMORY DMA %
 m—

o

Figure 1-2. Hardware Support for Message
Passing

Microcontrollers are ideally suited for this type of
work because they are independent self-contained
computing devices and require no external support
chips outside of a clock crystal. Their architecture
provides separate address spaces for on-chip ROM
(4 kbytes) and RAM (128 locations), as well as
three 8-bit bidirectional I/0 ports. The ROM loca-
tions are used for program storage, constants, and
read-only registers within the interconnect tem-
plate. The RAM locations are used for read/write
registers and as temporary storage. Port pins
provide the interface to the real world; sampling
test points, latching address terms into compara-
tors, and controlling other devices on the board.

1.3.3 Addressing of Interconnect

Before discussing how to address interconnect
registers on various boards, it is important to note
that all interconnect implementations are dual-
ported. Dual porting consists of an interface to the

local CPU and to the Parallel System Bus (iPSB).
Figure 1-3 shows that these two interfaces are
addressed in slightly different ways. A complete
interconnect address on the iPSB consists of a
cardslot ID plus a register offset. These values are
combined into a single 16-bit address field written
to the iPSB by the MPC when an interconnect
cycle is requested.

AS SEEN FROM THE iPSB BUS:

BIT 15 BIT 10 BIT 2 ‘
[sssss | RRRRRRRRR | 00 J

SLOT REGISTER  ZEROS

AS SEEN FROM THE LOCAL CPU:

PORT 30H: IC ADDR LO
PORT 34H: IC ADDR Hi

Figure 1-3. Interconnect Addressing

To generate an interconnect request, the local CPU
writes the lower 8-bits of the interconnect address
toareserved I/0 location (IC ADDR LO — usually
30H), and writes the upper 8-bits of the inter-
connect address to a second reserved location (IC
ADDR HI — usually 34H). If it is an interconnect
read operation, then the data can be read from a
third reserved location (IDAT — usually 3CH). A
write operation to the IDAT location will generate
an interconnect request bus cycle on the iPSB.

One special case involves a CPU attempting to

-program its own on-board interconnect registers.

As the CPU drives an interconnect address onto
the bus, its transceivers wait for a handshake from
the replier board. But since an CPU cannot hand-

- shake with itself, such a transaction would be in-

valid and an error generated. Whenever a CPU is
programming its own interconnect registers, a
cardslot address of 31(1FH) should be used. This
instructs the MPC to pass the request directly to
the local microcontroller without going through
the iPSB interface.
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Another special caseis when sub-buses such as the
Local Bus Extension iLBX™), are attached to the
primary agent. Interconnect facilities should be
provided for these boards and the addressing on
the sub-bus begins with cardslot number 24 (i.e. the
primary agent), and proceed upwards to cardslot
number 30.

1.3.4 Data Structures in Interconnect

The objective of interconnect address space is to
allow higher level software to gain information
about the environment in which they operate
independent of who manufactured the board, what
functions it contains, and what cardslot it resides
in. To accomplish this goal, an Interconnect Inter-
face Specification has been published and forms

the basis for much of the information in this guide.
If youhave not yet read this document, you should
do so before beginning your design effort.

Interconnect functions implemented on Intel’s
single board computers go beyond the require-
ments of the IEEE 1296 specification. This specifi-
cation mandates that all conforming products
include an Interconnect Header Record. The
header record consists of information regarding
board type, its manufacturer, what firmware is
installed, and other relevant information. An ex-
ample headerrecord is shown in figure 1-4. In addi-
tion to the header record, the manufacturer may
also supply additional function records which
make other features of the board accessible
through interconnect.

HEADER RECORD

VENDOR ID, LOW BYTE
VENDOR ID, HIGH BYTE
BOARD ID, CHARACTER 1
BOARD ID, CHARACTER 2
BOARD ID, CHARACTER 3
BOARD ID, CHARACTER 4
BOARD ID, CHARACTER §
BOARD ID, CHARACTER 6
BOARD ID, CHARACTER 7
BOARD ID, CHARACTER 8
10 BOARD ID, CHARACTER 9
11 BOARD ID, CHARACTER 10
12 RESERVED

13 RESERVED

14 RESERVED

15 RESERVED

16 TEST REVISION NUMBER
17 CLASSID

18 RESERVED

19 RESERVED

20 RESERVED

21 RESET STATUS REGISTER
22 PROGRAM TABLE INDEX
23 NMI ENABLE REGISTER
24 GENERAL STATUS

25 GENERAL CONTROL

26 BIST SUPPORT LEVEL

27 BIST DATA INPUT

28 BIST DATA OUTPUT

29 BIST SLAVE STATUS .

30 BIST MASTER STATUS

31 BISTTESTID

OCWO~NOOOHWN—=O

PROTECTION RECORD

32 PROTECTION RECORD TYPE
33 RECORD LENGTH

34 PROTECTION LEVEL REGISTER
RESERVED

iPSB CONTROL RECORD

36 iPSB CONTROL RECORD TYPE
37 RECORD LENGTH

38 iPSB SLOT ID NUMBER

IPSB ARBITRATION 1D NUMBER

LOCAL PROCESSOR RECORD

40 LOCAL PROCESSOR RECORD TYPE
41 RECORD LENGTH

42 LOCAL PROCESSOR CONTROL

43 LOCAL PROCESSOR STATUS

44 RESERVED

END OF TEMPLATE RECORD
45 END OF TEMPLATE RECORD TYPE

Figure 1-4. Function Records in the Interconnect Core Firmware
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Function records begin with a byte specifying the
record type followed by the number of bytes that
make up the record. The manufacturer must pub-
lish a description of these function records in their
reference documentation. Many types of function
records have already been defined. Some examples
include memory configuration, parity control,
serial I/0, and other commonly used functions. If
the existing record types do not adequately des-
cribe a function, a new record type can be defined
— up to a maximum of 1020 different record types
are allowed.

The system software initiates the search for a spe-
specific function record at interconnect register 32,
which is the first function record following the
header record. The program first checks the record
type field and then counts bytes to the next record
type field until either the correct function record is
found or the End of Template (EOT) record (hex
value OFF) is encountered.

1.3.5 Access Rights and Protection
Records

Becausetheinterconnect registers are dual-ported,
each has a set of static and dynamic access rights
that determine which operations will be allowed
on either the local or iPSB bus interface. All
interconnect registers can be read from either bus,
however, static access rights may place restric-
tions on whether a register can be written to from
either interface. The term “static” is used because
‘these access privileges are predetermined by the
designer of the interconnect firmware and will not
change during system operation. In other situa-
tions it may be desirable to allow a register to be
modified during system initialization; then locked
against further changes during normal system
operation. This capability is essential since many
of the functions contained in interconnect are so
vital to correct system operation that some means
of protecting them from malicious or inexperi-
enced users is required.

Dynamic access rights are determined by pro-
tection records which are used to prevent other
boards from modifying a local interconnect
resource. When activated, all subsequent records
become read only so other users can read from
interconnect registers, but cannot write to them.

1.3.6 Diagnostic Philosophy of
MULTIBUS® I1

The diagnostic philosophy of MULTIBUS II is
that each board should have the capability to test
itself and report error status when problems exist.
There are two occasions when diagnostic testing is
invoked. A subset of the complete on-board diag-
nostics is run during power-on initialization and
more extensive testing can be invoked from the
operator’s console. Following power-on, most
boards go through a series of initialization checks
where the basic functioning of the MPC and
microcontroller are verified. Initialization is fol-
lowed by a power-on test suite automatically in-
voked by each board. If a hardware failure is
detected at this point, a yellow LED on the front
panel will illuminate so that the failing module
can be easily identified and replaced.

If further testing is desired, extended diagnostics
can be invoked by placing a diagnostic request
packetin theinterconnect BIST registers. Usually
one board acts as the Master Test Handler and
requests services from other system boards func-
tioning as Slaves when under test. A menu of tests
is available via interconnect. This test philosophy
can be applied on-site by the end-user, service
representative, or remotely executed via modem
from the regional repair center. In most cases,
downtime is minimized by sending out a replace-
ment board and thus avoiding an expensive repair
call.

The firmware content of MULTIBUS II boards is
much greater than that found on previous industry
standard buses. In addition to the 8751 Microcon-
troller, MULTIBUS II boards normally host
EPROMs that contain extended diagnostics
(BISTs), test handlers, reset initialization sequenc-
ing, debug monitors, and many other functions.
The location of diagnostic firmware on a board
(figure 1-5) is dependent on code complexity and
execution speed. For simple replier agents, the
microcontroller’s on-board EPROM may have
enough program storage space for diagnostic func-
tions as well as the interconnect firmware. In
contrast, the majority of the requestor/replier
boards (i.e. capable of becoming bus masters), are
more complex and most diagnostic code is run on
the CPU from on-board EPROM. In this case, the
microcontroller primarily serves as the communi-
cation interface for the diagnostics.
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RESET INITIALIZATION
DIAGNOSTICS

TEST HANDLERS

DEBUG MONITORS

BOOTSTRAP LOADER

ON-BOARD EPROM

n INTERCONNECT
SUBSYSTEM

8751 MICROCONTROLLER

Figure 1-5. Firmware Content of
MULTIBUS® Il BOARDS

1.4 INTERCONNECT — THE
MANUFACTURER’S
PERSPECTIVE

From the perspective of a board designer, intercon-
nect is a mixed blessing. The board manufacturer
is certain to enjoy the benefits of reduced support
costs, easier fault isolation in field repairs, and
enhanced customer satisfaction — but these advan-
tages do not come free. One would anticipate
longer development time, increased on-board
part count, and the firmware configuration to
increase the amount of effort it takes to prepare a
MULTIBUS II board for market. And indeed this
is so. If a competent design team were to tackle the
interconnect subsystem (including diagnostics, hard-
ware, and firmware design), it would not be unreason-
able to allow six man-months for the job.

Given that thisrepresents an extraordinary invest-
ment for the manufacturer, the primary goal of
this design packageis to reduce the amount of time
required to include interconnect in your design
from six months to only six days! Another goal is
to guarantee compatibility and interoperability of
your products by placing common core functions
in user extensible firmware in such a way thatitis
easy to customize the design to fit your own
particular needs.
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1.5 ASSUMPTIONS REGARDING YOUR
OPERATING ENVIRONMENT

Although many implementations of interconnect
are possible, it was necessary to restrict the scope
of this guide to satisfying the broadest and more
typical range of users — designs based on the MPC
component in association with an 8751 Microcon-
troller (or equivalent). This design guide is in-
tended as a generic solution that meets the needs of
most of these users.

For software development, it will be necessary for
you to obtain an IBM® PC (model XT, AT, or
compatible) plus the appropriate Intel program-
ming languages and a PROM programmer to
transfer your code into the microcontroller. An in-
circuit emulator is not required for this project;
however, some users will find it expedient to make
use of such a tool since it simplifies debugging and
eliminates the need for PROM programming while
the code is being developed. A complete list of
hardware and software requirements may be
found in Chapter 2. Any departure from the recom-
mended development tools or practices is outside
the scope of this document and may lead to
unpredictable results.

1.6 DESIGN METHODOLOGY — AN
OVERVIEW

The process of designing an interconnect sub-
system invariably begins with a high level discus-
sion of what function you intend to support. While
the header record is quite easily defined, decisions
as to what function records to include should be
carefully considered in terms of how much flexi-
bility to give your users, what functions they
might be interested in, and how much external
hardware will be required. Some of the function
records listed in the Interconnect Interface Specifica-
tion are already implemented in the core firmware
and require minimal effort to support. Other func-
tions may be quite complex and could potentially
require extensive TTL circuitry external to the
microcontroller. As with all engineering designs,
you should spend a significant portion of your time
making sure that you have a clean workable
specification before procéeding into the implemen-
tation phase.

The second step in interconnect design is to de-
termine what circuitry is required to gain access to
the information in interconnect that you intend to
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present to the user. This consists of locating all test
points, control circuitry, latches, and transceivers
external to the microcontroller. Most likely this
determination will be made at a point where the
overall schematic for the board is near completion
and before you begin the layout and develop the
prototype. At this stage, all dedicated I/0 ad-
dresses will be defined and rudimentary PAL
equations for the control points will be written.

The third step of interconnect design consists of
evaluating your on-chip resource requirements
based on the function records being implemented.
At this stage, you will write the functional routines
and identify the RAM, ROM, and port require-
ments for the microcontroller. If your original
interconnect specification was over ambitious or
inappropriately defined, you will discover at this
point that you may be forced into external PROM,
staticRAM, or port expansion logic; and may wish
to scale back your design or change over to the
8752 Microcontroller (having 8 kbytes of ROM and
256 bytes of on-chip RAM). Once you know your
resource requirements and have written the func-
tional routines, you are now ready to integrate
your custom code with the cove interconnect firm-
ware.

The fourth step in the design process consists of
loading the tables with data based on the intercon-
nect template you specified in step one, plus the
external declarations for the routines you wrote in

step three. The object code supplied on the diskette
with this guide contains a table driven collection of
routines that provide the core interconnect func-
tions. These give the user some commonly used
function records (figure 1-4) and provide the oppor-
tunity for users to add their own routines to this
core. Generating the firmware consists of assem-
bling your code and then allowing the table gen-
erators to integrate this code into the core module
through an ASM-51 macro expansion process.
Once complete, the entire package is integrated
using RL51 (a relocation linker) to resolve any
external references and produce a unified object
module for loading into the microcontroller
EPROM.

The final step in the process is to program the
microcontroller and test every imaginable func-
tion and event sequence within interconnect. It is
at this stage that the use of an in-circuit emulator,
logic analyzer, or oscilloscope may be desirable to
help in localizing logic faults or timing related
problems. In most cases, debug time is fairly short
since the core routines are supplied already and
are known to be good.

Once the interconnect subsystem is totally tested,
the board can be forwarded to the device driver
development team and/or system integrator for
initialization software development and further
functional testing.
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CHAPTER 2
PREPARATION FOR USE

2.1 HARDWARE AND SOFTWARE
REQUIREMENTS

Before proceeding with your interconnect design
using this guide, the hardware, software, and
optional equipment listed below are required (at a
minimum).

Hardware Requirements:

o IBM® PC (model XT, AT, or compatible) con-
figured with at least 640 kbytes of internal
memory and a 10-Mbyte (or larger) hard disk.

e Intel PROM Programmer, model iUP 201, plus
the 8751 Microcontroller Personality Module
and a serial cable. The IBM PC must have a
spare serial port to interface with the PROM
Programmer. (Note that other brands of
PROM Programmers can be used, but the
batch files and object module produced by
Intel’s development tools are not guaranteed to
be compatible.)

Software Requirements:
o DOS Operating System, version 3.0 or greater

o iPPS PROM Programming Software, version
2.2 or greater

e ASM-51 Macro Assembler version 2.2 or
greater

@ RL51 Relocation/Linkage package version 3.0
or greater.
Optional Equipment:

(-] /ICE"' 51 (or ICE 5100) In-Circuit Emulator
with IBM PC Interface Card

@ Oscilloscope.
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2.2 LOADING SOFTWARE ONTO YOUR
SYSTEM

Before starting, it is assumed that you will have
already loaded the ASM-51 and RL51 program
files in a common subdirectory of the hard disk
and have indicated the route to that subdirectory
in a PATH command entered into the
AUTOEXEC.BAT file (in the root directory). This
will allow you to call these program files from any
point in the file structure without having to ident-
ify the directory search path to these files.

Install the software supplied with this design
guide onto your hard disk by inserting the intercon-
nect firmware diskette into drive A or B. After the
C> prompt, type A (or B): to change the default
drive. Next type INSTALL and then press Enter.
The computer will read from the drive specified
and immediately start executing the install.bat
batch program. When this batch program com-
pletes processing, you will find the follow-
ing added to the subdirectory structure of your
hard disk:

ICFW
|
I |
DOC ICU
CORE.DOC IC.P28
PUBLIC.DOC IC.DCL
SRC
I ASMMOD.BAT |
OBJ LNKUSOR.BAT LST
g DFT.MOD e
CORE.LIB USER.MOD (no files)
TABLE.MOD
EETGEN.A51
TABGEN.A51
TABLE.MAC
GLOBAL.MAC
USEFUL.EQU

Batch files are supplied to automate the firmware
generation process. These files make some assump-
tions about your hard disk directory structure. Itis
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important to note that all batch files must be called
from the \ICFW\SRC directory path, otherwise
the DOS command processor will not look beyond
your current directory in its search for a file name.
Edit the path command in your AUTOEXEC.BAT
file to include the \ICFW directory.

2.3 INTERCONNECT THE EASY WAY

While interconnect is a complex topic, there is an

_easy way to get a functional interconnect sub-
system operational without detailed knowledge of
the internal design. To do this, view the file
\ICFW\SRC\TABGEN.A51 using the TYPE com-
mand or a text editor and notice that the data fields
for vendor ID, board ID, hardware test revision,
and class ID have been left blank (looking ahead,
this is figure 5-1). Consult the Interconnect Archi-
tectural Specification to determine what informa-
tion to place in these fields. Once you have ob-
tained this information, perform -these steps at
your computer console:

a. Type CD and then press Enter to display the
current directory. If \ICFW\SRC is not being

displayed, then type CD\ICFW\SRC and
press Enter to change to the correct directory
path.

b. Runthe followiﬁg batch programsin the order
listed:

ASMMOD dft
ASMMOD user
ASMMOD table
LNKUSR test

The result is a PROMmable object code file
(TEST.LNK) that is placed in \ICFW\SRC\OBJ
subdirectory. The TEST.LNK object code is ready
to burn into the microcontroller EPROM and pro-
vides a complete interconnect header record as
well as protection, iPSB control, and local pro-
cessor records.

The core hardware design consists of the mini-
mum interconnect implementation as shown in
figure 4-1. This basic combination of hardware
and firmware can be used during prototyping as
the starting point for most interconnect designs.
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CHAPTER 3
THEORY OF OPERATION

3.1 MPC TO MICROCONTROLLER
HARDWARE INTERFACE

Most MULTIBUS® II designs use the Message
Passing Coprocessor (MPC) component with an
8751 Microcontroller to implement the Parallel
System Bus (iPSB) interface. This combination
minimizes the number of devices required to imple-
ment a full-featured bus interface and provides
- flexibility in adapting the design to the broadest
possible range of functional specifications. The
hardware interface between the MPC and the
microcontroller is shown in figure 3-1.

8751 MPC

O

IWR
IAST

Figure 3-1. MPC to Interconnect Pathway

The MPC is designed to sit directly on the microcon-
troller’s multiplexed Interconnect Address/Data
bus (IAD<7..0>). When an interconnect cycle is
initiated, the IREQ* signal from the MPC inter-
rupts the microcontroller with a request for serv-
ices. The microcontroller then performs a series of
read and write operations to a group of MPC
interconnect bus registers to satisfy the intercon-
nect request and complete the operation. In terms
of hardware control, the microcontroller acts as
the bus master on this interface; generating the
read and write signals, and supplying an Intercon-
nect Address Strobe (IAST) based on its own
Address Latch Enable (ALE) signal. The reader is
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requested to review chapters 4 and 5 of the MPC
User’s Manual before continuing further.

3.2 MPC INTERCONNECT BUS
REGISTERS

The MPC component contains a set of special
function registers that are only accessible via the
IAD bus. These registers (figure 3-2) can be catagor-
ized into five functional groups: interconnect ref-
erence registers, slot and arbitration ID registers,
configuration registers, diagnostic registers, and
the no access registers.

The MPC interconnect reference registers serve as
the basic communications interface between the
microcontroller and the MPC. Whenever the local
CPU or iPSB agent generates an interconnect
request cycle, the registers actually being accessed
(IC ADDR HI, IC ADDR LO, IDAT) physically
reside in the MPC rather than in the microcon-
troller. The MPC asserts the IREQ#* signal to
interrupt the microcontroller which responds by
initiating a dialogue of read/write commands to
the MPC interconnect reference registers.

The second functional group of MPC interconnect
registers are concerned with the cardslot and
arbitration ID assignments made by the Central
Services Module (CSM) during reset initialization.
Note that the Interconnect Interface Specification
describes an iPSB Control Record which includes
registers for both arbitration and cardslot ID. This
allows a CPU to determine in what cardslot it is
residing.

The third functional group of MPC interconnect
registers control configurable features on the MPC
such as dual-port address boundaries, arbitration
priority, Reset-Not-Complete (RSTNC) control,
error reporting, and fail-safe counter functions. In
most implementations, these registers are passed
through an interconnect function record to make
them user accessible and configurable.
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ID REGISTERS
0E6H SLOT ID (SID)

REFERENCE REGISTERS

OE1H INTERCONNECT SLOT ADDRESS (IC ADDR HI)
0E2H INTERCONNECT REGISTER ADDRESS(IC ADDR LO)
0E3H INTERCONNECT DATA (IDAT)

OEOH INTERCONNECT STATUS (ISTAT)

OE1H INTERCONNECT COMPLETE (ICMPL)

OEOH INTERCONNECT REFERENCE ARBITRATION (IARB)

0E7H ARBITRATION ID (AID)

CONFIGURATION REGISTERS
0E8H DUAL-PORT LOWER ADDRESS LOW BYTE (LALB)
"0E9H DUAL-PORT LOWR ADDRESS HIGH BYTE (LAHB)
OEAH DUAL-PORT UPPER ADDRESS LOW BYTE (HALB)
0EBH DUAL-PORT UPPER ADDRESS HIGH BYTE (HAHB)
OECH GENERAL PARAMETERS (GEN)

OEFH REFERENCE ERROR (RERR)

OEDH SOLICITED INPUT FAIL-SAFE COUNTER (SIFSC)
OEEH SOLICITED OUTPUT FAIL-SAFE COUNTER (SOFSC)
0F5H REFERENCE FAIL-SAFE COUNTER (REFFSC)

DIAGNOSTIC REGISTERS
O0FOH RETRY ALGORITHM (RTYA)

0F1H ACCUMULATED RETRY COUNT (RCNT)
O0F2H DIAGNOSTIC PARAMETERS (DIAG)

NO ACCESS REGISTERS
ADDRESSES 00H THRU 07FH

Figure 3-2. MPC Interconnect Registers

The fourth functional group of MPC interconnect
registers control retry and diagnostic functions.
These parameters can be used for performance
tuning and confidence testing, but are not fre-
quently accessed by users. In general, they can be
programmed during initialization with default
values and then ignored.

Finally, there is a group of addresses between 0
and 7FH for which the MPC guarantees a tristate
condition (no access). Interconnect designers can
take advantage of this feature by using these
addresses to decode registers and latches residing
directly on the IAD bus. This technique provides a
convenient way to generate an 8-bit bidirectional

bus using user defined addresses as chip enable
terms. The reader is encouraged to read all of
Chapter 7 in the MPC User’s Guide before pro-
ceeding.

3.3 PARTITIONING OF FUNCTIONS
BETWEEN THE MICROCONTROLLER,
CPU, AND MPC

Because of the close association of the CPU and
the microcontroller to the MPC, a number of inter- °
dependencies arise — especially during initial-
ization and diagnostic testing. Some of the more
complex functions such as dual-port memory con-
trol and fail-safe counters actually cross com-
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ponent boundaries. Thus, one must view the com-
plete interface as a functional subsystem. The
following discussion highlights the more
important interdependencies regarding the inter-
connect subsystem.

3.3.1 MPC Diagnostic Testing

A special feature of the MPC is its ability to
simulate message passing operations toitself with-
out presenting data to the iPSB bus interface. This
mode is termed “MPC Loopback Testing” and is
enabled by the iPSB Diagnostic Register in the
iPSB Control Record. This causes the microcon-
troller to set the Reset-Not-Complete Out
(RSTNCOUT) bit in the MPC General Parameter
Register. The result is that any messages the local
CPU loads into the MPC transmit buffers are
routed directly to the MPC receive buffers. While
this is happening, the MPC Buffered Address/
Data bus (BAD<31..0>%) is active and it is neces-
sary for the microcontroller to tristate the iPSB
buffer logic by preventing the iPSB Transceiver
Output Enable (BTROE#*) signal from going
active low. Note that MPC loopback testing is only
allowed while RSTNC:# is being asserted by the
host agent.

3.3.2 Dual-Port Memory Control

When another iPSB agent selects your board to
participate as a replier in a memory reference, the
address recognition function for dual-port memory
is performed by the MPC based on the starting and
ending addresses programmed into the MPC inter-
connect registers during initialization. When an
address match is found, the MPC will drive the
SEL:# signal to your dual-port memory controller
and wait for a COM#* or ERR* signal to be
returned before completing the cycle. During this
transaction, the MPC provides all parity genera-
tion and checking, system control, and wait-state
signal generation services to the iPSB bus inter-
face. Valid address selection may occur on any
64-kbyte boundary within the 4-Gbyte memory space;
however, it is advisable to include value checking
in your microcontroller firmware to ensure that the
user doesn’t enable more memory than is physi-
cally present on the board. Only one bank of
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contiguous memory is supported when using the
MPC dual-port functions.

3.3.3 Message Retry Operations

When message traffic is arriving faster than the
local CPU can receive it, the MPC FIFO buffers
will overflow and some form of flow control must
be initiated. The MPC has a special retry mecha-
nism for this condition that is controlled through
registers accessible to the microcontroller. Retry is
enabled by setting a bit in the MPC Diagnostic
Parameters Register and the delay between retries
is selected in the Retry Algorithm Register. The
Accumulated Retry Count Register indicates how
many Negative Acknowledge (NACK) errors have
occurred for a given message attempt. The
Accumulated Retry Count Register is used with
the Retry Algorithm Register to tune system per-
formance by selecting the most effective retry
interval.

3.3.4 Fail-Safe Counter Functions

When the MPC issues an iPSB buffer request,
there is no guarantee that a buffer grant will be
returned in a reasonable amount of time. If en-
abled, the MPC Reference Fail-Safe Counter will
cause an error interrupt if no buffer grant is
received by the end of a timeout period (typically
1.5 seconds). Likewise, a similar fail-safe timeout
exists for reference operations in the unlikely
event that they are unable to acquire the iPSB bus
due to arbitration or Bus Clock (BCLK) problems.
In either case, the microcontroller acts as a pro-
grammable timebase by writing to the MPC fail-
safe counter addresses on a periodic basis in
response to an internal timer interrupt (figure 3-3).
When the MPC starts the buffer request or refer-
ence operation, it enables the fail-safe timeout and
waits for the operation to complete. If the micro-
controller is able to write to a MPC fail-safe
counter address four times before the bus cycle
completes; then a timeout interrupt is asserted to
alert the CPU to the problem. Note that fail-safe
counter functions should be disabled during debug-
ging since breakpoints set by human intervention
may prevent the MPC from completing an opera-
tion before a timeout occurs.



AP-423

TIMER INTERRUPT TO
MICROCONTROLLER

MICROCONTROLLER WRITES
TO MPC FAIL-SAFE COUNTERS

8751 /
Syl

MPC

o

Upon buffer request, MPC enabies Fail-Safe
Counters. If no buffer grant within four micro-
controller write operations; then signal timeout
error to local CPU (typical timeout values - 1.5

sec.)

SOLICITED IN
SOLICITED OUT
REFERENCE

Figure 3-3. MPC Fail-Safe Counters

3.4 MULTIBUS® Il RESET
CONDITIONS

Ina MULTIBUSII backplane, the RST# signalis
used for the system-wide reset. Additionally, the
DCLOW: signal designates power-fail indica-
tion and the PROT* signal designates an early

- warning battery back-up control. One of the op-
tions available to the board designer is to use com-
bination logic in association with the micro-
controller to further define three catagories of reset
conditions: cold-start, warm-start, and local reset.
In figure 3-4, the reset circuitry that gives a board
the capability to distinguish between these events
is shown. The reset control logic (in the
PAL16R4B) signals a cold-start whenever reset is
accompanied by a low power condition and signals
a warm-start in all other cases. Local resets are
generated by an interconnect operation to the
microcontroller, which then pulses the CPU reset
line.

8751 cPuU
PURES
CPURES P3.1 chy
UCINT# P3.2
RS A orsT | DoLOPast
B RST
BCLK 5 | BBCLK o
pcLow#x | © |bcLo §
RST* 2 [rsT o
N X
o
MPC
RST

Figure 3-4. Reset Hardware
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The equation for the RESET PAL in figure 3-4 is:

RSTCTL PAL
INTeL CORP
VERSION 001
chip name PAL16R4B

BCLK RST DCLO 4 5 6 7 8 9 GND .
/OE 12 13 14 15 16 /PSBRST /UCINT UCRST VCC

EQUATIONS

PSBRST = RST
UCINT = PSBRST * /DCLO * /UCRST
/UCRST = /PSBRST + (/DCLO * /UCRST)

3.4.1 Cold-Start and Recovery Reset

A cold-start condition represents the state of the
backplane following a power-on sequence, while
the recovery reset represents the state of the back-
plane following power failure situations. The CSM
will eycle through its normal sequence of assign-
ing cardslot and arbitration IDs during a 50 ms
period while the RST: signal is active low. The
iPSB reset signal is buffered in on each agent and
then routed directly to the MPC and the microcon-
troller. When reset is released from the iPSB, the
microcontroller will force a reset to the local CPU
and then execute some rudimentary BISTs (initiali-
zation checks). The interconnect template will be
loaded with default values and the MPC gets
initialized to its default state. The CPU is then
released from reset to execute its power-on BISTs
(some of which are likely to alter the contents of
memory by overwriting data previously present).

In the firmware supplied with this guide, the CPU
must clear the RSTNC# bitin interconnect within
30 seconds after power-on or else the micro-
controller will again assert reset to the CPU on the
assumption that something is seriously wrong
with the board. (This is done to ensure that the
failure of a single system board will not prevent
theremainder of the system from coming alive due
to RSTNC:# being held active low.)

3.4.2 Warm-Start Reset

A warm-start condition is normally the result of a
human operator pressing a front panel reset
button or programming the CSM for a system-wide
reset via interconnect. The sequence of events is
similar to the cold-start except that memory will
remain unchanged, BISTs are not run, and all
interconnect configuration registers remain un-
changed. Warm resets are very useful for recover-
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ing from a hung system condition during debugg-
ing because the system cycles through reset much
more quickly and retains all configuration and
error status information.

3.4.3 Local Reset

Local resets selectively return all circuitry behind
the bus interface on a single agent to a known
condition without effecting any other system
boards. Local reset is generated through intercon-
nect programming and does not disturb the con-
tents of local memory or the interconnect configura-
tion registers. The microcontroller BIST diagnos-
tics are not run and the agent returns quickly to a
known condition. Local resets are often used to
recover from a partial system failure condition
caused by improper programming or single agent
failures.

There are two types of local reset supported: self-
toggling and non-toggling. The Interconnect
Interface Specification describes a local reset con-
trol (bit 7) of the General Control Register in the
Interconnect Header Record of each board. This is
a non-toggling reset that holds the agent inactive
until specifically cleared by further interconnect
programming. This feature allows an external
agent to clamp reset to that board, thereby taking
it off-line until further notice. Note that the board
will not respond to other resets (warm or local)
until this bit is cleared. This type of local reset is
not suitable if the intent is for the agent to reset
itself since the board is incapable of returning
from the reset condition to clear the bit.

For this reason, many MULTIBUS II boards offer
a self-toggling reset control in the Board Specific
Record that will clear itself soon after being set
(typically 20 ms). One might be tempted to use this
register for all local resets in preference to the
General Control Register, however, it is not sup-
ported on all MULTIBUS II boards and its ab-
solute location in the interconnect template will
depend on how many other function records pre-
cede it. In common practice, the local reset bit in
the General Control Registeris a better solution in
all cases except self-toggling resets.

3.5 INITIALIZATION OF THE
MICROCONTROLLER FOLLOWING
RESET

Immediately following a cold or recovery reset, all
bus interface components must be initialized to a
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known state. The microcontroller is normally the
first to undergo initialization since it will be
released from reset before the CPU and has the
added responsibility for the MPC interconnect reg-
isters. Flowcharts of the program flow in the
microcontroller are provided in Appendix B.

The first priority of the microcontroller is to estab-
lish its own environment by creating a stack and
loading the Special Function Registers (SFR’s),
which control the on-chip resources such as the
ports, timers, and interrupt priorities. Next, the
microcontroller initialization checks are run as a
basic “sanity check” of itself. There are three
BISTs in the initialization sequence:

a. Microcontroller RAM — A simpleread/modify/
write test to on-chip RAM locations.

b. Microcontroller ROM — A check sum test on
the on-chip ROM.

c¢. IAD Busand MPC Accessibility — A “walking
ones” pattern is written to several MPC reg-
isters and read back to verify functionality of
the MPC interconnect registers and the IAD
bus.

Theinterconnect registers thatresidein RAM (i.e.,
those that are R/W), are now loaded with their
default values. These default values are copied
from a ROM-based default table (the DFTABLE),
specified at configuration time. Next, the microcon-
troller on-chip timer/counters and the MPC inter-
connect registers are initialized. If the user has
any unique initialization requirements, a call to
the INIT__USER procedure is made at this time.
Up to this point, the local CPU has been held in
reset and the iPSB transceivers are being held tri-
state. Now all of these resources are released and
timer/counters startup and the CPU has 30
seconds to clear the RSTNCs bit in interconnect.
The microcontroller then enters the mainline
routine of the firmware.

3.6 INTERRUPT DRIVEN FIRMWARE
OPERATIONS

Figure 3-5 illustrates the various interrupt sources
which drive the interconnect functions on the
microcontroller. The mainline code consists of
very simple polling operations that execute with
interrupts disabled. These operations consist of

polling for the Non-Maskable Interrupt (NMI),
BIST, and reset conditions, plus updating the front
panel LEDs. At the end of each pass through the
mainline code, interrupts are enabled prior to exe-
cuting the jump instruction that starts the next
pass through the mainline code.

LEVELO
INTERRUPT

Ic
LEVEL 1 INTERRUPT
INTERRUPTS HANDLER
NORMAL CODE MAINLINE
EXECUTION CODE

Figure 3-5. Microcontroller Interrupt Sources

Nearly all of the important operations within
interconnect are interrupt driven. These include
the IC interrupt handler (which services the MPC
IREQ:* signal), a reset interrupt handler, and a
group of timer based functions. A general descrip-
tion of these operations follow.

3.6.1 Interconnect Interrupt Handler

The IC interrupt handler is called whenever the
MPC signals to the microcontroller that a request
for interconnect service is pending (IREQ%* has
been asserted). The microcontroller responds by
reading the MPC’s interconnect reference regi-
sters to determine which register in interconnect
has been requested; whether this is a read or write
operation; and whether this is the local CPU or an
iPSB agent generating the request. If the register
number is beyond the End of Template (EQOT)
record; then no error status is posted and the
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interconnect operation is terminated. Otherwise
the microcontroller begins a table driven look up of
thatregister and completes theinterconnect cycle.

3.6.2 Interconnect Read Operations

Interconnect read operations are relatively simple
because no need exists for checking the access
rights or data values (see figure 3-6). The register
number (REGNUM) is used as an 8-bit offset into
the read vector table (RVTABLE), which then
supplies an offset into the read jump table
(RJTABLE) containing a long jump instruction to
the address of the read routine. This indirect look
up technique is used to allow several different
registers to share the same read routine and to
improve code compaction. Indirect jump tables
also allow the user to add their own read routines
to the template following the interconnect core
functions.

Once theread operation is complete, the results are
available to the IC interrupt handler in the
ICDATA register. The data is copied to the MPC
IDAT register and completion status is posted.
From the IC interrupt handler, control passes back
into the mainline code. Note that interrupts were
enabled within the IC interrupt handler (just prior
to executing the long jump instruction), and that
the reset interrupt has a higher priority.

3.6.3 interconnect Write Operations

When an interconnect write operation is requested,
the firmware checks whether the requestor has
permission to write to that register. The IC inter-
rupt handler examines the static and dynamic
accessrights of the register. If access permission is
denied, then the appropriate error status is posted
in the General Status Register of the Interconnect
Header Record.

In addition to checking access rights, some reg-
isters will need value checking as well to determine
if the data being written is within legal range for
that function. For example, it would be advisable
to subtract the memory starting address from the
ending address to determine if memory size limita-
tions are being exceeded. Other registers contain
bit mapped functions and you should signal a
value error if a Reserved for Future Use (RFU) bit
was set.

Figure 3-7 shows the table look up technique used
during interconnect write operations. In this im-
plementation, value checking is performed by a
collection of edit routines. The mechanism for
selecting an edit routine is similar to the indirect
jump method previously described for read rou-
tines. The REGNUM serves as an 8-bit offset into
the edit vector table (EVTABLE). This table sup-

Ic
REGISTER RVTABLE RJTABLE ROFIJETI-}RES
8-BIT OFFSET LJMP TO RDO1H RDOOIH
LJMP TO RDO2H RD002H
1:N 11
ENTRIES ENTRIES
LJMP TO RDO3H RD0oan
Figure 3-6. Indirect Jump Tables for Read Routines
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[
REGISTER EVTABLE EETABLE EJTABLE
[ REGNUM J—{ 8-BIT OFFSET 8-BIT OFFSET |————{LJMP TO EDO1H }——
OPTIONAL
CONSTANT LIST
OPTIONAL OFFSET]
INTO WJTABLE
LJMP TO EDO2H
1:N 11
ENTRIES ENTRIES
LJMP TO EDO3H
EDIT WSTABLE WRITE ROUTINES
ROUTINES LJMP TO WROTH WRO001H
EDOO1H e
RET
LJMP TO WR02H WR002H
RET
FDOOZH
ED003H WROO3H
DIRECT JUMP TO SPECIFIC
WRITE ROUTINE
RET
LJMP TO WRO3H
Figure 3-7. Indirect Jump Tables for Edit and Write Routines

plies another 8-bit value called EET__OFF, which
is the offset of a data structure from the base of the
edit entry table (EETABLE). This data structure
contains an index into the edit jump table
(EJTABLE), plus an optional list of constants to
be used in value checking. If no constants are
supplied, the edit routine will perform value check-
ing using its own constants and no parameter

passing is required. This has the effect of making
the edit routine specific to a given function as
opposed to generic routines, which receive their
parameters by looking them up in table
EETABLE.

Table EETABLE has another optional field for the
user to supply an offset into the write jump table
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(WJTABLE). If omitted, the edit routine will jump
directly to the write routine without accessing
table WJTABLE. Use of table WJTABLE has the
advantage of being able to use various combina-
tions of generic edit and write routines for better
efficiency and code compaction.

The indirect jump method of read, write, and edit
services requires slightly more code space and
software overhead than direct calling of register
service routines, but offers a simple and extensible
mechanism for users to form their own intercon-
nect templates without needing to know the details
contained within the core interconnect module.
Instructions on how to load these tables and
generate the final object code are presented in
Chapter 5.

3.6.4 Reset Interrupt Handler

In contrast to the power-on reset (which is a cold
start sequence), the reset interrupt is used exclu-
sively for warm resets generated when UCINT:®
goes active. The reset interrupt handler asserts the
reset signal to the CPU; then disables NMI to
protect itself from losing program flow (yes — the
non-maskable interrupt is indeed maskable on the
8751 Microcontroller!). Thereset interrupt handler
then reinitializes the microcontroller and clears the
BIST registers. It next initializes the MPC and
provides a call to the USER RESET routine (just in
case you want to alter the default values in the
MPC registers). Remember that any values pre-
viously in theinterconnect registers will remain un-
changed throughout a warm reset sequence.

3.6.5 Timer Based Functions

There are a number of functions within intercon-
nect that need to be performed periodically. These
include writing to the MPC fail-safe counters,
checking the RSTNC:* counter, and optionally,
user-defined timer based functions. The elapsed
time between timer/counter interrupts is 1 ms
based on use of an 11-MHz crystal oscillator for the
microcontroller. This results in a fail-safe timeout
period of 1.5 seconds. It is strongly recommended
that you use this clock frequency and do not
attempt to change the period of the timer interrupt
because of the impact on the fail-safe count and
RSTNC timing. Other unforeseen effects on the
interconnect operations may also occur.
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In the microcontroller, timer 0 is an internal
interrupt source and has a higher hardware-imple-
mented priority than does the IC interrupt handler
even though they both are operationally level 1
interrupts. For this reason, the timer 0 interrupt is
masked while the IC interrupt handler is exe-
cuting.

3.7 USE OF MULTIBUS® Il BOARDS
WITH IN-CIRCUIT EMULATORS

In theory, in-circuit emulation of MULTIBUS II
boardsis no different than working with any other
CPU based design. However, due to the indirect
reset technique used within the interconnect sub-
system, problems with reset initialization of the
emulator probe are not uncommon. Most of these
can be easily resolved by having the emulator
issue port I/0O commands to clear the RSTNC: bit
in interconnect before a timeout occurs (typically
25 seconds). In some cases even this action will be
inadequate because many ICE™ products will not
tolerate a condition where reset is held contin-
uously active. The solution to this problem is to
disable the RSTNC: timeout function in the micro-
controller. The core firmware design includes a
jumper selectable option to allow in-circuit em-
ulators to operate without reset problems.

3.8 AVOIDING iPSB TIMEOUTS

The reader will by now appreciate that intercon-
nect bus cycles can be potentially long due to the
extensive amount of processing a microcontroller
completes to satisfy an interconnect reference.
Performance within the interconnect address
space is not an issue since interconnect bus cycles
are run during system initialization and diag-
nostic tests, but cycles are rarely run during
normal system operation because of their affect on
the bus bandwidth. If, for any reason an intercon-
nect bus cycle on the iPSB cannot complete within
1 ms; then an iPSB timeout will cancel the trans-
action and an error status posted. Therefore, users
are cautioned not to attempt extensive proces-
sing within their interconnect read, write, and edit
routines. Worst case timing analysis should be run
on all new interconnect function records to avoid
unexpected timeouts. More information on this
topic is provided along with examples in
Chapter 5.



AP-423

CHAPTER 4
INTERCONNECT HARDWARE DESIGN

4.1 MICROCONTROLLER PIN
ASSIGNMENTS

The 8751 Microcontroller is well configured with
1/0 port facilities. In addition to the bidirectional
Interconnect Address/Data bus (IAD<7..0>) con-
nected to Port 0 (P0), there are 24 additional
bidirectional lines and a number of port expansion
techniques that can be employed. The core intercon-
nect design will consume some of these resources,
but beyond that, the user is free to dedicate the
remaining I/0 lines in any desired way. A variety
of hardware design examples are presented here to
satisfy the more typical requirements.

4.1.1 The Interconnect Address/Data Bus

Theinitial design of the Message Passing Coproces-
sor (MPC) anticipated that the interconnect sub-
system would be partitioned in a microcontroller of
the 8751 or 8749 family. For this reason, the MPC
provides a directly compatible multiplexed IAD
bus requiring no external logic to the microcon-
troller. From a hardware viewpoint, the MPC is a
slave to the microcontroller. The MPC supplies an
external interrupt (IREQ%) whenever it needs
service and the microcontroller satisfies the
request. The eight multiplexed IAD lines are taken
directly from PO of the microcontroller and inter-
face timing is based on the microcontroller’s Inter-
connect address strobe (IAST), Read (IRD*), and
Write (IWR%) control signals. While the primary
purpose of the IAD bus is to provide the communi-
cations path between the MPC and interconnect
subsystem, it should be noted that the MPC will
remain tristate for addresses 0 through 7FH. This
condition presents an opportunity for I/O port
expansion and is discussed later in this chapter.

4.1.2 Reserved Pins on the 8751

In addition to the IAD bus on PO, the eight lines of
Port 3(P3) and two lines on Port 2 (P2) are reserved
in support of the core interconnect design. (P3 is

completely dedicated to hardware functions.)
Figure 4-1 is a simplified schematic of the basic
hardware requirements that guarantee proper
functioning of the interconnect core. This includes
the front panel LED, reset inputs and outputs,
interrupt sources, and provisions for MPC loop-
back testing (discussed in Chapter 3).

Port function assignments are based on a series of
equate statements contained in the program file
DFT.MOD. If your interconnect design maintains
the configuration shown in figure 4-1 and defined
in DFT.MOD; then there will be no need to modify
the equate statements. A total of 14 port pins are
available for user-defined 170 schemes. If neces-
sary, the microcontroller pin assignments can be
changed by modifying DFT.MOD (contained in
the \ICFW\SRC subdirectory).

4.2 EXTERNAL TTL OPTIONS

Having completed the hardware design require-
ments, it is time to include the user hardware
support options you have decided on. If your board
requires only the core functions, then the hard-
ware design is complete and prototyping can
begin. Continued reading of this chapter may give
you additional ideas for features you may wish to
add. Other readers will already have a well defined
functional objective and should be able to satisfy
their requirements using one or more of the tech-
niques given below. Bear in mind that the applica-
tion examples described in this chapter are only
suggestions and a combination of techniques are
used. This underscores the need for good engine-
ering discipline — always perform the AC/DC
timing analysis and loading calculations!

The range of possibilities is limited only by your
own imagination, but practical considerations will
prevail. Keep aware of board real estate and bus
loading requirements, expected implementation
costs, and ask yourselfif the feature is really worth
the effort. With these considerations in mind, we
will now examine some of the many options avail-
able for hardware design.
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Figure 4-1.

4.2.1 Microcontroller Input Options

On boards that contain user-supplied optional
devices, it is desirable to include an interconnect
status register to report whether or not the deviceis
present. If present, system software can program
the device with the appropriate driver. Some
common examples include the Single Board Ex-
tension Bus (iISBX™) MULTIMODULE™ compat-
ible board products, numeric processors, and DMA
controllers.

A technique used to detect a board’s presence is to
identify a port pin that ties to ground and then
have the microcontroller read that pin. The P1 and
P2 lines of the 8751 Microcontroller are intern-
ally pulled up, which makes module not present for
theselines alwaysread alogical “1”. Verifyingifa
chip is present is more difficult since the com-
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ponent needs the ground pin for its own power
consumption. The preferred technique here is to
ask the user toinstall a jumper and in that way, the
microcontroller can report correct status.

Figure 4-2 schematically diagrams various tech-
niques used to input to an 8751 Microcontroller. A
typical technique is to require the microcontroller
to read jumper inputs. (Although MULTIBUS® II
has reduced the number of jumpers required, it
hasn’t eliminated them.) In cases where jumpers
are unavoidable (such as chip select jumpers and
component present indicators), it would be helpful
toreport the state of those jumpers with an intercon-
nect status register. An example is the EPROM
size register found on many Intel boards. If you
have only a small number of jumpers, then a direct
connection to one of the microcontroller’s port pins
will suffice. For boards with a larger number of
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Figure 4-2. Microcontroller Input Options

jumpers, buffering will be necessary. The buffer
output enable term is generated by a port pin in
association with the microcontroller’'s IRD#
signal. In the example shown, aread instruction to
P2.5 will input data from the jumpers. This could
be coded in ASM-51 as:

clrb P2.5 ;activate CS for jumper
;input buffer

mov RO, 00h ;load dummy address

movx A aro, sread jumper inputs

setb P2.5 ;deselect buffer

4.2.2 Microcontroller Output Options

Outputs from the microcontroller are used at
various control points throughout MULTIBUS II
boards. Simple functions such as the LED’s can
use a direct connection to a microcontroller port
pin. More complex functions will require a connec-
tion to the buffered IAD bus. As a general rule,
whenever more than two loads are on the IAD bus,

it will need buffering. The MPC must be connected
directly to the IAD bus to ensure proper timing.
The schematicin figure 4-3 diagrams some typical
applications. g

4.2.3 LED Outputs

‘ Néarly all MULTIBUS II boards contain one or

more LED indicators on the front panel. These
provide a visual indication of board activity and
status. Typically, thered LED is provided as a user
programmable indicator and is illuminated by the
setting or clearing of a bit in a control register. A
green LED is often used to indicate CPU activity.
If the green LED is present, drive it with an
Address Latch Enable (ALE) signal or equivalent.
The yellow LLED, if present, is lit during diagnostic
testing and represents the ORed condition of the
following bits in the BIST Slave Status Register:

BIST running + BIST failed + RSTNC timeout. .
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4.2.4 Output Enables and Chip Selects

A microcontroller port pin can be used for a bus
transceiver, ALE, or a direct chip select enable.
When used as a direct chip select, care must be
taken to guarantee proper timing and maintaining
the state relationships with the other board occu-
pants. A common application of thi