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FaxBACK SYSTEM

Order documents by phone for prompt delivery to your
fax machine. You can rely on FaxBACK for the fol-
lowing types of information.

® Product Literature

® Tools and technical support material
® Application articles

¢ New product announcements

® Design recommendations

® Stepping and errata notification

Just dial 1-800-628-2283 or 916-356-3105 and the user-
friendly system will prompt you along. Just have your
fax number ready. Available 24 hours a day.

APPLICATIONS SUPPORT HOTLINE

The Technical Hotline is manned by applications per-
sonnel during normal business hours. You can leave a

message during off hours or when applications person-

nel are already handling calls. The number (U.S. and
Canada) is 1-800-628-8686. Assistance is also available
through your local distributor or sales office.

October 1993 .
Order Number: 297389-001

'CUSTOMER SUPPORT

INTEL’S APPLICATION BULLETIN
BOARD SYSTEM

Key into our centralized Intel Applications Bulletin
Board System and pull up all the latest information in
Intel’s product line. The BBS can provide you with the
following type of information:

® software drivers
documentation
new products
tools information
firmware upgrades
presentations
revised sofrware

Intel’s Application Bulletin Board System enables file
retrieval and message/file exchange with our System
Operator (Sysop) and File Operators (Fileops).

Just dial 916-356-3600 on your modem, and the user-
friendly system will prompt you along.

For new users, the first log-in allows you to register
with the system operator by entering your name and
location. To access files on the BBS, log in again 24
hours later.

For immediate file access, call 1-800-628-8686 or 916-
356-3104. For a listing of files available on the BBS, call
FaxBACK at 1-800-628-2283 or 916-356-3105, order
catalog #6.

® Settings: 9600 baud, N, 8, 1

® Auto configuration supports 1200 through 9600
baud MODEMs -
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'DATA SHEET DESIGNATIONS

Intel uses various data sheet markings to designate each phase of the document as it
relates to the product. The marking appears in the upper, right-hand corner of the data
sheet. The following is the deflmtlon of these markings:

Data Sheet Marking ‘ Description

'Product Preview Contains information on products in the design phase of
: development. Do not finalize a design with this
information. Revised information will be published when

the product becomes available.

~ Advanced Information Contains information on products being sampled or in
the initial production phase of development.*

Preliminary Contains preliminary information on new products in
production.*

No Marking Contains information on products in full productioh.*

*Specifications within these data sheets are subject to change without notice. Venfy with your local Intel sales
office that you have the latest data sheet before finalizing a design. - .
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82430 PClset

FOR THE Pentium™ PROCESSOR

m Supports the Pentium™ Processor at
60 MHz or 66 MHz

M| Interfaces the Host and Standard
Buses to the Peripheral Component
Interconnect (PCl) Local Bus Operating
at 30 MHz or 33 MHz
— Up to 132 Mbytes/sec Transfer Rate
— Full Concurrency between CPU Host

Bus and PCI Bus Transactions

m Integrated Cache Controller Provided
for Optional Second Level Cache

m Optional ISA or EISA Standard Bus
Interface
— Single Component ISA Controller
— Two Component EISA Bus Interface
— Minimal External Logic Required

m Supports Burst Read and Writes of
Memory from the Host and PCi Buses

m Five Integrated Write Posting and Read
Prefetch Buffers Increase CPU and PCI
Master Performance

m Host CPU Writes to PCI in Zero Wait

— 256 Kbyte or 512 Kbyte Cache
— Write-Back. or Write-Through Policy
— Standard or Burst SRAM

m Integrated Tag RAM for Cost Savings
on Second Level Cache

State PCI Bursts with Optional TRDY #
Connection ’

E Integrated Low Skew Host Bus Clock :
Driver for Cost and Board Space !

Savings
. ;':’:"':;s a 64-Bit Interface to DRAM m PClset Operates Synchronous to the ]
— From 2 Mbytes to 192 Mbytes of 66 MHz CPU and 33 MHz PCI Clocks [
Main Memory @ Byte Parity Support for the Host/PCI \
— 70 ns and 60 ns DRAMs Supported a“g Mﬂain ':'gm?t"y BU::S Second Level i
m Supports the Pipelined Address Mode —c:cl?: al Farlly on the Second Leve 1
of the Pentium Processor for Higher I
Performance , |
\

The 82430 PClset provides the Host/PCl bridge, cache/main memory controller, and an 1/0 subsystem core
(either PCI/EISA or PCI/ISA bridge) for the next generation of high-performance personal computers based
on the Pentium Processor. System designers can take advantage of the power of the PCI (Peripheral Compo-
nent Interconnect) bus for the local I/0 while maintaining access to the large base of EISA and ISA expansion
cards, and corresponding software applications. Extensive buffering and buffer management within the bridg-
es ensures maximum efficiency in all three bus environments (Host CPU, PCI, and EISA/ISA Buses).

The 82430 PClset consists of the 82434LX PCI/Cache/Memory Controller (PCMC) and the 82433LX Local
Bus Accelerator (LBX) components, plus, either a PCI/ISA bridge or a PCI/EISA bridge. The PCMC and LBX |
provide the core cache and main memory architecture and serve as the Host/PCl bridge. For an ISA-based
system, the 82430 PClset includes the 82378 System 1/0 (SIO) component as the PCI/ISA bridge. For an
EISA-based system, the 82430 PClset includes the 82375EB PCI/EISA Bridge (PCEB) and the 82374EB EISA
System Component (ESC). The PCEB and ESC work in tandem to form the complete PCI/EISA bridge. Both |
the ISA and EISA-based systems are shown on the following pages. I

For complete data sheets on all these devices, refer to Order Number 290482 and 290483.
Pentium is a trademark of Intel Corporation. |

October 1993
Order Number: 200481-002 1-1
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InteL
- 82430 PClset ISA Block Diagram .
| Pentium™ Processor| . -
60 or 66 MHz
T
< N , Control
b > !\.'l : * /' Data
‘ t ! utch! v l acr
] PCMC Memo
(SRAM) Crt | cnt yf Coran | €
oo t - LBXcmtl
PCi Bus : ‘ ‘ ]
< 2 Control
R '
. 2 N
I
sio ‘| PCI Device(s) i ,
, I R
ISABus. i ‘ >
' 2004811
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82430 PClset
82430 PCiset EISA Block Diagram
Pe“miun\\""lI Processor
60 or 66 MHz
Host Bus 4 T ¢ ‘
< lf\ 7Y Control >
| + Address
‘ L * v ’
| Data
< ¢ k’ l ‘ | >
[an | W
Cache L Addry | Main
(SRAM) |¢ Cntl- PCMC Cot_y :ﬁm;!)!
f LBX Cntl
PCIi Bus
‘ "\ + Control - ‘ ’
< ;Jl ‘ ‘ Mdm ; AN
e A s A A
| ‘ .
n | ) 1
PCLEISA ; | PCl Device(s)
Bridce : PCEB ESC : | :
l, L
IR T A |
EIsA Bus

200481-2
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82434LX
PCI/CACHE/ MEMORY CONTROLLER (PCMC)

m Supports the 64-Bit Pentium™ ' m Integrated DRAM Controller

Processor at 60 MHz and 66 MHz — Supports 2 MBytes to 192 MBytes of
i ali i : Cacheable Main Memory .

m Supports Pipelined Addressing "
Capability of the Pentium _ — Supports DRAM Access Times of
Microprocessor 70 ns and 60 ns

o — CPU Writes Posted to DRAM at

m High Performance CPU/PCI/Memory 4-1-1-1
Interfaces via Posted-Write/Read- — Refresh Cycles Decoupled from ISA -
Prefetch Buffers Refresh to Reduce the DRAM

m Fully Synchronous 33 MHz PCI Bus Access Latency
Interface with Full Bus Master — Refresh by RAS #-Only, or CAS #-
Capability before-RAS #, in Single or Burst of

: Four
m Supports the Pentium Processor
Primary Cache in either Write-Through m Host/PCI Bridge
or Write-Back Mode — Translates CPU Cycles into PCI Bus

. Cycles
u Przgé?glsm;ble' Attr;but; Mtap of DOS — Translates Back-to-Back Sequential
:'I“ ibilit eglons for System CPU Memory Writes into PCI Burst
exibility , Cycles
B Integrated Low Skew Clock Driver for — Burst Mode Writes to PCI in Zero PCI
Distributing 66 MHz Clock Wait States (i.e., Data Transfer Every
y * Cycle)
" g‘;ﬁ?:gﬁzg Second Level Cache — Full Concurrency between CPU-to-
— Integrated Cache Tag RAM .“lf'a'“ Metl_nory and PCl-to-PCI
— Write-Through and Write-Back Cache ransactions
Modes — Full Concurrency between CPU-to-
— Direct-Mapped Organization Second Level Cache and PCl-to-Main
— Supports Standard and Burst SRAMs nsllemorg Tragsa;tionsd M
— 256 KByte and 512 KByte Sizes —2ame Lore Lacne anc Wlemory
— Cache Hit Cycle of 3-1-1-1 on Reads System Logic Design for ISA or EISA
and Writes Using Burst SRAMs Systems
— Cache Hit Cycle of 3-2-2-2 on Reads — Cache Snoop Filter Ensures Data
and 4-2-2-2 on Writes Using Consistency for PCi-to-Main Memory
Standard SRAMs ' Transactions
: m PCMC (208-Pin QFP Package) Uses 5V
CMOS Technology

The 82434LX PCI, Cache, Memory Controller (PCMC) integrates the cache and main memory DRAM control
functions and provides the bus control for transfers between the CPU, cache, main.memory, and the Peripher-
al Component Interconnect (PCl) Local Bus. The cache controller supports both write-through and write-back
cache policies and cache sizes of 256 KBytes and 512 KBytes. The cache memory can be implemented with
either standard or burst SRAMs. The PCMC cache controller integrates a high-performance Tag RAM to
reduce system cost. Up to twelve single-sided SIMMs or six double-sided SIMMs provide a maximum of 192
MBytes of main memory. The PCMC is intended to be used with the 82433LX Local Bus Accelerator (LBX).
The LBX provides the Host-to-PCl address path and data paths between the CPU/cache, main memory, and
PCI. The LBX also contains posted write buffers and read-prefetch buffers. Together, these two components
provide a full function data path to. main memory and form a PCI bridge to the CPU/Cache and DRAM
subsystem.




|nte| . 82430 PClset
PCMC Block Diagram
A31:3] €——p €&——p C/BE[3:0)#
BE[7:0# —— €——» FRAME#
ADS# —1» &> TROYE
D/IC# —+P &> Rov
MIO¥ — 4——» STOP#
WiRd < d——» PLOCK#
BRDY# «— PCl  |¢——> g:\h/ﬁsc:ssl’.‘;
PEN# «— —| Interface |q |  MEMREQ#
PCHK# —| Host €«—— PAR
EADS# < interface | > P
HITM#¢ —+> 12 G
4——» SERR#
BOFF# » REQ#
AHOLD <« 4——— GNT#
NA# <—
- d——— FLSHREQ#
INV €— » MEMACK#
CACHE# ——P» |
HLOCK# ——p l&——— PWROK
SMIACT# —}—p » CPURST
» INIT
_ 4——— HCLKOSC
CADV[1:0}# €— . Reset ¢—|— HCLKIN
CALE 4 —»| and " HOLKIA:
COE[1:0# €— Cache Clock 4_..:- PCLKI[N.F]
CWE[7:0}# < Interface  |<¢— ‘ » PCLKOUT -
CADS[1:0}# ¢
ARl ¢ » PCIRST#
CAB[6:3] ¢ ~ TESTEN
| WE '€ l4——— PPOUT[1:0]
RAS[5:01# « DRAM » MIG[2:0]
CAS[7:0]# < Interface ‘-—_’ AEZO]
MA[10:0] < LBX » HIG[4:0]
> Interface » PIG[3:0]
— DRVPCI
» MDLE
4——— EOL
290481-3
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| 82433LX
LOCAL BUS ACCELERATOR (LBX)

Supports the Full 64-Bit Pentium™
Processor Data Bus at 66 MHz

Provides a 64-Bit Interface to DRAM
and a 32-Bit Interface to PCI

Five Integrated Write Posting and Read

Prefetch Buffers Increase CPU and PCI

Master Performance

— CPU-to-Memory Posted Write Buffer
4 Qwords Deep

— PCI-to-Memory Posted Write Buffer
Two Buffers, 4 Dwords Each

— PCI-to-Memory Read Prefetch Buffer
4 Qwords Deep

— CPU-to-PCIl Posted Write Buffer
4 Dwords Deep

— CPU-to-PCl Read Prefetch Buffer
4 Dwords Deep

Host-to-Memory and Host-to-PCl Write
Posting Buffers Accelerate Write
Performance

Dual-Port Architecture Allows
Concurrent Operations on the Host and
PCI Buses

Operates Synchronous to the 66 MHz
CPU and 33 MHz PCI Clocks

Supports Burst Read and Writes of
Memory from the Host and PCI Buses

Sequential CPU Writes to PCI
Converted to Zero Wait State PCI
Bursts with Optional TRDY #
Connection

Byte Parity Support for the Host and

Memory Buses :

— Optional Parity Generation for Host
to Memory Transfers

— Optional Parity Checking for-the
Secondary Cache Residing on the
Host Data Bus

— Parity Checking for Host and PCI
Memory Reads

— Parity Generation for PCI to Memory
Writes

160-Pin QFP Package

m 5V CMOS Technology

Two 82433LX Local Bus Accelerator (LBX) components provide a 64-bit data path between the Host CPU/
cache and main memory, a 32-bit data path between the Host CPU bus and the PCIl Local Bus, and a 32-bit
data path between the PCI local bus and main memory. The dual-port architecture allows concurrent opera-
tions on the Host and PCl Buses. The LBXs incorporate three write posting buffers and two read prefetch
buffers to increase Pentium processor and PCl Master performance. The LBX supports byte parity for the Host
and main memory buses. The LBX is intended to be used with the 82434LX PCl/Cache/Memory Controller
(PCMC). During bus operations between the Host, main memory, and PCI, the PCMC commands the LBXs to
perform functions such as latching address and data, merging data, and enabling output buffers. Together,
these three components form a “Host Bridge” which provides a full function dual-port data path interface,
linking the Host CPU and PCI bus to main memory.
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82430 PClset

LBX Block Diagram
LBX
PCI <+—> AD[15:0]
DI31:0] 4| INTERFACE | g | TRDY#
HOST
A[15:0] «——®| INTERFACE
HP[3:0] «——— Mmglnv <4—> MD[31:0]
INTERFACE |€+— MP[3:0]
HCLK —> <€ HIG[4:0]
PCLK —— <4T—— MIG[2:0]
LP1 < RES(}ET pomc (€T MDLE
LP2 L > cLOCK INTERFACE |[€—— PIG[3:0]
RESET L5 <4—+—— DRVPCI
TEST > > EoL
TSCON 5> <1— PPOUT

290481-4
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- 82375EB
PCI/EISA BRlDGE (PCEB)

Provides the Bridge between the PCI
Bus and EISA Bus

100% PCIl and EISA Compatible

— PCI and EISA Master/Slave Interface

— Directly Drives 10 PCI Loads and 8
EISA Slots

— Supports PCI at 25 MHz to 33.33 MHz -

Data Buffers Improve Performance

— Four 32-Bit PCl-to-EISA Posted Write
Buffers ,

— Four 16-Byte EISA-to-PCl Read/Write
Line Buffers

— EISA-to-PCl Read Prefetch

. — EISA-to-PCl and PCI-to-EISA Write

Posting

32-Bit Data Paths
Integrated EISA Data Swap Buffers

Arbitration for PCI Devices

— Supports Six PCI Masters

— Fixed, Rotating, or a Combination of
the Two

PCl and EISA Address Decoding and

Mapping

— Positive Decode of Main Memory
Areas (MEMCS# Generation)

— Four Programmable PCI Memory
Space Regions

— Four Programmable PCI 1/0 Space

- Regions

Data Buffer Management Ensures Data m PD::%';’:;‘ able Main Memory Address
Coherency —
— Flush Posted Write Buffers ;Jl:;nul\gzl:;:ry Sizes up to

— Flush or Invalidate Line Buffers

— Instruct All PClI Devices to Flush
Buffers Pointing to PCI Bus before
Granting EISA Access to PCI

Burst Transfers on both the PCI and
EISA Buses

— Access Attributes for 15 Memory
Segments in First 1 MByte of Main
Memory

—_ Programmable Maln Memory Hole"

Integrated 16-Bit BIOS Timer
208-Pin QFP Package
5V CMOS Technology

The 82375EB PCI-EISA Bridge (PCEB) provides the master/slave functions on both the Peripheral Compo-
nent Interconnect (PCI) Local Bus and the EISA Bus. Functioning as a bridge between the PCI and EISA
buses, the PCEB provides the address and data paths, bus controls, and bus protocol translation for PCl-to-
EISA and EISA-to-PCl transfers. Extensive data buffenng in both directions increases system performance by
maximizing PCl and EISA Bus efficiency and allowing concurrency on the two buses. The PCEB'’s buffer
management mechanism ensures data coherency. The PCEB integrates central bus control functions includ-
ing a programmable bus arbiter for the PCI Bus and EISA data swap logic for the EISA Bus. Integrated system

- functions include PCI parity generation, system error reporting, and programmable PCl and EISA memory and
1/0 address space mapping and decodmg The PCEB also contains a BIOS Timer that can be used to
implement timing loops. The PCEB is intended to be used with the EISA System Component (ESC) to provide
an EISA 1/0 subsystem interface.
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PCEB Block Diagram
PCICLK BCLK
PCIRST# B'ﬁf'}'?,s > START#
AD[31:0] < : CMD#
C/BE[3:0/¢ < > M/IO#
FRAME# < PCI , EISA > W/R#
TRDY# <« ' > EXRDY
IRDY# < Interface = : Interface| » EX32#
STOP# = I Address EX16#
PLOCKY < Fddress » MSBURST#
IDSEL ecod » SLBURST#
DEVSEL# < > LOCK#
PAR < » BE[3:0}#
PERR# < > LA[23:2) :
> LA[31:24] , i
- REFRESH# ‘
MEMCS# < PCI : > SpTol ‘ |
Address Data |
PIODECH# Decoder o swap | | |
B.OS Logic
Timer
CPUREQ#
cpgtég':: < EISAHOLD
» EISAHOLDA
_GNT1#/RESUME# < > sESRE(())#/INTA#
REQO#/PCEBGNT# pal | > NMFLUSH#
GNTO#/PCEBREQ# ¢ Arbiter PCEB/ _ SDCPYENO1#
neo[ale# - ‘ ESC SDCPYENO2#
GNT[3:2]# <« Interface SDCPYENO3#
‘ SDCPYEN13#
MEMREG# < < SDCPYUP
FLSHREQ# < SDOE[2:0}#
MEMACK# SDLE[3:0]#
v | , INTCHIPO
TEST# — Test
ISA .
Interface > l016#
290481-5 - ‘
- o
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82374EB
EISA SYSTEM CONTROLLER (ESC)

Integrates EISA Compatible Bus

Controller

— Translates Cycles between EISA and
ISA Bus

— Supports EISA Burst and Standard
Cycles

— Supports ISA No Wait State Cycles

— Supports Byte Assembly/
Disassembly for 8-Bit, 16-Bit and
32-Bit Transfers

— Supports Bus Frequency up to
8.33 MHz

Supports Eight EISA Slots

— Directly Drives Address, Data and
Control Signals for Eight Slots

— Decodes Address for Eight Slot
Specific AENs

Provides Enhanced DMA Controller

— Provides Scatter-Gather Function

— Supports Type A, Type B, Type C
(Burst), and Compatible DMA
Transfers

— Provides Seven Independently
Programmable Channels

— Integrates Two 82C37A Compatible
DMA Controllers

Provides High Performance Arbitration

— Supports Eight EISA Masters and
PCEB

— Supports ISA Masters, DMA
Channels, and Refresh

— Provides Programmable Arbitration
Scheme for Fixed, Rotating, or
Combination Priority

m Integrates Suppbrt Logic for X-Bus

Peripherals and More

— Generates Chip Selects/Encoded
Chip Selects for Floppy and
Keyboard Controller, IDE,
Parallel/Serial Ports, and General
Purpose Peripherals

— Provides Interface for Real Time
Clock _

— Generates Control Signals for X-Bus
Data Transceiver

— Integrates Port 92, Mouse Interrupt,

. and Coprocessor Error Reporting

Integrates the Functionality of Two

82C59 Interrupt Controllers and Two

82C54 Timers

— Provides 14 Programmable Channels
for Edge or Level Interrupts

— Provides 4 PCI Interrupts Routable
to Any of 11 Interrupt Channels

— Supports Timer Function for Refresh
Request, System Timer, Speaker
Tone, Fail Safe Timer, and Periodic
CPU Speed Control

Generates Non-Maskable Interrupts
(NMI)

— PCI System Errors

— PCI Parity Errors

— EISA Bus Parity Errors

— Fail Safe Timer

— Bus Timeout

— Via Software Control

Provides BIOS Interface

— Supports 512 KBytes of Flash or

EPROM BIOS on the X-Bus
— Allows BIOS on PCI
— Supports Integrated VGA BIOS

m 208-Pin QFP Package
m 5V CMOS Technology

The 82374EB EISA System Component (ESC) provides all the EISA system compatible functions. The ESC,
with the PCEB, provides all the functions to implement an EISA to PCI bridge and EISA 1/0 subsystem. The
ESC integrates the common 1/0 functions found in today’s EISA based PC systems. The ESC incorporates the
logic for an EISA (master and slave) interface, EISA Bus Controller, enhanced seven channel DMA controller
with Scatter-Gather support, EISA arbitration, 14 channel interrupt controller, five programmable timer/coun-
ters, and non-maskable interrupt (NMI) control logic. The ESC also integrates support logic to decode periph-
eral devices such as the Flash BIOS, Real Time Clock, Keyboard/Mouse Controller, Floppy Controller, two
Serial Ports, one Parallel Port, and IDE Hard Disk Drive.
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82430 PClset
ESC Block Diagram
PCICLK —¥  pg 4 —» BCLKOUT
gggg: —»  Bus [€¢—P €4— BCLK
RESET P nterface P |A[31:27]#/CPG[4:0]
# — P LA[26:24)#
€ LA23:2]
EISAHOLD <¢— <4 BE[3:0}#
EISAHLDA —» <D V104
PEREQ#/INTA# —P} EISA 4> W/R#
NMFLUSH# <€ sc/ Bus 4P £x304
E Interface [P Ex164
SDCPYEN[133:1]4 ¢—| PCEB [&—P 4 START#
SDCPYUP €—| Interface —» cMD#
SDOE[2:0]# EXRDY
SDLE[3:0]# 4— SLBURST#
4P <4 MSBURST#
INTCHIPO MASTER16#
SPKR <€— SD[7:0]
SLOWH# ¢—| Timers > <«—> > BALE
4> SA[1:0]
IRQ[15:9,7:3,1] —P» &> SBHE#
IRQ8# —Ppy Interrupt | g _p <€ M16#
INT «—{ Controller 4 1016#
NMI €— <> M\levgg#
€ MWTCH
SALE#] €— —p> SMRDC#
LASAOE# <¢— _’. b MWTCH
SALAOE# <€— oy
FERR# — T owe
LBIIgggg: <4 Integrated JOCHK#
KYBDCS# : - Support NOWS#
ALTRST# €4— = -°9° osc
ALTA20 €— > pEFRESHH
ABFULL — N
RTGRD: <—] — DwA 14— DREQI7:5.3:0]
: — DACK[7:5,3:0]
RTCWR# <€ <4—»| Controller DA :
FDCCS# €—] ws-G [P EOP
gf,'gf'r?, < €— MREQ[7:4]#/PIRQ[0:3]#
CRAMRD# 4| <«—»| FEISA  [€— MREQ[3:0}#
CRAMWR# €1 Arbiter | —> MACK[3:0}#/EMACK[3:0]
XBUSTR# € ‘
XBUSOE# €
GPCS[2:0#/ECS[2:0] € <4—» Test |[€4— TEST
AEN[4:1)/EAEN[4:1] €—

290481-6
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82378
SYSTEM 170 (SIO)
| | Provudes the Bridge between the PCI ‘ I Utlluty Bus (X-Bus) Perlpheral Support
. Bus and ISA Bus — Provides Chip Select Decode
m 100% PCI and ISA Compatible — Controls Lower X-Bus Data Byte
—PCl and ISA Master/Slave Interface Transceiver
— Directly Drives 10 PCI Loads and 6 — Integrates Port 92, Mouse Interrupt,
ISA Slots , Coprocessor Errqr Reporting
— Supports PCI at 25 MHz and m Integrates the Functionality of One
33.33 MHz - 82C54 Timer
— Supports ISA from 6 MHz to — System Timer
8.33 MHz : , ~ .- Refresh quuest
m Enhanced DMA Functions — Speaker Tone Output ‘
— Scatter/Gather ~m Integrates the Functionality of Two
- Fast DMA Type A, B,and F 82C59 Interrupt Controliers
— Compatible DMA Transfers o — 14 Interrupts Supported

— 32-Bit Addressability

— Seven Independently Programmable W Non-Maskable Interrupts (NMI)

— PCI System Errors

Channels _
— Functionality of Two 82C37A DMA ISA Parity Errors
Controllers ) = 208-Pin QFP Package

B Integrated Data Buffers to Improve
Performance
— 8-Byte DMA/ISA Master Line Buffer
- 32-Bit Posted Memory erte Buffer
to ISA.

Integrated 16-Bit BIOS Timer

W Arbitration for PCI Devices
— Two or External PCI Masters
Are Supported ,
— Fixed, Rotating, or a COmblnatlon of
the Two

m Arbitration for ISA Devices , /
— |SA Masters ’
— DMA and Refresh

The 82378 System /0 (SIO) component provides the bridge between the PCl local bus and the ISA expansion
bus. The SIO also integrates many of the.common I/0 functions found in today’s ISA based PC systems. The
SIO incorporates the logic for a PCl interface (master and slave), ISA interface (master and slave), enhanced
seven channel DMA controller that supports fast DMA transfers and Scatter/Gather, data buffers to isolate the
PCI bus from the ISA bus and to enhance performance, PCI and ISA arbitration, 14 level interrupt controller, a
16-bit BIOS timer, three programmable timer/counters, and non-maskable-interrupt (NMI) control logic. The
SIO also provides decode for peripheral devices such as the Flash BIOS, Real Time Clock, Keyboard/Mouse
Controller Floppy Controller, two Serial Ports, one Parallel Port, and IDE Hard Disk Drive.

IMPORTANT—READ THIS SECTION BEFORE READING THE REST OF THE DATA SHEET.

This data sheet describes the 82378IB and 82378ZB components. All normal text describes the functional-
ity for both components. All features that exist on the 82378ZB are shaded as shown below.
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® .
SI10 Block Diagram
PCICLK SD[15:0]
PCIRST# @ Data Butfers |@p SA[19:0]
AD[31:0] pel LA[23:17]
C/BE#[3:0] Bus 10CS164#
FRAME# Interface PCI ISA MEMCS16#
TRDY# Decode| |Decode®] |5, SBHE#
IRDY# Bus MASTER#
STOP# A4 Interface MEMR#
LOCK# MEMW#
DEVSEL# ¢ —P AEN
SERR# IOCHRDY
PAR IOCHK#
IDSEL > SYSCLK
MEMCS# BALE
IOR#
IoW#
CPUREQ# SMEMR#
CPUGNT# SMEMW#
REQO#/SIOGNT# ZEROWS#
GNTO#/SIOREQ# PCll RSTDRV
) REQ1# Arbiter 41— 0SC
GNT1#/RESUME# e >
DMA DREQ[7:5,3:0]
MEMREQ# > (Scatter/ —» DACK]7:5,3:0}#
MEMACK# Gather) EOP
FLSHREQ# :1: REFRESH#
IRQ8# Timers/ L 1y spkR
IRQ12/M < p| Counters
INT Interrupt BIOS Timer|.
NmI : < > UBUSTR
IRQ(15,14,11:9,7:3,1) 4 - UBUSOE#
; Bus ECSADDR[2:0]
Support ECSEN#
: < P  Logic
Tg:?; Test > o9 " |4}— DSKCHG
j: ALT_RST#
5 ALT_A20
CPU > 41— FERR#/IRQ13
Interface —» IGNNE#

290481-7
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82433LX

LOCAL BUS ACCELERATOR (LBX)

Supports the Full 64-Bit Pentium™
Processor Data Bus at 66 MHz

Provides a 64-Bit Interface to DRAM
and a 32-B|t Interface to PCI

Five Integrated Write Posting and Read

Prefetch Buffers Increase CPU and PCI

Master Performance

— CPU-to-Memory Posted Write Buffer
4 Qwords Deep ‘

— PCl-to-Memory Posted Write Buffer
Two Buffers, 4 Dwords Each

— PCl-to-Memory Read Prefetch Buffer
4 Qwords Deep

— CPU-to-PCl Posted Write Buffer
4 Dwords Deep

— CPU-to-PCI Read Prefetch Buffer
4 Dwords Deep

Host-to-Memory and Host-to-PCl Write
Posting Buffers Accelerate Write
Performance

Dual-Port Architecture Allows
Concurrent Operations on the Host and
PCI Buses

Operates Synchronous to the 66 MHz
CPU and 33 MHz PCI Clocks

Supports Burst Read and Writes of
Memory from the Host and PCI Buses

Sequential CPU Writes to PCI
Converted to Zero Wait-State PCI
Bursts with Optional TRDY #
Connection

Byte Parity Support for the Host and

Memory Buses

— Optional Parity Generation for Host
to Memory Transfers

— Optional Parity Checking for the
Secondary Cache Residing on the
Host Data Bus

— Parity Checking for Host and PCI
Memory Reads

— Parity Generation for PCI to Memory
Writes

160-Pin QFP Package
5V CMOS Technology

Two 82433LX Local Bus Accelerator (LBX) components provide a 64-bit data path between the Host CPU/
cache and main memory, a 32-bit data path between the Host CPU bus and the PCI local bus, and a 32-bit
data path between the PCI local bus and main memory. The dual-port architecture allows concurrent opera-
tions on the Host and PCI Buses. The LBXs incorporate three write posting buffers and two read prefetch
buffers to increase Pentium processor and PCI Master performance. The LBX supports byte parity for the Host
and main memory buses. The LBX is intended to be used with the 82434LX PCI/Cache/Memory Controller
(PCMC). During bus operations between the Host, main memory, and PCl, the PCMC commands the LBXs to
perform functions such as latching address and data, merging data, and enabling output buffers. Together,
these three components form a “Host Bridge” which provides a full function dual-port data path interface,
linking the Host CPU and PCI bus to main memory.

Pentium™ is a trademark of Intel Corporation. o
Manufactured and tested for Intel Corporation by LSI Logic in accordance with LSI’s internal standards.

1-14

October 1993
Order Number: 290478-002
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© 82433LX

- Simplified LBX Block Diagram

HCLK
PCLK
LP1 <
LP2
RESET
TEST
TSCON

v v

RESET
and
" CLOCK

vYVYY

I ' LBX

~ PCI <> AD[15:0]
INTERFACE ‘
D[31:0] «——» bl TRDY#
, . HOST
A[15:0] —»| INTERFACE VAN .
HP[3:0] «—» MEMORY | €T MD31:0]

INTERFACE |€+—» MP[3:0]

41— HIG[4:0]
< MIG[2:0]
o | ¢ | MDLE
- INTERFACE |« PIG[3:0]
' <1 DRVPCI
< » EOL
< » PPOUT
290478-1

1.0 ARCHITECTURAL OVERVIEW

The Local Bus Accelerator (LBX) provides a high
performance data and address path for the 82430
PClset. The LBX incorporates five integrated buffers
to increase the performance of the Pentium proces-
sor and PCl Master devices. Two LBXs in the sys-
tem support the following areas:

1. 64-bit data and 32-bit address bus of the Pentium
processor, :

2. 32-bit multiplexed address/data bus of PCI, and
3. 64-bit data bus of the main memory.

In addition, the LBXs provide parity support for the
three areas noted above (discussed further in Sec-
tion 1.4). .
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1.1 Buffers in the LBX

The Local Bus Accelerator (LBX) components have
five integrated buffers designed to increase the per-
formance of the Host and PCl Interfaces of the
82430 PClset. The five buffers numbered in Figure
1-1 are described in the following section.

1.

CPU-to-Memory Posted Write Buffer—This
buffer is 4 Qwords deep, enabling the Pentium
processor to write-back a whole cache line in
4-1-1-1 timing, a total of 7 CPU clocks.

. PCl-to-Memory Posted Write Buffer—A PCl

Master can post two consecutive sets of 4
Dwords (total of one cache line) or two single
non-consecutive transactions.

82433LX

. PCl-to-Memory Read Prefetch Buffer—A PClI

Master to memory read transaction will cause
this prefetch buffer to read up to 4 Qwords of
data from memory, allowing up to 8 Dwords to be
read onto PCl in a single burst transaction.

. CPU-to-PCl Posted Write Buffer—The Pentium

processor can post up to 4 Dwords into this buff-
er. The TRDY# connect option allows zero
wait-state burst writes to PCI, making this buffer
especially useful for graphic write operations.

. CPU-to-PCI Read Prefetch Buffer—This pre-

fetch buffer is 4 Dwords deep, enabling faster se-
quential Pentium processor reads when targeting
PCL.

With the exception of the PCI-to-Memory write buffer
and the CPU-to-PCI write buffer, the buffers in the
LBX store data only, addresses are stored in the

PCMC component.
HOST BUS
1 4 y
4 QWORDS 4 DWORDS
MEMORY _ >
BUS g
2
- 7T - - | 3 5
| I \ 4
! |
! 4 DWORDS 4 DWORDS | 4 QWORDS 4 DWORDS
|
l
' 7Y A | A
S J
PCI BUS
290478-2

Figure 1-1. Simplified Block Diagram of the LBX Data Buffers
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1.2 -Control interface Groups

Thé LBX is controlled by the PCMC via the control
interface group signals. There are three interface
groups; Host, Memory, and PCl. These control
groups are signal lines that carry binary codes which

‘the LBX internally decodes in order to implement
specific functions such as latching data and steering
data from PCI to memory. The control interfaces are
described below.

1. Host Interface Group—These control signals
~ are named HIG[4:0] and define a total of 29 dis-
crete commands. The PCMC sends HIG com-
mands to direct the LBX to perform functions re-
lated to buffering and storing Host data and/or
address.

2. Memory Interface Group—These control sig-
nals are named MIG[2:0] and define a total of 7
discrete commands. The PCMC sends MIG com-
mands to direct the LBX to perform functions re-
lated to buffering, storing, and retiring  data to
memory.

3. PCl Interface Group—These control signals are

-~ named PIG[3:0] and define a total of 15 discrete
commands. The PCMC sends PIG commands to
direct the LBX to perform functions related to
buffering and storing PCI data and/or address.

intel.

1.3 System Bus Interéoﬁnect

The architecture of the 82430 PCiset splits the
64-bit memory and host data buses into -logical
halves in order to manufacture LBX devices with
manageable pin counts. The two LBXs interface to
the 32-bit PCI AD[31:0] bus with 16 bits each. Each
LBX connects to 16 bits of the AD[31:0] bus and 32
bits of both the MD[0:63] bus and the D[0:63] bus.
The lower order LBX (LBXL) connects to the low
word of the AD[31:0] bus, while the high order LBX
(LBXH) connects to the high word of the ADI31:0]
bus.

Since the PCI connection- for each LBX falls on
16-bit boundaries, each LBX does not simply con-

~ nect to either the low Dword or high Dword of the

Qword memory and Host buses. Instead, the low
order LBX buffers the first and third words of each
64-bit bus while the high order LBX buffers the sec-

ond and fourth words of the memory and Host bus-

es.

As shown in Figure 1-2, LBXL connects to the first
and third words of the 64-bit main memory and Host
data buses. The same device also drives the first 16

‘bits of the Host address bus, A[0:15]. The LBXH
- device connects to the second and fourth words of

the 64-bit main memory and Host data buses. Corre-
spondingly, LBXH drives the remaining 16 blts of the
Host address bus, A[16:31].

A[0:15]

MD[32:47] D[32:47]

MDI0:15] D[0:15]

{

LOW ORDER LBX

!

~AD[0:15]

A[16:31]
MD[48:63] | D[48:63]

MDI[16:31] D[16:31]

{

HIGH ORDER LBX

_ AD[16:31] .

'

Figure 1-2. Simplified Interconnect Diagram of LBXs to System Buses



intal.

1.4 PCI TRDY # Interface

The PCI control signals do not interface to the LBXs,
instead these signals connect to the 82434LX
PCMC component. The main function of the LBXs
PCl interface is to drive address and data onto PCI
when the CPU targets PCl and to latch address and
data when a PCI Master targets main memory.

The TRDY # option provides the capability for zero-
wait state performance on PCl when the Pentium
processor performs sequential writes to PCl. This
option requires that PCI TRDY# be connected to
each LBX, for a total of two additional connections in
the system. These two TRDY # connections are in
addition to the single TRDY # connection that the
PCMC requires.

82433LX

1.5 Parity Support

The LBXs support byte parity on the Host bus (CPU
and second level cache) and main memory buses
(local DRAM). The LBXs support parity during the
address and data phases of PCl transactions
to/from the Host Bridge.

2.0 SIGNAL DESCRIPTIONS

This section provides a detailed description of each
signal. The signals (Figure 2-1) are arranged in func-

* tional groups according to their associated interface.

The “#” symbol at the end of a signal name indi-
cates that the active, or asserted state occurs when
the signal is at a low voltage level. When “#” is not
present after the signal name, the signal is asserted
when at the high voltage level.

D[31:0] ¢—

Host

Interface A[15:0) —»
HP[3:0] +—»
Main { MD[31:0] —

Memory ]
Interface MP[3:0] ¢—>
HCLK —»
Reset PCLK —P

and .
Clock LP[1:0] —P
RESET —»
TEST —P|
TEST { TSCON —P

LBX <4——— TRDY# Interface

<— AD[15:0] \ pgy

«—— HGiol |
<“«——— MIG20]
<4—— MDLE
< . PCMC

| PIG(3.0] >|ntgn‘ace
<4—— DRVPCI

—» EOL

—» PPOUT }

290478-3

Figure 2-1. LBX Signals

|
i




82433LX

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “active-low” and ‘“active-high” sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

n

intel.
The following notations are used to.describe the sig-
nal type. s .

in  Input is a standard input-only signal.
out Totem Pole output is a standard active driver.

t/s Tri-State is a bi-directional, tri-state input/out-
put pin.

2.1 Host Interface Signals

Signal

Type

Description -

A[15:0]

t/s

ADDRESS BUS: The bi-directional A[15:0] lines are connected to the address lines of
the Host bus. The high order LBX (determined at reset time using the EOL signal) is
connected to A[31:16], and the low order LBX is connected to A[15:0]. The host
address bus is common with the Pentium processor, second level cache (L2), PCMC
and the two LBXs. During CPU cycles A[31:3] are driven by the CPU and A[2:0] are
driven by the PCMC, all are inputs to the LBXs. During inquire cycles the LBX drives
the PCI Master address onto the Host address lines A[31:0]. This snoop address is
driven to the CPU and the PCMC by the LBXs to snoop L1 and the integrated second
level tags, respectively. During PCI configuration cycles bound for the PCMC, the
LBXs will send or receive the configuration data to/from the PCMC by copying the
Host data bus to/from the Host address bus. The LBX drives both halves of the Qword
Host data bus with data from the 32-bit address during PCMC configuration read
cycles. The LBX drives the 32-bit address with either the low Dword or the high Dword
during PCMC configuration write cycles.

DI[31:0]

t/s

HOST DATA: The bi-directional D[31:0] lines are.connected to the data lines of the
Host data bus. The high order LBX (determined at reset time using the EOL signal) is
connected to the Host data bus D[63:32] lines, and the low order LBX is connected to
the Host data bus D[31:0] lines. These pins contain internal pullup resistors.

HP[3:0]

t/s

HOST DATA PARITY: HP[3:0] are the bi-directional byte parity signals for the Host
data bus. The low order parity bit HP[0] corresponds to D[7:0] while the high order
parity bit HP[3] corresponds to D[31:24]. The HP[3:0] signals function as parity inputs
during write cycles and as parity outputs during read cycles. Even parity is supported
and the HP[3:0] signals follow the same timings as D[31:0]. These pins.contain
internal pullup resistors.

2.2 Main Memory (DRAM) Interface Signals

Signal

Type

Description

MDI[31:0]

t/s

MEMORY DATA BUS: MD[31:0] are the bi-directional data lines for the memory
data bus. The high order LBX (determined at reset time using the EOL signal) is
connected to the memory data bus MD[63:32] lines, and the low order LBX is
connected to the memory data bus MD[31:0] lines. The MD[31:0] signals drive data
destined for either the Host data bus or the PCI bus. The MD[31:0] signals input data
that originated from either the Host data bus or the PCI bus. These pins contain
internal pullup resistors.

MP[3:0]

t/s

MEMORY PARITY: MP[3:0] are the bi-directional byte enable parity signals for the
memory data bus. The low order parity bit MP[0] corresponds to MD[7:0] while the
high order parity bit MP[3] corresponds to MD[31:24]. The MP[3:0] signals are parity |
outputs during write cycles to memory and parity inputs during read cycles from

memory. Even parity is supported and the MP[3:0] signals follow the same timings

as'MD[31:0]. These pins contain internal pullup resistors.
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2.3 PCl Interface Signals
Signal Type Description

ADI[15:0] t/s ADDRESS AND DATA: AD[15:0] are bi-directional data lines for the PCI bus. The
AD[15:0] signals sample or drive the address and data on the PCI bus. The high
order LBX (determined at reset time using the EOL signal) is connected to the PCI
bus AD[31:16] lines, and the low order LBX is connected to the PCI AD[15:0] lines.

TRDY # in TARGET READY: TRDY # indicates the selected (targeted) device's ability to
complete the current data phase of the bus operation. For normal operation TRDY #
is tied asserted low. When the TRDY # option is enabled in the PCMC (for zero wait
state PCI burst writes), TRDY # should be connected to the PCI bus.

’

2.4 PCMC Interface Signals
Signal Type Description

HIG[4:0] in HOST INTERFACE GROUP: These signals are driven from the PCMC and control ;3

the Host interface of the LBX. The LBX decodes the binary pattern of these lines to .
perform 29 unique functions. These signals are synchronous to the rising edge of i
HCLK.

MIG[2:0] in MEMORY INTERFACE GROUP: These signals are driven from the PCMC and
control the memory interface of the LBX. The LBX decodes the binary pattern of
these lines to perform 7 unique functions. These signals are synchronous to the
rising edge of HCLK.

PIG[3:0] in PCI INTERFACE GROUP: These signals are driven from the PCMC and control the
PCl interface of the LBX. The LBX decodes the binary pattern of these lines to

_ perform 15 unique functions. These signals are synchronous to the rising edge of
HCLK.

MDLE in MEMORY DATA LATCH ENABLE: During CPU reads from DRAM, the LBX uses a
clocked register to transfer data from the MD[31:0] and MP[3:0] lines to the D[31:0]
and HP[3:0] lines. MDLE is the clock enable for this register. Data is clocked into this
register when MDLE i is asserted. The register retains its current value when MDLE is
negated.

During CPU reads from main memory, the LBX tri-states the D[31:0] and HP[3: 0]
lines on the rising edge of MDLE when HIG[4:0] = NOPC.

about to overrun a cache line boundary. The low order LBX will have this pin
connected to the PCMC (internally pulled up in the PCMC). The high order LBX -
connects this pin to a pull-down resistor. With one LBX EOL line being pulled down
and the other LBX EOL pulled up, the LBX samples the value of this pin on the
negation of the RESET signal to determine if it’s the high or low order LBX.

DRVPCI in DRIVE PCI BUS: This signal enables the LBX to drive either address or data |
information onto the PCI AD[15:0] lines. |

EOL /s | END OF LINE: This signal is asserted when a PCl master read or write transaction is : E
|

!
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2.4 PCMC Interface Signals (Continued)
Signal | Type Description

PPOUT t/s LBX PARITY: This signal reflects the parity of the 16 AD lines driven from or latched
into the LBX, depending on the command driven on PIG[3:0]. The PCMC uses PPOUT
from both LBXs (called PPOUT[1:0] ) to calculate the PCl parity signal in (PAR) for
CPU to PCI transactions during the address phase of the PCI cycle. The LBX uses
PPOUT to check the PAR signal for PC| Master transactions to memory during the
address phase of the PCl cycle. When transmitting data to PCI the PCMC uses PPOUT
to calculate the proper value for PAR. When receiving data from PCI the PCMC uses
PPOUT to check the value received on PAR.

If the L2 cache does not implement parity, the LBX will calculate parity so the PCMC
can drive the correct value on PAR during L2 reads initiated by.a PCI Master. The LBX
samples the PPOUT signal at the negation of reset and compares that state with the
state of EOL to determine whether the L2 cache implements parity. The PCMC
internally pulls down PPOUT[0] and internally pulls up PPOUT[1]. The L2 supports
parity if PPOUT([0] is connected to the high order LBX and PPOUT[1] is connected to
the low order LBX. The L2 is defined to not support parity if these connections are
reversed, and for this case, the LBX will calculate parity. For normal operations either
connection allows proper parity to be driven to the PCMC.

2.5 Reset and Clock Signals

Signal | Type Description

HCLK in HOST CLOCK: HCLK is input to the LBX to synchronize command and data from the
host and memory interfaces. This input is derived from a buffered copy of the PCMC
HCLKXx output.

PCLK in PCI CLOCK: All timing on the LBX PCl interface is referenced to the PCLK input. All

output signals on the PCl interface are driven from PCLK rising edges and all input
signals on the PCl interface are sampled on PCLK rising edges. This input is derived
from a buffered copy of the PCMC PCLK output.

RESET in RESET: Assertion of this signal resets the LBX component. After reset has been
negated the LBX configures itself by sampling the EOL and PPOUT pins.

LP1 out LOOP 1: Phase Lock Loop Filter pin. The filter components required for the LBX are
. connected to these pins.
LP2 in LOOP 2: Phase Lock Loop Filter pin. The filter components required for the LBX are
connected to these pins.
TEST in TEST: The TEST pin must be tied low for normal system operation.

TSCON | in TRI-STATE CONTROL: This signal enables the output buffers on the LBX. This pin
must be held high for normal operation. If TSCON is negated, all LBX outputs will tri-
state.
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3.0 FUNCTIONAL DESCRIPTION

3.1 LBX Post and Prefetch Buffers

This ‘section describes the five write posting and -

read prefetching buffers implemented in the LBX.
The discussion in this section refers to the operatlon
of both LBXs in the system.

3.1.1 CPU-TO-MEMORY POSTED WRITE
BUFFER

The write buffer is a queue 4 Qwords deep, it loads
Qwords from the CPU and stores Qwords to memo-
ry. It is 4 Qwords deep to accommodate write-backs
from the first or second level caches. It is organized
as a simple FIFO. Commands driven on the HIG[4:0]
lines store Qwords into the buffer, while commands
on the MIG[2:0] lines retire Qwords from the buffer.
While retiring Qwords to memory, the DRAM control-
ler unit of the PCMC will assert the appropriate MA,
CAS[7:01#, and WE# signals. The PCMC keeps
track of full/empty states, status of the data and ad-
dress.

Byte parity for data to be written to memory is either
propagated from the host bus or generated by the
LBX. The LBX generates parity for data from the
second level cache when the second level cache
does not implement parity.

3.1.2 PCI-TO-MEMORY POSTED WRITE
BUFFER

The buffer is organized as 2 buffers (4 Dwords
each). There is an address storage register for each
buffer. When an address is stored one of the two
buffers is allocated and subsequent Dwords of data
are stored beginning at the first location in that buff-
er. Buffers are retired to memory stnctly in order
Qword at a time.

Commands driven on the PIG[3:0] lines post ad-
dresses and data into the buffer. Commands driven
on HIG[4:0] result in addresses being driven on the
Host address bus. Commands driven on MIG[2:0]
result in data being retired to DRAM. -

For cases where the address targeted by the first

' Dword is odd, i.e., A[2] = 1, and the data is stored
in an even location in the buffer, the LBX correctly
aligns the Dword when retiring the data to DRAM. In
other words the buffer is capable of retiring a Qword
to memory where the data in the buffer is shifted by
1 Dword (Dword is position 0 shifted to 1, 1 shifted
to 2 etc.). The DRAM controller of the PCMC asserts
the correct CAS[7:0] # signals depending on the PCI
C/BE[3:0]# signals stored in the PCMC for that
Dword.
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The End Of Line (EOL) signal is used to prevent PCI
master writes from bursting past the cache line
boundary. The device that provides “warning” to the
PCMC is the low order LBX. This device contains the
PCI master write low order address bits necessary to
determine how many Dwords are left to the end of
the line. Consequently, the LBX protocol uses the
EOL signal from the low order LBX to provide this
“end-of-line” warning to the PCMC, so that it may
retry a- PCl master write when it bursts past the
cache line boundary. This protocol is described fully
in Section 3.3.6.

The LBX calculates Dword parity on PCl write data,
sending the proper value to the PCMC on PPOUT.

The LBX generates byte parity on the MP signals for

writing into DRAM.

3.1.3 PCI-TO-MEMORY READ PREFETCH
BUFFER

This buffer is organized as a line buffer (4 Qwords)
for burst transfers to PCI. The data is transferred into
the buffer a Qword at a time and read out a Dword at
a time. The LBX then. effectively decouples the
memory read rate from the PCl rate to increase con-
currence.

Each new transaction begins by storing the first
Dword in the first location in the buffer. The starting
Dword for reading data out of the buffer onto PCI
must be specified within a Qword boundary; that is
the first requested Dword on PCI could be an even
or odd Dword. If the snoop for a PCl master read
results in a write-back from the first or second level
cache this write-back is sent directly to PCl and
Memory. The following two paragraphs describe this
process for cache line write-backs.

Since the write-back data from the primary cache is
in linear order, writing into the buffer is straightfor-

ward. Only those Qwords to be transferred onto PCI

are latched into the PCI-to-Memory read buffer. For
example, if the address targeted by PCl is in the 3rd
or 4th Qword in the line, the first 2 Qwords of write-
back data are discarded and not written into the
read buffer. The primary cache write-back is always
written completely to the CPU-to-Memory posted
write buffer.

If the PCI master read data is read from the second
level cache, it is not written back to memory. Write-
backs from the second level cache when using burst
SRAMs are in Pentium processor burst order, the
order depending on which Qword of the line is tar-
geted by the PCIl read. The buffer is directly ad-
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dressed when latching second level cache write-
back data to accommodate this burst order. For ex-
ample, if the requested Qword is Qword 1, then the
burst order is 1-0-3-2. Qword 1 is latched. in buffer
location 0, Qword 0 is discarded, Qword 3 is latched
into buffer location 2 and Qword 2 is latched into
buffer location 1.

Commands dri\)en on MIG[2:0] and HIG[4:0] enter
data into the buffer from the DRAM interface and the

Host interface (i.e., the caches), respectively. Com-

mands driven on the PIG[3:0] lines drive data from
the buffer onto the PCI AD[31:0] lines.

Parity driven on the PPOUT signal is calculated from
the byte parity received on the Host bus or the mem-
ory bus, whichever is the source. If the second level
cache is the source of the data and it does not im-
plement parity, the parity driven on PPOUT is gener-
ated by the LBX from the second level cache data.

3.1.4 CPU-TO-PCI POSTED WRITE BUFFER

The CPU-to-PCl posted write buffer is 4 Dwords
deep. The buffer is constructed as a simple FIFO,
with some performance enhancements. An address
is stored in the LBX with each Dword of data. The
structure of the buffer accommodates the packetiza-
tion of writes to be burst on PCI. This is accom-
plished by effectively discarding addresses of data
Dwords driven within a burst. Thus, while an address
is stored for each Dword, an address is not neces-
sarily driven on PCI for each Dword. The PCMC de-
termines when a burst write may be performed
based on consecutive addresses. The buffer also
enables consecutive bytes to be merged within a
single Dword, accommodating byte, word, and misa-
ligned Dword string store and string move opera-
tions. Qword writes on the Host bus are stored
within the buffer as two individual Dword writes,
with separate addresses.

The storing of an address with each Dword of data
allows burst writes to be retried easily. In order to
retry transactions, the FIFO is effectively “backed
up” by one Dword. This is accomplished by making
the FIFO physically one entry larger than it is logical-
ly. Thus, the buffer is physically 5 entries deep (an
entry consists of an address and a Dword of data),
while logically it is considered full when 4 entries
have been posted. This design allows the FIFO to
be backed up one entry when it is logically full.

Commands driven on HIG[4:0] post addresses and
data: into the buffer, and commands driven on
PIG[3:0] retire addresses and data from the buffer
and drive them onto the PCI AD[31:0] lines. As dis-
cussed previously, when bursting, not all addresses
are driven onto PCI.
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Data parity driven on the PPOUT signal is calculated
from the byte parity received on the Host bus. Ad-

dress parity driven on PPOUT is calculated from the
address received on the Host bus.

3.1.5 CPU-TO-PCI READ PREFETCH BUFFER

This prefetch buffer is organized as a single buffer 4
Dwords deep. The buffer is organized as a simple
FIFO. Reads from the buffer are sequential; the buff-
er does not support random access of its contents.
To support reads of less than a Dword the FIFO
read'pointer can function with or without a pre-incre-
ment. The pointer can also be reset to the first entry
before a Dword is driven. When a Dword is read, it is
driven onto both halves of the Host data bus.

Commands driven on the HIG[4:0] lines enable read
addresses to be sent onto PCI, the addresses are
driven using PIG[3:0] commands. Read data is
latched into the LBX by commands driven on the
PIG[3:0] lines and the data is driven onto the host
data bus using commands driven on the HIG[4:0]
lines.

The LBX calculates Dword parity on PCI read data,
sending the proper value to the PCMC on PPOUT.
The LBX does not generate byte parity on the Host
data bus when the CPU reads PCI.

3.2 LBX Interface Command’
Descriptions '

This section describes the functionality of the HIG,
MIG and PIG commands driven by the PCMC to the
LBXs.

3.2.1 HOST INTERFACE GROUP: HIG[4:0]

The Host Interface commands are shown in Table
3-1. These commands are issued by the Host inter-
face of the PCMC to the LBXs in order to perform
the following functions:

Reads from CPU-to-PCl read prefetch buffer
when the CPU reads from PCI. .

Stores write-back data to PCl-to-Memory read
prefetch buffer when PCI read address results in
a hit to a modified line in the first or second level
caches. :

Posts data to CPU-to-Memory write buffer in the
case of a CPU to memory write.

Posts data to CPU-to-PCl write buffer in the case
of a CPU to PCI write.

Drives Host address to data lines and data to ad-
dress lines for programming the PCMC configura-
tion registers.
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' Table 3-1. HIG Command

Command Code Desdription
NOPC 00000b | No Operation on CPU Bus
CMR 11100b | CPU Memory Read
CPRF 00100b | CPU Read First Dword from CPU-to-PCl Read Prefetch Buffer
CPRA | 00101b | CPU Read Next Dword from CPU-to-PCl Read Prefetch Buffer, Toggle A
CPRB 00110b | CPU Read Next Dword from CPU-to-PCI Read Prefetch Buffer, Toggle B
CPRQ 00111b | CPU Read Qword from CPU-to- PCI Read Prefetch Buffer
SWBO 01000b | Store Write-back Data Qword 0 to PCl-to-Memory Read Buffer
SWB1 01001b | Store Write-back Data Qword 1 to PCl-to-Memory Read Buffer
swB2 01010b | Store Write-back Data Qword 2 to PCl-to-Memory Read Buffer
SWB3 01011b | Store Write-back Data Qword 3 to PCI-to-Memory Read Buffer
PCMWQ 01100b | Post to CPU-to-Memory Write Buffer Qword
PCMWI';‘Q 01101b | Post to CPU-to-Memory Write and PCl-to-Memory Read Buffer First Qword
PCMWNQ 01110b | Post to CPU-to-Memory Write and PCl-to-Memory Read Buffer Next Qword
PCPWL 10000b | Post to CPU-to-PCl Write Low Dword
MCP3L 10011b | Merge to CPU-to-PCl Write Low Dword 3 Bytes
MCP2L 10010b | Merge to CPU-to-PCl Write Low Dword 2 Bytes
MCP1L 10001b | Merge to CPU-to-PCl Write Low Dword 1 Byte
PCPWH 10100b | Post to CPU-to-PCI Write High Dword
MCP3H 10111b | Merge to CPU-to-PCl Write High Dword 3 Bytes
MCP2H 10110b | Merge to CPU-to-PCl Write High Dword 2 Bytes
MCP1H 10101b | Merge to CPU-to-PCl Write High Dword 1 Byte
LCPRAD 00001b | Latch CPU to PCI Read Address
DPRA 11000b | Drive Address from PCl A/D Latch to CPU Address Bus
DPWA 11001b | Drive Address from PCl-to-Memory Write Buffer to CPU Address Bus
ADCPY 11101b | Address to Data Copy in the LBX
DACPYH 11011b | Data to Address Copy in the LBX High Dword
DACPYL 11010b | Data to Address Copy in the LBX Low Dword
PSCD 01111b | Post-Special Cycle Data
DRVFF 11110b | Drive FF..FF (All 1’s) onto the Host Data Bus
NOTE:

. All other patterns are reserved.
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NOPC: No Operation is performed on the Host bus
by the LBX hence it tri-states its Host bus. drivers.

CMR: This command effectively drives DRAM data
onto the Host data bus. The LBX acts as a transpar-
ent latch in this mode, depending on MDLE for latch
control. With the MDLE signal high the CMR-com-
mand will cause the LBXs to buffer memory data
onto the Host bus. When MDLE is low, the LBX will
drive onto the Host bus whatever memory data that
was latched when MDLE was negated.

CPRF: This command reads the first Dword of the
CPU-to-PCl read prefetch buffer. The read pointer of
the FIFO is set to point to the first Dword. The
Dword is driven onto the upper and lower halves of
the Host data bus.

CPRA: This command increments the read pointer -

of the CPU-to-PCl read prefetch buffer: FIFO and
drives that Dword onto the Host bus when it is driven
after a CPRF or CPRB command. If driven after an-
other CPRA command, the LBX drives the current
Dword while the read pointer of the FIFO is not in-
cremented. The Dword is driven onto the upper and
lower halves of the Host data bus. .

CPRB: This command. increments the read pointer
of the CPU-to-PCl read prefetch buffer FIFO and
drives that Dword onto the Host bus when it is driven

after a CPRA command. If driven after another .

CPRB command, the LBX drives the current Dword
while the read pointer of the FIFO is not increment-
ed. The Dword is driven onto the upper and lower
halves of the Host data bus.

CPRQ: This command drives the first Dword stored
in the CPU-to-PCl read prefetch buffer onto the low-
er half of the Host data bus, and drives the second
Dword onto the upper half of the Host data bus, re-
‘gardless of the state of the read pointer. The read
pointer is not affected by this command.

SWBO0: This command stores a Qword from the host

data lines into location 0 of the PCl-to-Memory read

buffer. Parity is either generated for the data or prop-
- agated from the Host bus based on the state of the
PPOUT signals sampled at the negation of RESET
when the LBXs were initialized.

SWB1: This command (similar to SWBO) stores a

Qword from the host data lines into location 1 of the
PCl-to-Memory read buffer. Parity is either generat-
ed for the data or propagated from the Host Bus
based on the state of the PPOUT signal sampled at
the falling edge of RESET.

SWB2: This command, (similar to SWBO0), stores a

Qword from the host data lines into location 2 of the
PCl-to-Memory read buffer. Parity is either generat-
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ed for the data or propagated from the Host Bus

-based on the state of the PPOUT signal sampled at

the falling edge of RESET.

SWB3: This .command stores a Qword from the host
data lines into location 3 of the PCl-to-Memory read
buffer. Parity is either generated for the data or prop-
agated from the Host Bus based on the state of the
PPOUT signal sampled at the falhng edge of
RESET.

PCMWQ: This command posts one Qword of data
from the host data lines to the CPU-to-Memory write
buffer.

PCMWFQ: If the PCI Memory read address leads to
a hit on a modified line in the first level cache, a
write-back is scheduled and this data has to be writ-
ten into the CPU-to-Memory write buffer and PCl-to-
Memory read buffer at the same time. The
write-back of the first Qword is .done by this com-
mand to both the buffers.

PCMWNQ: This command follows the previous com-
mand to store or post subsequent write-back
Qwords.

PCPWL: This command posts the low Dword of a
CPU to PCI write. The CPU-to-PCl write buffer stores
a Dword of PCl address for every Dword of data,
hence this command also stores the address of the
low Dword in the address location for the data. Ad-
dress bit [2] is not stored directly; this command as-
sumes a value of 0 for A[2] and this is what is
stored.

‘MCP3L: This command merges the 3 most signifi-

cant bytes of the low Dword of the Host data bus
into the last Dword posted to the CPU-to-PCl write

_ buffer. The address is not modified.

MCP2L: This command merges the 2 most signifi-
cant bytes of the low Dword of the Host data bus
into the last Dword posted to the CPU-to-PCl write
buffer. The address is not modified.

MCP1L: This command merges the most significant

" byte of the low Dword of the Host data bus into the

last Dword posted to the CPU-to-PCl write buffer.
The address is not modified.

PCPWH: This command Posts the high Dword of a
CPU to PCI write, with its address, into the address
location. Hence, to do a Qword write PCPWL has to
be followed by a PCPWH. Address bit [2] is not
stored directly; this command forces a value of 1 for
A[2] and this is what is stored.

MCP3H: This command merges the 3 most signifi-

cant bytes of the high Dword of the Host data bus
into the last Dword posted to the CPU-to-PCl write

buffer. The address is not modified.
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MCP2H: This command merges the 2 most signifi-
cant bytes of the high Dword of the Host data bus

into the last Dword posted to the CPU-to-PCl write
buffer. The address is not modified.

MCP1H: This command merges the most significant
byte of the high Dword of the Host data bus into the
last Dword posted to the CPU-to-PCl write buffer.
The address is not modified.

LCPRAD: This command latches the Host address
to drive on PCI for a CPU to PCl read. It is necessary
to latch the address in order to drive inquire ad-
dresses on the Host address bus before the CPU
address is driven onto PCI.

DPRA: The PClI Memory read address is latched in
the PCl A/D latch by a PIG command LCPRAD, this
address is driven onto the Host address bus by
DPRA. Used in PCI to memory read transaction.

DPWA: The DPWA command drives the address of
the current PCl master write buffer onto the Host
address bus. This command is potentially driven for
multiple cycles. When it is no longer driven, the read
pointer will increment to point to the next buffer, and
a subsequent DPWA command will read the address
from that buffer. )

ADCPY: This command drives the Host data bus
with the Host address. The address is copied on the
high and low halves of the Qword data bus; i.e.,
"A[31:0] is copied onto D[31:0] and D[63:32]. This
command is used when the CPU reads from the
PCMC configuration registers. ‘

.write buffer. The value is driven onto the A[31:0]
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DACPYH: This command drives the Host address ;
bus with the high Dword of Host data. This com- |
mand is used when the CPU writes to the PCMC ”
configuration registers. ,{

DACPYL: This command drives the Host address
bus with the low Dword of host data. This command
is used when the CPU writes to the PCMC configura-
tion registers.

PSCD: This command is used to post the value of
the Special Cycle code into the CPU-to-PCI posted

lines by the PCMC, after acquiring the address bus
by asserting AHOLD. The value on the A[31:0] lines
is posted into the DATA location in the CPU-to-PCl
posted write buffer.

DRVFF: This command causes the LBX to drive
FFFFFFFFh onto the Host data bus. It is used for
CPU reads from PCl that terminate with master
abort.

3.2.2 MEMORY INTERFACE GROUP: MIG[2:0]

The Memory Interface commands are shown in Ta-
ble 3-2. These commands are issued by the DRAM
controller of the PCMC to perform the following
functions:

Retires data from CPU-to-Memory write buffer to
DRAM. ‘

Stores data into PCI-io-Memory read buffer when
the PCI read address is targeted to DRAM.

Retires PCl-to-Memory write buffer to DRAM.

Table 3-2. MIG Commands
Command | Code Description
NOPM 000b | No Operation on Memory Bus
PMRFQ 001b | Place into PCI-to-Memory Read Buffer First Qword
PMRNQ 010b | Place into PCl-to-Memory Read Buffer Next Qword
RCMWQ | 100b | Retire CPU-to-Memory Write Buffer Qword
RPMWQ 101b | Retire PCl-to-Memory Write Buffer Qword
RPMWQS 110b | Retire PCl-to-Memory Write Buffer Qword Shifted
MEMDRYV 111b | Drive Latched Data onto Memory Bus for 1 Clock Cycle
NOTE: |

All other patterns are reserved.
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NOPM: No Operation on the Memory bus. The LBX
tri-states its drivers driving the memory bus.

PMRFQ: The PCl to Memory read address targets
memory if there is a miss on L1 and L2 caches, this
command stores the first Qword of data starting at
the first location in the buffer. This buffer is 8 Dwords
or 1 cache line deep. :

PMRNQ: This command stores subsequent Qwords
from memory starting at the next available location
in the PCl-to-Memory read buffer. It is always used
after PMRFQ.

RCMWQ: This command retires one Qword from the
CPU-to-Memory write buffer to DRAM. The address
is stored in the address queue for this buffer in the
PCMC.

RPMWQ: This command retires one Qword of data
from one line of the PCl-to-Memory write buffer to
DRAM. When all the valid data in one buffer is re-
tired, the next RPMWQ (or RPMWQS) will read data
from the next buffer.

RPMWAQS: This command retires one Qword of data
from one line of PCl-to-Memory write buffer to
DRAM. For this command the data in the buffer is
shifted by one Dword (Dword in position 0 is shifted
to 1, 1 to 2 etc.). This is because the address target-
ed by the first Dword of the write could be an odd
Dword (i.e., address bit [2] is a 1). To retire a misa-
ligned line this command has to be used for all the
data in the buffer. When all the valid data in one
buffer is retired, the next RPMWQ (or RPMWQS) will
read data from the next buffer.
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MEMDRYV: For a memory write operation the data on
the.memory bus'is required for more than one clock
cycle hence all DRAM retires are latched and driven

to the memory bus in subsequent cycles by this
command.

3.2.3 PCI INTERFACE GROUP: PIG[3:0]

The PCI Interface commands are shown in Table
3-3. These commands are issued by the PCl Mas-
ter/Slave interface of the PCMC to perform the fol-
lowing functions:

Slave Posts address and data to PCl-to-Memory
Write Buffer.

Slave Sends PCl-to-Memory read data on the AD
bus.

Slave Latches PCl Master Memory address so
that it can be gated to the host address bus.

Master Latches CPU-to-PCl read data from the
AD bus.

Masger Retires CPU-to-PCl write buffer.
Master sends CPU-to-PCl address to the AD bus.

The PCI AD[31:0] lines are driven by asserting fhe
signal DRVPCI. This signal is used for both master
and slave transactions.

Parity is calculated on either the value being driven
onto PCI or the value being received on PCI, de-
pending 'on the command. In Table 3-3, the PAR
column has been included to indicate the value that
the PPOUT signals are based on. An “I” indicates
that the PPOUT signals reflect the parity of the AD
lines as inputs to the LBX. An “O” indicates that the
PPOUT signals reflect the value being driven on the
PCI AD lines. See Section 3.3.4 for the timing rela-
tionship between the PIG[3:0] command, the
AD[31:0] lines, and the PPOUT signals.
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Table 3-3. PIG Commands

Command | Code | PAR

Description

PPMWA 1000b

Post to PCI-to-Memory Write Buffer Address

PPMWD 1001b

Post to PCI-to-Memory Write Buffer Data

|
|
SPMRH 1101b (o] Send PCI Master Read Data High Dword
SPMRL 1100b (0] Send PCI Master Read Data Low Dword
SPMRN 1110b o] Send PCI Master Read Data Next Dword
LCPRF 0000b | Latch CPU Read from PCI into Read Prefetch Buffer First Dword
LCPRA 0001b | Latch CPU Read from PClI into Prefetch Buffer Next Dword, A Toggle
LCPRB 0010b | Latch CPU Read from PCl into Prefetch Buffer Next Dword, B Toggle
DCPWA 0100b (o) Drive CPU-to-PCl Write Buffer Address
DCPWD 0101b (0] Drive CPU-to-PCI Write Buffer Data
DCPWL 0110b (o} Drive CPU-to-PCl Write Buffer Last Data
DCCPD 1011b (o) Discard Current CPU-to-PCl Write Buffer Data
BCPWR 1010b (0] Backup CPU-to-PCl Write Buffer for Retry
SCPA 0111b (0] Send CPU to PCI Address
LPMA 0011b | Latch PCI Master Address
NOTE:

All other patterns are reserved.

PPMWA: This command selects a new buffer and
places the PCl Master address latch value into the
address register for that buffer. The next PPMWD
command posts write data in the first location of this
newly selected buffer. This command also causes
the EOL logic to decrement the count of Dwords
remaining in the line.

PPMWD: This command stores the value in the AD
latch into the next data location in the currently se-
lected buffer. This command also causes the EOL
logic to decrement the count of Dwords remaining in
the line.

SPMRH: This command sends the high order Dword
from the first Qword of the PCl-to-Memory read buff-
er onto PCl. This command also causes the EOL
logic to decrement the count of Dwords remaining in
the line.

SPMRL: This command sends the low order Dword
from the first Qword of the PCI-to-Memory read buff-
er onto PCI. This command also selects the Dword
alignment for the transaction and causes the EOL
logic to decrement the count of Dwords remaining in
the line.

SPMRN: This command sends the next Dword from
the PCI-to-Memory read buffer onto PCI. This com-
mand also causes the EOL logic to decrement the
count of Dwords remaining in the line. This com-
mand is used for the second and all subsequent
Dwords of the current transaction.

LCPRF: This command acquires the value of the
ADI[31:0] lines into the first location in the CPU-to-
PCl read prefetch buffer until a different command is
driven.

LCPRA: When driven after a LCPRF or LCPRB com-
mand, this command latches the value of the
ADI31:0] lines into the next location into the CPU-to-
PCI read prefetch buffer. When driven after another
LCPRA command, this command latches the value
on ADI[31:0] into the same location in the CPU-to-
PCI read prefetch buffer, overwriting the previous
value.

LCPRB: When driven after a LCPRA command, this
command latches the value of the AD[31:0] lines
into the next location into the CPU-to-PCl read pre-
fetch buffer. When driven after another LCPRB com-
mand, this command latches the value on AD[31:0]
into the same location in the-CPU-to-PCl read pre-
fetch buffer, overwriting the previous value.

DCPWA: This command drives the next address in
the CPU-to-PCl write buffer onto PCl. The read
pointer of the FIFO is not incremented.

DCPWD: This command drives the next data Dword
in the CPU-to-PCl write buffer onto PCl. The read
pointer of the FIFO is incremented on the next PCLK
if TRDY # is asserted.
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DCPWL: This command drives the previous data
Dword in the CPU-to-PClI write buffer onto PCI. This
is the data which was driven by the last DCPWD
command. The read pointer of the FIFO is not. incre-
mented.

DCCPD: This command discards the current Dword
in the CPU-to-PCl write buffer. This is used to clear
write data when the write transaction terminates with
Master Abort, where TRDY # is never asserted.

BCPWR: For this command the CPU-to-PCl write
buffer is “backed up” one entry such that the ad-
dress/data pair last driven with the. DCPWA and
DCPWD commands will be driven again on the
AD[31:0] lines when the commands are driven

again. This command is used when the target has

retried the write cycle.

SCPA: This command drives the value on the Host
address bus onto PCI.

N ] :
intel.
LPMA: This command stores the previous AD[31:0]
value into the PCl master address latch. If the EOL
logic determines that the requested Dword is the last

Dword of a line, then the EOL signal will be asserted;
otherwise the EOL signal will be negated.

3.3 LBX 'Tirnlng,Diagrams

This section ‘describes the timihg relationship be-
tween the LBX control signals and the interface
buses.

3.3.1 HiG[4:0] COMMAND TIMING

The commands driven on HIG[4:0] can cause the
Host address bus and/or the Host data bus to be
driven and latched. The following timing diagram il-
lustrates 'the timing relationship between the driven
command and the buses. The “Host bus” in the dia-
gram could be address and/or data.

.
HCLK { \

HIGI4:0] T Drve

-_,,\_
—

15—
_
L

HA[31:0]

290478-4

Figure 3-1. HIG[4:0] Command Tlming

Note that the Drive command takes two cybles to
drive the Host data bus, but only one to drive the

address. When the NOPC command is sampled, the *

LBX takes only one cycle to release the Host bus.

The Dnve commands in Figure 3-1 are any of the
following:

CMR CPRF CPRA CPRB
CPRQ DPRA DPWA - ADCPY.
DACPYH DACPYL DRVFF
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The Latch command in Figure 3-1 is any of the fol-
lowing: E

SWB0O  SwB1 SwWB2 SWB3
PCMWQ PCMWFQ PCMWNQ PCPWL
MCP3L MCP2L MCP1L PCPWH
MCP3H MCP2H LCPRAD

PSCD

3.3.2 HIG[4:0] MEMORY READ TIMING

Figure 3-2 illustrates the timing relationship between
the HIGT4:0], MIG[2:0], CAS[7:0] #, and MDLE sig-

. nals for DRAM memory reads. The delays shown in

Figure 3-2 do not represent the actual A.C. timings,
but are intended only to show how the delay affects
the sequencing of the signals.
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HCLK

HIG[4:0)

HD[63:0]

BRDY#

CWE[7:0}#

MIG[2:0]

NOPM T |

MDLE

I f
| |
CAS[7:0# | I I
| |

MD[63:0]

290478-5

Figure 3-2. CPU Read from Memory

When the CPU is reading from DRAM, the HIG[4:0]
lines are driven with the CMR command which caus-
es the LBX to drive memory data onto the HD bus.
Until the MD bus is valid, the HD bus will be driven
with invalid data. When CAS[7:0] # assert, the MD
bus becomes valid after the DRAM CAS[7:0] #
access time. The MD and MP lines are directed
through a synchronous register inside the LBX to the
HD and HP lines. MDLE acts as a clock enable for
this register. When MDLE is asserted, the LBX sam-
ples the MD and MP lines. When MDLE is negated,
the MD and HD register retains its current value.

The LBX releases the HD bus based on sampling
the NOPC command on the HIG[4:0] lines and
MDLE being asserted. By delaying the release of the
HD bus until MDLE is asserted, the LBX provides
hold time for the data with respect to the write en-
able strobes (CWE[7:0]#) of the second level
cache.

3.3.3 MIG[2:0] COMMAND

Figure 3-3 illustrates the timing of the MIG[2:0] com-
mands with respect to the MD bus, CAS[7:0] #, and
WE#. Figure 3-3 shows the MD bus transitioning
from a read to a write cycle.

| | : | |

|
\

Wok [\ U e VY e W
T tawh X NoPM_Y__Retre Y| WEMDAV | Y| NOPM |

MD[63:0] o i ' L o i
CAS[7:0# | ! \ 7 ' — ! L
- —
200478-6

Figure 3-3. MIG[2:0] Command Timing
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The Latch command in Figure 3-3 is any of the fol-
lowing:
- PMRFQ PMRNQ
The Retire command in Figure 3-3 is any of the fol-
lowing:
RCMWQ RPMWQ  RPMWQS
The data on the MD bus is sampled at the end of the
first cycle into the LBX based on sampling the Latch
command. The CAS[7:0] # signals can be negated
in the next clock. The WE # signal is asserted in the
next clock. The required delay between the asser-
tion of WE # and the assertion of CAS[7:0] # means
that the MD bus has 2 cycles to turn around; hence

- B
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the NOPM command driven in the second clock.
The LBX starts to drive the MD bus based on sam-
pling the Retire command at the end of the third
clock. After the Retire command is driven for 1 cy-
cle, the data is held at the output by the MEMDRV
command. The LBX releases the MD bus based on
sampling the NOPM command at the end of the
sixth clock.

3.3.4 PIG[3:0] COMMAND, DRVPCI, AND-
PPOUT TIMING

Figure 3-4 illustrates the timing of the PIG[3:0] com-
mands, the DRVPCI signal, and the PPOUT[1:0] sig-
nal relative to the PCI AD[31:0] lines.

e N s e—— !

PPOUT[1:0) :
AD([31:0]

200478-7

Figure 3-4. PIG[3:0] Command Timing

The Drive commands in Figure 3-4 are any of the
following:

SPMRH SPMRL SPMRN
DCPWA DCPWD DCPWL
SCPA

The Latch commands in Figure 3-4 are any of the
following: i

PPMWA PPMWD LPMA

The following commands do not fit in either catego-
ry, although they function like Latch type commands
with respect to the PPOUT[1:0] signals. They are
described in Section 3.3.5.

LCPRF LCPRA LCPRB

The DRVPCI signal is driven synchronous to the PCI
bus, enabling the LBXs to initiate driving the PCI
ADI[31:0] lines one clock after DRVPCI is asserted.
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As shown in Figure 3-4, if DRVPCI is asserted in

' cycle N, the PCI AD[31:0] lines are driven in cycle

N+ 1. The negation of the DRVPCI signal causes
the LBXs to asynchronously release the PCI bus,
enabling the LBXS to cease driving the PCI AD[31:0]
lines in the same clock that DRVPCI is negated. As
shown in Figure 3-4, if DRVPCI is negated in cycle
N, the PCI AD[31:0] lines are released in cycle N.

PCl address and data parity is available at the LBX
interface on the PPOUT lines from the LBX. The par-
ity for data flow from PCI to LBX is valid 1 clock
cycle after data on the AD bus. The parity for data
flow from LBX to PCl is valid in the same cycle as
the data. When the AD[31:0] lines transition from
input to output, there is no conflict on the parity lines
due to the dead cycle for bus turnaround. This is
illustrated in the sixth and seventh clock of Figure
3-4.
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3.3.5 PIG[3:0]: READ PREFETCH BUFFER
COMMAND TIMING

The structure of the CPU-to-PCl read prefetch buffer
required special considerations due to the partition
of the PCMC and LBX. The PCMC interfaces only to
the PCI control signals, while the LBXs interface only
to the data. Therefore, it is not possible to latch a
Dword of data into the prefetch buffer after it is quali-
fied by TRDY.#: instead, the data is repetitively
latched into the same location until TRDY # is sam-
pled asserted. Only after TRDY # is sampled assert-
ed is data valid in the buffer. A toggling mechanism
is implemented to advance the write pointer to the
next Dword after the current Dword has been quali-
fied by TRDY #.

Other considerations of the partition are taken into
account on the Host side as well. When reading
from the buffer, the command to drive the data onto
the Host bus is sent before it is known that the entry
is valid. This method avoids the wait state that would
be introduced by waiting for an entry’s TRDY # to be
asserted before sending the command to drive the
entry onto the Host bus. The FIFO structure of the
buffer also necessitates a toggling scheme to ad-
vance to the next buffer entry after the current entry
has been successfully driven. Also, this method
gives the LBX the ability to drive the same Dword
twice, enabling reads of less than a Dword to be
serviced by the buffer; reads of individual bytes of a
Dword would read the same Dword 4 times.

82433LX

The HIG[4:0] and PIG[3:0] lines are defined to en-
able the features described previously. The LCPRF
PIG[3:0] command latches the first PCl read Dword
into the first location in the CPU-to-PCl read prefetch
buffer. This command is driven until TRDY # is sam-
pled asserted. The valid Dword would then be in the
first location of the buffer. The cycle after TRDY # is
sampled asserted, the PCMC drives the LCPRA
command on the PIG[3:0] lines. This action latches
the value on the PCI AD[31:0] lines into the next
Dword location in the buffer. Again, the LCPRA com-
mand is driven until TRDY # is sampled asserted.
Each cycle the LCPRA command is driven, data is

latched into the same location in the buffer. When

TRDY # is sampled asserted, the PCMC drives the
LCPRB command on the PIG[3:0] lines. This latches
the value on the AD[31:0] lines into the next location
in the buffer, the one after the location that the previ-
ous LCPRA command latched data into. After
TRDY # has been sampled asserted again, the com-
mand switches back to LCPRA. In this way, the
same location in the buffer can be filled repeatedly
until valid, and when it is known that the location is
valid, the next location can be filled.

The commands for the HIG[4:0], CPRF, CPRA, and
CPRB, work exactly the same way. If the same com-
mand is driven, the same data is driven. Driving an
appropriately different command results in the next
data being driven. Figure 3-5 illustrates the usage of
these commands.
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Figure 3-5. PIG[3:0] CPU-to-PCI Read Prefetch Buffer Commands

Figure 3-5 shows an example of how the PIG com-
mands function on the PCl side of the LBX. The
LCPRF command is driven on the PIG[3:0] lines un-
til TRDY # is sampled asserted at the end of the fifth
PCi clock. The LCPRA command is then driven until
TRDY # is again sampled asserted at the end of the
seventh PCl clock. TRDY# is sampled asserted
again at the end of the eighth PCI clock so LCPRB is
driven only once. Finally, LCPRA is driven again until
the last TRDY # is asserted, at the end of the tenth
PCI clock. In this way, 4 Dwords are latched in the
CPU-to-PCl read prefetch buffer.

Figure 3-5 also shows an example of how the HIG
commands function on the Host side of the LBX.
Two clocks after sampling the CPRF command, the
LBX drives the host data bus. The data takes two
cycles to become stable. The first data driven in this
case is invalid, since the data has not arrived on PCI.
The data driven on the Host bus changes in the sev-
enth Host clock, since the LCPRF command has
been driven on the HIG[3:0] lines the previous cycle,
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latching a new value into the first location of the read
prefetch buffer. At this point the data is not the cor-
rect value, since TRDY # has not yet been asserted
on PCI. The LCPRF command is driven again in the

“fifth PCI clock while TRDY # is sampled asserted at

the end of this clock. The requested data for the
read is then latched into the first location of the read
prefetch buffer and driven onto the Host data bus,
becoming valid at the end of the twelfth CPU clock.
The BRDY # signal can therefore be driven asserted
in this clock. The following read transaction (issued
in CPU clock 15) requests the next Dword, and so
the CPRA command is driven on the HIG([4:0] lines,
advancing to read the next location in the read pre-
fetch buffer. As the correct data is already there, the
command is driven only once for this transaction.
The next read transaction requests data in the same
Dword as the previous. Therefore, the CPRA com-
mand is driven again, the buffer is not advanced,
and the same Dword is driven onto the Host bus.
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3.3.6 PIG[3:0]: END-OF-LINE WARNING
SIGNAL: EOL

When posting PCI master writes, the PCMC must be
informed when the line boundary is about to be over-
run, as it has no way of determining this itself (recall
that the PCMC does not receive any address bits
from PCIl). The low order LBX determines this, as it
contains the low order bits of the PCl master write
address and also tracks how many Dwords of write
data have been posted. Therefore, the low order
LBX component sends the “end-of-line” warning to
the PCMC. This is accomplished with the EOL signal
driven from the low order LBX to the PCMC. Figure
3-6 illustrates the timing of this signal:

1. The FRAME# signal is sampled asserted in the
first clock. The LPMA command is driven on the
PIG[3:0] signals to hold the address while it is
being decoded (e.g., in the MEMCS# decode
circuit of the 82378IB SIO). The first data (DO)
remains on the bus until TRDY # is asserted in
response to MEMCS # belng sampled asserted
in the third clock.

2. The PPMWA command is driven in response to
samplmg MEMCS# asserted. TRDY # is assert-
ed in this cycle indicating that DO has been
latched at the end of the fourth clock. The action
of the PPMWA command is to transfer the PCI
address captured in the PCI AD latch at the end
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of the first clock to the posting buffer, and open -

the PCI AD latch in order to capture the data.
This data will be posted to the write buffer in the
following cycle by the PPMWD command.

. The EOL signal is first negated when the LPMA

command is driven on the PIG[3:0] signals. How-
ever, if the first data Dword accepted is also the
last that should be accepted, the EOL signal will
be asserted in the third clock. This is the “end-of-
line” indication. In this case, the EOL signal is
asserted as soon as the LPMA command has
been latched. The action by the PCMC in re-
sponse is to deassert TRDY# and assert
STOP# in the fifth clock. Note that the EOL sig-
nal is asserted even before the MEMCS# signal
is sampled asserted in this case. The EOL signal
will remain asserted until the next time the LPMA
command is driven.

. [f the second Dword is the last that should be

accepted, the EOL signal will be asserted in the
fith clock to deassert TRDY# and assert
STOP# on the following clock. The EOL signal is
asserted in response to the PPMWA command
being sampled, and relies on the knowledge that
TRDY # for the first Dword of data will be sam-
pled asserted by the master in the same cycle (at
the end of the fourth clock). Therefore, to prevent

" a third assertion of TRDY # in the sixth clock, the

EOL signal must be asserted in the fifth. clock.

L —
-

PoLK [ \

AD[31:0] ——( _ADDR Y| B0

FRAME# ™\ ' ‘

MEMCS# .

" DEVSEL# |

TROY# | | | i

[@ 1 _ TJT@ | | |
PPMWD (DO) - - :

PIG[3:0] ! SCPA T Y LPMA(1)

X PPMWD (D1)

X scpa X pPMwAa(2) X J

STOP# -
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e~ \ @&
| ] I

EOL
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Figure 3-6. EOL Signal Timing for PCI Master Writes
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A similar sequence is defined for PCIV Master Reads.

While it is possible to know when to stop driving read

data due to the fact that the read address is latched -

into the PCMC before any read data is driven on PClI,

-
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the use of the EOL signal for PCI master reads sim-
plifies the logic internal to the PCMC. The following

diagram illustrates the timing of EOL with respect to
the PIG[3:0] commands to drive out PCl read data:

! [
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FRAME# I \ | . : |
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i I

|
p|G[3;0]i SCPA; X LPMA (1) X
i

scPA_ Y SPMRH )

SPMRN Y

STOP# | 1 ]

i Lu) | \ @ '

i ! : L !

EOL X

1@ : o B
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Figure 3-7. EOL Signal Timing for PCI Master Reads

Note that unlike the PCI master write seqdence the
STOP# signal is asserted with the last data transfer,
not after.

. 1. The LPMA command sampled at the end of the
© second clock causes the EOL signal to assert if
there is only one Dword left in the line, otherwise
it will be negated. The first TRDY # will also be
the last, and the STOP#. signal will be asserted
with- TRDY #.

2.- The SPMRH command causes the eount of the
number of Dwords left in the line to be decre-
mented. If this count reaches one, the EOL signal

" is asserted. The next TRDY # will be the last, and
STOPR# is asserted with TRDY #. ’
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3.4 PLL Loop Filter Components

As shown in Figure 3-8, loop filter components are
required on the LBX components. A 6.8 KQ 5% re-
sistor is connected between pins LP1 and LP2. Pin
LP2 has a path to the PLLAGND pin through a 10092

‘5% series resistor and a 0 01 p.F 10% series capacn-

tor. . 3

Some circuit boards may require filtering the power
circuit to the LBX PLL. The circuit shown in Figure
3-8 will typically enable the LBX PLL to have higher
noise immunity than without. Pin PLLVpp is connect-
ed to Vgg through a 10 wH 10% inductor. The
PLLVpp and PLLVgg pins are bypassed with a
0.01 uF 10% series capacitor.
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3.5 PCI Clock Considerations

There is a 1.25 ns clock skew specification between
the PCMC and the LBX that must be adhered to for
proper operation of the PCMC/LBX timing. As
shown in Figure 3-9 below, the PCMC drives
PCLKOUT to an external clock driver which supplies
copies of PCLK to PCI devices, the LBXs, and back

Figure 3-8. Loop Filter Circuit

to the PCMC. The skew specification is defined as
the difference in timing between the signal that ap-
pears at the PCMC PCLKIN input pin and the signal
that appears at the LBX PCLK input pin. For both the
low order LBX and the high order LBX, the PCLK
rising and falling edges must not be more than 1.25
ns apart from the rising and falling edge of the
PCMC PCLKIN signal.

LBX
PCMC
> rorci
DEVICES
CLOCK >
DRIVER
PCLKOUT \ PCLK
LBX
PCLKIN |«
»| PCLK.
200478-24

Figure 3-9. PCI Clock Circuit of PCMC and LBX
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4.0 ELECTRICAL
CHARACTERISTICS

4.1 Absolute Maximum Ratings

‘Table 4-1 lists stress ratings only. Functional opera-‘

tion at these maximums is not guaranteed. Function-
al operation conditions are given in Sections 4.2 and
43.

Extended exposure to the Absolute Maximum Rat-

ings may affect device rellabllsty

Case Temperature under Bias ....... 0°Cto +85°C
. Storage Temperature .......... —40°Cto +125°C

Voltage on Any Pin

with Respect to Ground ... —0.3Vto Voo + 0.3V

Supply Voltage . -
with RespecttoVsg ........... —0.3Vto +7.0V
Maximﬁm Powér Dissipation ................ 1.4W

4.2 Thermal Characteristics

The LBX is designed for operation at case tempera-

tures between 0°C and +85°C. The thermal resist-

ances of the package are given in the following ta-
bles.

Table 4-1. Thermal Resistance Table

.

intgl.
NOTICE: This is a production data sheet. The specifi-
cations are subject to change without notice.

. Air Flow Rate
Parameter (Linear Feet per Minute)
- ‘0 400 600
“04a CC/W) 51.9. 37.1 34.8
64c CC/W) 10
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*WARNING: Stressing the device beyond the “Absolute
Maximum Ratings”  may cause permanent damage.
These are stress ratings only. Operation beyond the
“Operating Conditions” is not recommended and ex-
tended exposure beyond the “Operating Conditions”
may affect device reliability.

4.3 D.C.Characteristics

Host |ﬁterfacé Signals
A[15:0](t/s), D[31:01(t/s), HlG[4:Q](t/s), HP[3:0](in)

Main Memory (DRAM) Ihterféce Signals
MD[31:0](t/s), MP[3:0](t/s), MIG[2:0](in), MDLE(in)

PCl Interface Signals , ‘
AD[15:0](t/s), TRDY #(in), PIG[3:0](in), DRVPCI(in),

- EOL(t/s), PPOUT(t/s)

Reset and Clock Signals

’ HCLK(in), PCLK(in), RESET(in), LP1(out), LP2(in), :
TEST(m)
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Table 4-2. LBX D.C. Characteristics |
Functional Operating Range: Voc = 5V +5%; Tc = 0°Cto +85°C r‘
Symbol Parameter Min Typical Max Units Notes i

VL1 Input Low Voltage -0.3 0.8 v 1
ViH1 Input High Voltage 2.0 Vge + 0.3 v 1
ViL2 Input Low Voltage —-0.3 0.3 X Ve Vv 2
ViH2 Input High Voltage 0.7 X Vgo Vce + 0.3 Vv 2
VoL1 ~ Output Low Voltage 0.4 v 3
VoHi | Output High Voltage 24 v 3
VoLz2 Output Low Voltage 0.5 v 4
VOoH2 Output High Voltage Vcc — 0.5 v 4
oLt Output Low Current 1 mA 5

- loH1 Output High Current -1 ‘ mA 5 \
loL2 Output Low Current i 3 “_mA 6 ‘
loH2 Output High Current -2 mA 6
loLs Output Low Current 3 mA’ 7 |
loHs Output High Current -1 mA 7 1
i1 Input Leakage Current +10 pA
TR Input Leakage Current -10 pA
Cin Input Capacitance 4.6 pF
Cout Output Capacitance 4.3 pF
Ci/o 1/0 Capacitance 4.6 pF

NOTES:

1. Vi1 and Vi41 apply to the following signals: AD[15:0], A[15:0], D[31:0], HP[3:0], MD[31:0], MP[3:0], TRDY #, RESET,
HCLK, PCLK. |

2. V)2 and Vj42 apply to the following signals: HIG[4:0], PIG[3:0], MIG[2:0], MDLE, DRVPCI. “
3. VoL1 and Von1 apply to the following signals: AD[15:0], A[15:0], D[31:0], HP[3:0], MD[31:0], MP[3:0]. |
4. Vo2 and Vou2 apply to the following signals: PPOUT, EOL. ’ \
5. loL1 and loH1 apply to the following signals: PPOUT, EOL. i
6. loL2 and loH2 apply to the following signals: AD[15:0]. ! |
7. loL3 and loH3 apply to the following signals: A[15:0], D[31:0], HP[3:0], MD[31:0], MP[3:0]. 1
4.3.1 A.C. CHARACTERISTICS In Figures 4-1 through 4-9, V1 = 1.5V for the follow-

ing signals: MD[31:0], MP[3:0], D[31:0], HP[3:0],
The A.C. specifications given in this section consist A[15:0], AD[15:0], TRDY #, HCLK, PCLK, RESET,
of propagation delays, valid delays, input setup re- TEST.
quirements, input hold requirements, output float de-
lays, output enable delays, clock high and low times VT = 25V for the following .signals: HIG[4:0],
and clock period specifications. Figures 4-1 through PIG[3:0], MIG[2:0], MDLE, DRVPCI, PPOUT, EOL.
4-9 define these 'specifications. Sections 4.3.1
through 4.3.3 list the A.C. Specifications.
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4.3.2 HOST AND PCI CLOCK TIMING, 66 MHz
Functional Operating Range: Vgc = 4.9V-5.25V; Tg = 0°C to +70°C

intal.

Symbol Parameter Min Max Figures | Notes
tia HCLK Period 15 20 4-6
tib HCLK High Time 4-6
te HCLK Low Time 4-6
t1d HCLK Rise Time . 1.5 4-7
tle HCLK Fall Time 1.5 4-7
tf HCLK Period Stability 100 ps(1)
t2a PCLK Period 30 4-6
t2b PCLK High Time 12 4-6
t2c PCLK Low Time 12 4-6
tod PCLK Rise Time 3 4-7
t2e PCLK Fall Time .3 4-7
13 HCLK to PCLK Skew —-7.2 5.8 4-9

NOTE: ,

1. Measured on rising edge of adjacent clocks at 1.5V.

4.3.3 COMMAND TIMING, 66 MHz

Functional Operating Range: Voo = 4.9V-5.25V; Tc = 0°C to +70°C
Symbol Parameter Min Max | Figures | Notes
t10a HIG[4:0] Setup Time to HCLK Rising 5.4 4-3
t10b HIG[4:0] Hold Time from HCLK Rising 0 4-3
ti1a MIG[2:0] Setup Time to HCLK Rising 5.4 4-3
ti1b MIG[2:0] Hold Time from HCLK Rising 0 4-3
t12a PIG[3:0] Setup Time to PCLK Rising 15.6 4-3
t12b PIG[3:0] Hold Time from PCLK Rising -1.0 4-3
t13a MDLE Setup Time to HCLK Rising 5.7 4-3
t13b MDLE Hold Time to HCLK Rising -0.3 4-3
t14a DRVPCI Setup Time to PCLK Rising 6.5 4-3
t14b DRVPCI Hold Time from PCLK Rising —-0.5 4-3
t15a RESET Setup Time to HCLK Rising 3.1 4-3
t15b RESET Hold Time from HCLK Rising 0.3 4-3
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4.3.4 ADDRESS, DATA, TRDY #, EOL, TEST, TSCON AND PARITY TIMING, 66 MHz
Functional Operating Range: Voo = 4.9V-5.25V; Tg = 0°C to +70°C

Symbol Parameter Min | Max | Figures | Notes
t20a AD[15:0] Output Enable Delay from PCLK Rising 2 : 4-5
t20b AD[15:0] Valid Delay from PCLK Rising 2 11 4-2 1.
t20c AD[15:0] Setup Time to PCLK Rising 7 4-3 ‘
t2o0d AD[15:0] Hold Time from PCLK Rising 0 4-3 I
t20e ADI[15:0] Float Delay from DRVPCI Falling 2 10 4-4 “‘
t21a TRDY # Setup Time to PCLK Rising 7 . 43
t21b TRDY # Hold Time from PCLK Rising 0 4-3
t22a D([31:0], HP[3:0] Output Enable Delay from HCLK Rising 0 7.7 4-5 2
t22b D[31:0], HP[3:0] Float Delay from HCLK Rising 31 | 155 4-4
t22c D[31:0], HP[3:0] Float Delay from MDLE Rising 2 11.0 4-4
t22d D[31:0], HP[3:0] Valid Delay from HCLK Rising 0 7.7 4-2 2
t22f D[31:0],HP[3:0] Setup Time to HCLK Rising 27 4-3
t22g D[31:01, HP[3:0] Hold Time from HCLK Rising 0.3 4-3
t23a HA[15:0] Output Enable Delay from HCLK Rising 0 15.2 4-5 1
t23b HA[15:0] Float Delay from HCLK Rising 0 15.2 4-4 \
t23c HA[15:0] Valid Delay from HCLK Rising 0 16.0 4-2 7 ‘
t23cc HA[15:0] Valid Delay from HCLK Rising ‘ 0 14.5 8 ‘\
t23d HA[15:0] Setup Time to HCLK Rising 15 4-3 4 l
123e HA[15:0] Setup Time to HCLK Rising 41 43 5
t23f HA[15:0] Hold Time from HCLK Rising 03 4-3 |
t24a MD[31:0], MP[3:0] Valid Delay from HCLK Rising 0 12.0 4-2 6 1
t24b MDI31:0], MP[3:0] Setup Time to HCLK Rising 40 43 |
t24c MD[31:0], MP[3:0] Hold Time from HCLK Rising 0.4 4-3 }
t25 EOL, PPOUT Valid Delay from PCLK Rising 23 | 172 4-2 2. |
t26a All Outputs Float Delay from TSCON Faliing : 0 30 4-4
t26b All Outputs Enable Delay from TSCON Rising ' 0 30 4-5

NOTES:

1. Min: 0 pF, Max: 50 pF.
2.0 pF. )
."3. When NOPC command sampled on previous rising HCLK on HIG[4:0].
4. CPU to PCI Transfers.
5. When ADCPY command is sampled on HIG[4:0].
6. 50 pF.
7. When DACPYL or DACPYH command is sampled on HIG[4:0].
-8. Inquire cycle.
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4.3.5 HOST AND PCI CLOCK TIMING, 60 MHz
Functional Operating Range: Vcc = 5V +5%; Tc = 0°C to +85°C

intgl.

Symbol Parameter Min Max Figures | Notes
t1a HCLK Period 16.6 20 4-6 '
tib HCLK High Time 5.5 4-6
tic “HCLK Low Time 5.5 4-6
tid HCLK Rise Time 1.5 © 47
tle HCLK Fall Time 1.5 4-7
t1f HCLK Period Stability 100 ps(1)
t2a PCLK Period 33.33 4-6
t2b 'PCLK High Time 13 46
t2c PCLK Low Time 13 4-6
tad PCLK Rise Time 3 4-7
t2e PCLK Fall Time , 47
t3 HCLK to PCLK Skew -7.2 5.8 4-9
NOTE: ,
1. Measured on rising edge of adjacent clocks at 1.5V.
4.3.6 COMMAND TIMING, 60 MHz
Functional Operating Range: Voc = 5V £5%; Tg = 0°C to +85°C
Symbol Parameter : i Min Max Flgures -| Notes
t10a HIG[4:0] Setup Time to HCLK Rising 6.0 43
t10b HIG[4:0] Hold Time from HCLK Rising 0 4-3
' t11a . MIG[2:0] Setup Time to HCLK Rising 6.0 4-3
t11b MIG[2:0] Hold Time from HCLK Rising 0 4-3
t12a PIG[3:0] Setup Time to PCLK Rising 16.0 4-3
t12b PIG[3:0] Hold Time from PCLK Rising 0 4-3
t13a MDLE Setup Time to HCLK Rising 5.9 4-3
t13b MDLE Hold Time to HCLK Rising —0.3 4-3
t14a DRVPCI Setup Time to PCLK Rising 70 | 43
t14b DRVPCI Hold Time from PCLK Rising —0.5 4-3
t15a RESET Setup Time to HCLK Rising 3.4 4-3
t15b RESET Hold Time from HCLK Rising 0.4 43
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4.3.7 ADDRESS, DATA, TRDY #, EOL, TEST, TSCON AND PARITY TIMING, 60 MHz
Functional Operating Range: Voc = 5V £5%; Tg = 0°C to +85°C -

Symbol Parameter - Min | Max | Figures | Notes
t20a ADI[15:0] Output Enable Delay from PCLK Rising 2 . 45
t20b AD[15:0] Valid Delay from PCLK Rising ‘2 11 4-2 1
t20c AD[15:0] Setup Time to PCLK Rising 7 4-3
t20d ADI[15:0] Hold Time from PCLK Rising 0 4-3
t20e ADI[15:0] Float Delay from DRVPCI Falling 2 10 4-4
t21a TRDY # Setup Time to PCLK Rising 7 4-3
t21b TRDY # Hold Time from PCLK Rising 0 4-3
t22a D[31:0], HP[3:0] Output Enable Delay from HCLK Rising 0 7.9 4-5 2
t22b D[31:0], HP[3:0] Float Delay from HCLK Rising 3.1 | 155 4-4
t22¢ D[31:0], HP[3:0] Float Delay from MDLE Rising 2 11.0 | 4-4
t22d D[31:0], HP[3:0] Valid Delay from HCLK Rising 0 7.8 42
t22f | DI[31:0],HP[3:0] Setup Time to HCLK Rising 3.4 4-3
t22g D[31:0], HP[3:0] Hold Time from HCLK Rising 0.3 4-3
t23a HA[15:0] Output Enable Delay from HCLK Rising 0 15.2 4-5
t23b HA[15:0] Float Delay from HCLK Rising 10 15.2 4-4 i
t23c HA[15:0] Valid Delay from HCLK Rising 0 18.5 4-2 7
t23cc HA[15:0] Valid Delay from HCLK Rising 0 15.5 8 }
t23d HA[15:0] Setup Time to HCLK Rising 15.0° ' 43 4 |
t23e HA[15:0] Setup Time to HCLK Rising 4.1 4-3 5
t23f HA[15:0] Hold Time from HCLK Rising 0.3 4-3
t24a MD[31:0], MP[3:0] Valid Delay from HCLK Rising -0 12.0 4-2 6
t24b MD[31:0], MP[3:0] Setup Time to HCLK Rising 44 -1 43 .
t24c MDI[31:0], MP[3:0] Hold Time from HCLK Rising | 1.0 4-3 .
125 EOL, PPOUT Valid Delay from PCLK Rising 23 | 17.2 4-2 2 ‘
t26a All Outputs Float Delay from TSCON Falling 0 30 4-4
t26b All Outputs Enable Delay from TSCON Rising 0 30 4-5
NOTES: '
1. Min: O pF, Max: 50 pF.
2.0 pF.

3. When NOPC command sampled on previous rising HCLK on HIG[4:0].
4. CPU to PCI Transfers.

5. When ADCPY command is sampled on HIG[4:0].

6. 50 pF.

7. When DACPYL or DACPYH command is sampled on HIGH[4:0].

8. Inquire cycle.
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4.3.8 TEST TIMING
Functional Operating Range: Voo = 5V £5%; Tc = 0°C to +85°C

Symbol _ Parameter ) | Min .| Max | Figures Notes
t30 All Test Signals Setup Time to HCLK/PCLK 10.0 In PLL Bypass
Rising Mode
31 All Test Signals Hold Time to HCLK/PCLK Rising | 12.0 In PLL Bypass
' Mode
t32 TEST Setup Time to HCLK/PCLK Rising 15.0
t33 TEST Hold Time to HCLK/PCLK Rising 5.0
t34 PPOUT Valid Delay from PCLK Rising 0.0 500 In PLL Bypass
Mode
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4.3.9 TIMING DIAGRAMS
input VT>§
Propagation Delay
Output - w;{
200478-12
Figure 4-1. Propagation Delay
Clock
<€—Valid Delay-
Output \%3
290478-13
" Figure 4-2. Valid Delay from Rising Clock Edge
Clock 1.5V
Setup Time Hold Time
< |« ,
/
Input vr
200478-14
Figure 4-3. Setup and Hold Times
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Input vT
) Float Delay
‘Output
20047815
Figure 4-4. Float Delay
Clock 1.5V
Output Enable Delay
<
Output
) 200478-16
Figure 4-5. Output Enable Delay
. High Time
—>
2.0V
wa Time
< Period P i
‘ 29047817
Figure 4-6. Clock High and Low Times and Period
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0.8V
| |4-Fall Time
| |4 Rise Time
200478-18
Figure 4-7. Clock Rise and Fall Times
VT .VT
«4—Pulse Width—p»
' 290478-19
Figure 4-8. Pulse Width
Outputi VT
4—>
utput to Output Delay
Output2 vr
290478-20
Figure 4-9. Output to Output Delay '
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5.0 PINOUT AND PACKAGE INFORMATION

5.1 Pin Assignment

Or NMTON®
—NOLDONOO ™ -

290478-21
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Table 5-1. LBX Numerical Pin Assignment List
Pin #| Name |Type Pin # | Name | Type Pin # | Name | Type Pin # | Name | Type
1 Voo v 21 | Vss v 41 | Vpp Vv 61 | Voo v
2 |Vgs \" 22 Vbbp \" 42 | Vgs \" 62 HIGO |
3 {PLLVpp \ 23 D20 t/s 43 A2 t/s 63 HIG1 |
4 |PLLVgg \ 24 D18 t/s 44 Al t/s 64 HIG2 |
5 [PLLAGND| V 25 HP3 t/s 45 AO t/s 65 HIG3 |
6 |LP2 | 26 D22 t/s 46 A5 t/s 66 HIG4 |
7 |LP1 O 27 HP2 t/s 47 A15 t/s 67 MIGO |
8 |HCLK | 28 D25 t/s 48 A13 t/s 68 MIG1 |
9 [TEST. | 29 | D17 | ts 49 [A11 | Us 69 |MIG2 | |
10 |D6 ‘t/s 30 D19 t/s 50 A7 t/s 70 MD8 t/s
11 |D2 t/s 31 D23 t/s 51 D21 t/s 71 MD24 t/s
12 |D14 t/s 32 A14 t/s 52 D24 t/s 72 MDO t/s
13 |D12 t/s 33 A12 t/s 53 D27 t/s 73 MD16 t/s
14 |D11 t/s 34 | A8 t/s 54 | D31 t/s 74 | MD9 | t/s
15 |HP1 t/s 35 A6 t/s 55 D30 t/s 75 MD25 t/s
16 |D4 t/s 36 A10 t/s 56 D26 t/s 76 MD1 t/s
17 |DO t/s 37 A3 t/s 57 | D29 t/s 77 MD17 t/s
18 [D16 t/s 38 A4 t/s 58 D28 t/s 78 MD10 t/s
19 |TSCON [ 39 | A9 t/s 59 | Vsg Vv 79 | Vss Vv
20 |Vss \" 40 Vpp \ 60 Vss \ 80 Vbbp \"
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Table 5-1. LBX Numerical Pin Assignment List (Continued)

| Pin # | Name | Type Pin # | Name | Type Pin # | Name | Type Pin # | Name | Type
81 | Vpp v | | 101 | MD21 | /s 121 | Vpp v | | 141 |ves v
82 | TRDY# | | 102 | MD14 | t/s 122 | PPOUT | t/¢ 142 | PCLK I
83 |RESET | | 103 | MD30 | t/s 123 {EOL | ¥s 143 |DRVPCI| |
84 |MD26 | t/s 104 | MD6 | t/s 124 | Vgg v 144 | PIG3 I
85 | MD2 t/s 105 |{MD22 | t/s | | 125 |AD4 | t/s | | 145 |PIG2 I
86 |MD18 | t/s 106 | MD15 | t/s 126 | AD5 t/s 146 | PIG1 I
87 [MD11 | t/s 107 | MD31 | t/s 127 | AD6 t/s 147 | PIGO I
88 |MD27 | t/s 108 | MD7 | t/s 128 | AD7 t/s- 148 | D7 t/s
89 | MD3 t/s 109 [ MD23 | t/s | | 120 [AD8 | t/s | | 149 |Vsg v
90 | MD19 t/s 110 | Vpp \ 130 | Vpp v 150 | Vpp v
91 |MD12 | t/s 111 | Vgs v | | 131 | AD9 t/s 151 | HPO t/s
92 |MD28 | t/s 112 |MPO | /s 132 |AD10 | ts 152 | D8 t/s
93 | MD4 /s 113 |MP2 | t/s | | 133 [AD11 | Ws 153 | D1 t/s
94 | Vpp v 114 | MP1 | t/s 134 |AD12 | t/s 154 | D5 /s
95 |MD20 | t/s 115 | MP3 | t/s 135 |AD13 | t/s 155 | D3 t/s
9 |Vgs v | | 116 |ADO | t/s 136 |AD14 | t/s 156 D10 | t/s

! 97 |Vss v | | 117 | AD1 t/s 137 | AD15 | t/s 157 | D15 t/s
98 [MD13 | t/s 118 | AD2 | /s 138 |MDLE | | 158 | D13 t/s
99 |MD29 | t/s 119 | AD3 | t/s 139 | Vpp v 159 | D9 t/s
100 | MD5 t/s 120 | Vpp vV | | 140 |Vgs Y 160 | Vpp v
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Table 5-2. LBX Alphabetical Pin Assignment List
Name | Pin # | Type Name | Pin # | Type Name | Pin # | Type Name | Pin # | Type
AO 45 t/s AD4 125 t/s D8 152 t/s D28 58 t/s
A1 44 t/s | | AD5 126 t/s D9 159 t/s D29 57 | t/s
A2 43 t/s AD6 127 t/s D10 156 t/s D30 55 t/s
A3 37 t/s AD7 128 t/s D11 14 t/s D31 54 t/s
A4 38 t/s AD8 129 t/s D12 13 t/s DRVPCI | 143 |
A5 46 t/s AD9 131 t/s D13 158 t/s EOL 123 t/s
A6 35 t/s AD10 132 | t/s D14 12 t/s HCLK 8 !
A7 50 t/s AD11 133 t/s D15 157 t/s HIGO 62 |
A8 34 t/s AD12 134 t/s D16 18 t/s HIG1 63 |
A9 39 t/s AD13 | 135 t/s D17 29 t/s HIG2 64 |
A10 36 t/s | | AD14 | 136 t/s D18 24 t/s HIG3 65 |
A1 49 t/s AD15 137 t/s D19 30 t/s HIG4 66 |
A12 33 t/s Do 17 t/s D20 23 t/s HPO 151 | t/s
A13 48 t/s Dt 163 t/s D21 51 ' t/s HP1 15 t/s
A4 32 t/s D2 11 t/s D22 26 t/s HP2 27 t/s
A15 47 t/s D3 155 t/'s D23 -3 t/s HP3 25 | t/s
ADO 116 t/s D4 16 t/s D24 52 t/s LP1 7 (@]
AD1 117 t/s D5 154 t/s D25 28 t/s LP2 |
AD2 118 t/s D6 10 t/s D26 56 t/s MDO 72 | t/s
AD3 119 t/s D7 148 t/s D27 53 | t/s MD1 76 | t/s
1-51
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Table 5-2. LBX Alphabetical Pin Assignment List (Contihued)

Name | Pin # | Type Name | Pin # | Type Name |Pin #|Type Name | Pin # | Type
MD2 85 | t/s MD22 | 105 | t/s | |PIG1 146 | 1| |Vpp | 120 v
MD3 89 | t/s MD23 | 109 | t/s | |PIG2 145 | | Voo | 121 | V
MD4 93 | t/s MD24 | 71 | Ws PIG3 144 | | Vop 130 | V
MD5 | 100 | t/s MD25 | 75 | t/s | |PLLAGND % Vbp 139 v
MD6 | 104 | t/s MD26 | 84 | t/s PLLVpp 3| v VoD 150 v
MD7 | 108 | t/s MD27 | 88 | t/s PLLVgs | % Vbp 160 v
mMD8 70 | t/s | |MD28 | 92 | t/s PPOUT | 122 | t/s Vss 2 v
MD9 74 | t/s MD29 | 99 | t/s RESET 83 | | Vgs | 20 v
MD10 78 t/s | |MD30 | 103 | t/s | |TEST 9| | Vss 21 v
MD11 | 87 | t/s MD31 | 107 | t/s TRDY # 82 | I Vss 42 %
MD12 | 91 | t/s MDLE | 138 I TSCON 19| | Vss 59 Vv
MD13 | 98 | t/s MIGO 67 I VoD 1] v Vss 60 Vv
MD14 | 102 | t/s MIG1 68 I | |vop 22| v Vss 79 %
MD15 | 106 | t/s MIG2 69 I VoD 40| Vv Vss 96 %
MD16 | 73 | t/s | |MPO | 112 | t/s Vpp 41| v Vss 97 | V
MD17 | 77 | t/s MP1 14 | t/s | |Vop 61| Vv Vss 1M1 | v
MD18 | 86 | t/s MP2 | 113 | t/s Voo 80| Vv Vss 124 | .V
MD19 90 t/s MP3 | 115 t/s Vbbp 81 \" Vss 140 \"
MD20 | .95 | t/s PCLK | 142 I Voo 94 | V Vss 141 vV
MD21 | 101 | t/s PIGO | 147 I VoD 110 | V Vgs | 149 v
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5.2 Package Information

82433LX
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Table 5-3. Package Information Values

Symbol Min Max
Value (mm) Value (mm)

A 4.01
A1 0.25 0.36
A2 3.43 3.66
B 0.25 0.35
D 31.60 32.40
D1 27.90 28.10
D3 25.35
E 32.40
E1 27.90 28.10
E3 25.35
0.65
0.60 1.00

0° 10°

6.0 TESTABILITY

6.1 Tri-State Control

The TSCON pin may be used to help test circuits
surrounding the LBX. During normal operations, the
TSCON pin must be tied to Vg or connected to Vo
through a pullup resistor. All LBX outputs are tri-stat-

" ed when the TSCON pin is held low or grounded.

6.2 NAND Tree

A NAND tree is provided in the LBX for Automated
Test Equipment (ATE) board level testing. The
NAND tree allows the tester to set the connectivity
of each of the LBX signal pins.

1-63
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The following steps must be taken to put the LBX
into PLL bypass mode and enable the NAND tree.
First, to enable PLL bypass mode,.drive RESET in-
active, TEST active and the DCPWA command
(0100) on the PIG[3:0] lines, then drive PCLK from
low to high. DRVPCI must be held low on all rising
edges of PCLK during testing in order to ensure that
the LBX does not drive the AD[15:0] lines. The host
and memory buses are tri-stated by driving NOPM
(000) and NOPC (00000) on the MIG[2:0] and
HIG[4:0] lines and driving two rising edges on
HCLK.

-

intel.
A rising edge on PCLK with RESET high will cause
the LBXs to exit PLL bypass mode: TEST must re-
main high throughout the use of the NAND tree. The
combination of TEST and DRVPCI high with a rising
edge of PCLK must be avoided. TSCON must be
driven high throughout testing since driving it low
would tri-state the output of the NAND tree. A 10 ns
hold time .is required on all inputs sampled by PCLK
or HCLK when in PLL bypass mode.

6.2.1 TEST VECTOR TABLE
The following test vectors can be applied to the LBX

to put it into PLL bypass mode and to enable NAND
Tree testing.

Table 6-1. Test Vectors to put LBX into PLL Bypass and Enable NAND Tree Testing

Pin /tgéor M 1 2 3 4 5 6 7 8 9 10 1
PCLK 0 1 o | o 1 1 1 1 1 1 1
PIG[3:0] oh oh oh 4h 4h 4h 4h | 4h 4h 4h 4h
RESET 1 1 1 _ 1 1 1

HCLK 0 0 0 o | o 0 1 0 1 0

MIG[2:0] oh oh oh oh oh oh | oh oh oOh oh oOh
HIG[4:0] oh oh oh | onh oh oOh oh oh Oh | oOh oOh
TEST 1 1 1 1 1 1 1 1 1

DRVPCI 0 0 0 0 0 0 0 0 0 0 0
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6.2.2 NAND TREE TABLE

Table 6-2 shows the sequence of the NAND tree in
the LBX. Non-inverting inputs are driven directly into
the input of a NAND gate in the tree. Inverting inputs

Table 6-2. NAND Tree Sequence

82433LX

are driven into an inverter before going into the
NAND tree. The output of the NAND tree is driven
on the PPOUT pin.

Order Pin # Signal Non-Inverting Order Pin# Signal Non-Inverting
1 10 D6 Y 33 49 A11 Y
2 11 D2 Y 34 50 A7 Y
3 12 D14 Y 35 51 D21 Y
4 13 D12 Y 36 52 D24 Y
5 14 D11 Y 37 53 D27 Y
6 15 HP1 Y 38 54 D31 Y
7 16 D4 Y 39 55 D30 Y
8 17 DO Y 40 56 D26 Y
9 18 D16 Y 41 57 D29 Y
10 23 D20 Y 42 58 D28 Y
1 24 | D18 Y 43 62 HIGO Y
12 25 HP3 Y 44 63 HIG1 Y
13 26 D22 Y 45 64 | HIG2 Y
14 27 HP2 Y 46 65 HIG3 Y
15 28 D25 Y 47 66 HIG4 Y
16 29 D17 Y 48 67 MIGO N
17 30 | D19 Y 49 68 MIG1 N
18 31 D23 Y 50 69 | miG2 N
19 32 ‘A4 Y 51 70 MD8 N
20 33 (| A12 Y 52 71 MD24 N
21 34 A8 Y 53 - 72 MDO N
22 35 A6 Y 54 73 MD16 N
23 36 A10 Y 55 74 MD9 N
24 37 A3 'z 56 75 MD25 N
25 38 A4 Y 57 76 MD1 N
26 39 | A9 Y 58 77 MD17 N

‘27 43 A2 Y 59 78 | MD10 N
28 44 A1 Y 60 82 | TRDY# Y
29 45 A0 Y 61 83 | RESET N
30 46 A5 Y 62 84 MD26 N
31 ' 47 A15 Y 63 85 MD2 N
32 48 A13 Y 64 86- N

MD18
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Table 6-2. NAND Tree Sequence (Continued)

Order Pin# Signal Non-inverting Order Pin# Signal Non-inverting
65 87 MD11 N 94 125 | AD4 Y
66 88 MD27 N 95 126 | AD5 Y
67 89 MD3 N 96 127 | AD6 Yy
68 90 MD19 N 97 128 | AD7 Y
69 91 MD12 N 98 129 | AD8 Y
70 92 MD28 N 99 131 AD9 Y
71 93 MD4 N 100 132 | AD10 Y
72 95 | MD20 N 101 133 | AD11 Y
73 98 . | MD13 N 102 134 | AD12 Y
74 99 MD29 N 103 135 | ADi13 Y
75 100 MD5 N 104 136 | AD14 Y
76 101 MD21 N 105 137 | AD15 Y
77 102 MD14 N 106 138 | MDLE Y
78 103 MD30 N 107 143 | DRVPCI N
79 104 MD6é N 108 144 | PIG3 N
80 105 MD22 N 109 145 | PIG2 N
81 106 MD15 N 110 146 | PIG1 N
82 107 | MD31 N 11 147 | PIGO N
83 108 MD7 N 112 148 | D7 Y
84 109 MD23 N 113 151 HPO Y
85 112 | MPO N 114 152 | D8 %
86 113 MP2 N 115 153 | DT, Y
87 114 | MP1 N 116 154 | D5 Y
88 115 MP3 N 117 155 | D3 Y
89 116 ADO Y 118 156 | D10 Y
90 17 AD1 Y 119 157 | D15 Y
91 118 AD2 Y 120 158 | D13 Y
92 119 AD3 Y 121 159 | D9 Y
93 123 EOL Y
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7.0 REVISION HISTORY

The following list represents the key differences between version 001 and version 002 of the 82433LX Local
Bus Accelerator (LBX) Data Sheet.

Section 2.1
Section 2.2

‘ Section 2.4

Section 3.3.2

Section 4.3

Section 6.0

Notes added to indicate that the D[31:0] and HP([3:0] lines contain internal pull-up resistors.

Notes added to indicate that the MD[31:0] and MP[3:0] lines contain internal pull-up resis-
tors.

MDLE pin discription has been rewritten.

Figure 3.2 and the discussion on MDLE functionality has been modified to reflect the synchro-
nous path from the memory data bus to the host data bus.

" The AC Specifications have been separated for 60 MHz and 66 MHz operation. Several

changes have been made to AC Specifications. Test timings have been added for operation
in PLL bypass mode. The 66 MHz AC Specifications have a different Functional Operating
Range than the 60 MHz AC Specifications. For 66 MHz operation, Vg ranges between 4.9V
and 5.45V and the maximum case temperature is 70°C.

This section has been split into Sections 6.1 and 6.2. Section 6.1 describes the Tri-State
Control function. Section 6.2 is entirely new and describes the details of the NAND Tree in the
LBX.
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PCl, CACHE AND MEMORY CONTROLLER (PCMC)

8 Supports the Full 64-Bit Pentium™ m Integrated DRAM Controller
. Processor at 60 MHz and 66 MHz — Supports 2 MByte to 192 MByte of .

m Supports Pipelined Addressing Cacheable Main Memory

" — Supports DRAM Access 'ﬁmes of -
Capability of the Pentium Processor \ 70 ns and 60 ns

m High Performance CPU/PCI/Memory — CPU Writes Posted to DRAM at

Interfaces Via Posted-Write/Read- © 4=1-1-1 :

Prefetch Buffers v ; — Refresh Cycles Decoupled from ISA
m Fully Synchronous 33 MHz PCI Bus Refresh to Reduce the DRAM

Interface with Full Bus Master . Access Latency

Capability ‘ — Refresh by RAS #-Only, or CAS #-

. Before-RAS# in Single or Burst of

m Supports the Pentium Processor " Four

. Primary Cache in either Write-Through
or Write-Back Mode m Host/PCl Bridge

m Programmable Attribute Map of DOS — Translates CPU Cycles into PCI Bus

: d Cycles
::‘d ?)I?ts Regions for System — Translates Back-To-Back Sequential
exibility CPU Memory Writes into PCI Burst
® Integrated Low Skew Clock Driver for - Cycles
Distributing Host Clock — Burst Mode Writes to PCI in Zero PCI
= Integrated Second Level Cache Wait States (i.e. data transfer every
Controller : - cycle)
— Integrated Cache Tag RAM — Full Concurrency between CPU-to-
— Write-Through and Write-Back Cache ~ Yain Memory and PCl-to-PCI
Modes Transactions
— Direct-Mapped Organizatlon ‘ - Full Concurrency between CPU-to-
— Supports Standard and Burst SRAMs aecond l_.level Catcihe and PCl-to-Main
— 256 KByte and 512 KByte Sizes ‘ se’“°'g ’agsaﬁ ons
— Cache Hit Cycle of 3-1-1-1 on Reads — Same Core Cache and Memory
and Writes Using Burst SRAMs System Logic Design for ISA or EISA
— Cache Hit Cycle of 3-2-2-2 on Reads - Systems
and 4-2-2-2 on Writes Using » — Cache Snoop Filter Ensure_s Data
Standard SRAMs Consistency for PCi-to-Main Memory
Transactions
m PCMC (208-Pin QFP Package) uses 5V
CMOS Technology

The 82434LX PCI, Cache, Memory Controller (PCMC) integrates the cache and main memory DRAM ‘control
functions and provides the bus control for transfers between the CPU, cache, main memory, and the Peripher-
al Component Interconnect (PCl) Bus. The cache controller supports both write-through and write-back cache
policies and cache sizes of 256 KBytes and 512 KBytes. The cache memory can be implemented with either
standard or burst SRAMs. The PCMC cache controller integrates a high-performance Tag RAM to reduce
system cost. Up to twelve smgle-snded SIMMs or six double-sided SIMMs provide a maximum of 192 MBytes
of main memory. The PCMC is intended to be used with the 82433LX Local Bus Accelerator (LBX). The LBX
provides the Host-to-PCl address path and data paths between the CPU/cache, main memory, and PCl. The
LBX also contains posted write buffers and read-prefetch buffers. Together, these two components provide a
full function data path to main memory and form a PCI bridge to the CPU/cache and DRAM subsystem.

"Pentium™ is a trademark of Intel Corporation.
*Other brands and names are the property of their respective owners.

’ November 1993
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1.0 ARCHITECTURAL OVERVIEW

This section provides an 82430 PClset system over-
view that includes a description of the bus hierarchy
and bridges between the buses. An overview of the
PCMC follows the system overview section. .

1.1 System Overview

The 82430 PClset provides the Host/PCl bridge,
cache and main memory controller, and an 1/0 sub-
- system core (either PCI/EISA or PCI/ISA bridge) for
the next generation of high-performance personal

computers based on the Pentium microprocessor.

System designers can take advantage of the power
of the PCI (Peripheral Component Interconnect) lo-
cal bus while maintaining access to the large base of

_ EISA and ISA expansion cards. Extensive buffering
and buffer management within the bridges ensures
maximum efficiency. in all three buses (Host CPU,
PCI, and EISA/ISA Buses).

The 82430 PClset consists of the PCMC and LBX
components plus either a PCI/ISA bridge or a PCI/
EISA bridge. The PCMC and LBX provide the core
cache and main memory architecture and serves as
the Host/PCl bridge. For an ISA-based system, the
82430 PClset includes the System 1/0 (82378IB
SIO) component (Figure 1-1) as the PCI/ISA bridge.
For an EISA-based system, the 82430 PClset in-
cludes the PCI-EISA bridge (82375EB PCEB) and
the EISA System Component (82374EB ESC). The
PCEB and ESC work in tandem to form the com-
plete. PCI/EISA bridge. The EISA-based system is
‘shown in Figure 1-2.

1.1.1 BUS HIERARCHY—CONCURRENT
OPERATIONS

Systems based on the 82430 PClset contain three -

levels of buses structured in the following hierarchy:
¢ Host Bus as the execution bus

* PCl Bus as a primary 1/0 bus

® ISA or EISA Bus as a secondary 1/0 bus

1-62
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This bus hierarchy allows concurrency for simulta-
neous operations on all three buses. Data buffering

_permits concurrency for operations that cross over

into another bus. For example, the Pentium micro-
processor could post data destined to the PCl in the
LBX. This permits the Host transaction to complete
in minimum time, freeing up the Host Bus for further
transactions. The Pentium microprocessor does not

-have to wait for the transfer to complete to its final

destination. Meanwhile, any ongoing PCI Bus trans-

“actions are permitted to complete. The posted data

is then transferred to the PCI Bus when the PCl Bus
is available. The LBX implements extensive buffer- -
ing for Host-to-PCl, Host-to-main memory, and PCI-
to-main memory transactions. In addition, the
PCEB/ESC chip set and the SIO implement exten-
sive buffering for transfers between the PCI Bus and
the EISA and ISA Buses, respectively.

. Host Bus

Designed to meet the needs of high-performance
computing, the host bus features:

® 64-bit data path

32-bit address bus with address pipelining
Synchronous frequencies of 60 MHz and 66 MHz
Burst read and write transfers :
Support for first level and second level caches

Capable of full concurrency with the PCI and
memory subsystems

Byte data parity

e Full support: for Pentium processor machine
check and DOS compatible parity reporting

o Support for Pentium processor System Manage-
ment Mode (SMM)
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Figure 1-1. Block Diagram of a 82430 PClset ISA System

PCI Bus

The PCI Bus is designed to‘address the growing in- ‘

dustry needs for a standardized /ocal bus that is not
directly dependent on the speed and the size of the
processor bus. New generations of personal com-
puter system software such as Windows and
Win-NT with sophisticated graphical interfaces, mul-
ti-tasking, and muilti-threading bring new require-
ments that traditional PC 1/0 architectures cannot
satisfy. In addition to the higher bandwidth, reliability
and robustness of the 1/0 subsystem are becoming
increasingly important. PCl addresses these needs
and provides a future upgrade path. PCl features in-
clude:

® Processor independent
¢ Multiplexed, burst mode operation '
- & Synchronous at frequencies up to 33 MHz

® 120 MByte/sec usable throughput (132 MByte/
sec peak) for a 32-bit data path

® Low latency random access (60 ns write access
latency to slave registers from a master parked
on the bus)

e Capable of full concurrency with the processor/
memory subsystem

e Full multi-master capability allowing any PCI mas-
ter peer-to-peer access to any PCl slave

* Hidden (overlapped) central arbitration

e Low pin count for cost effective component pack-
aging (multiplexed address/data) -

® Address and data parity

® Three physical address spaces: memory, 1/0,
and configuration -
e Comprehensive support for autoconfiguration
through a defined set of standard configuration
- functions.
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Figure 1-2. Block Diagram of the 82430 PCiset EISA System
ISA Bus Combinations of PCI and EISA buses, both of which

Figure 1-1 represents a system using the ISA Bus as
the second level I/0 bus. It allows personal comput-
er platforms built around the PCl as a primary 1/0
bus to leverage the large ISA product base. The ISA
Bus has 24-bit addressing and a 16-bit data path.

EISA Bus

Figure 1-2 represents a system using the EISA Bus
as the second level I/0 bus. It allows personal com-
puter platforms built around the PCl as a primary 1/0
bus to leverage the large EISA/ISA product base.

can be used to provide expansion functions, will sat-
isfy even the most demanding applications.

Along with compatibility for 16-bit and 8-bit ISA hard-
ware and software, the EISA bus provides the fol-
lowing key features:

- o 32-bit addressing and 32-bit data path

® 33 MByte/sec bus bandwidth

® Multiple bus master support through efficient arbi-
tration

® Support for autoconfiguration
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1.1.2 BUS BRIDGES

Host/PCl Bridge Chip Set (PCMC and LBX). The
PCMC and LBX enhance the system performance
by allowing for concurrency between the Host CPU
Bus and PCI Bus, giving each greater bus through-
put and decreased bus latency. The LBX contains
posted write buffers for Host-to-PCI, Host-to-main
memory, and PCl-to-main memory transfers. The
LBX also contains read prefetch buffers for Host
reads of PCI, and PCI reads of main memory. There
are two LBXs per system. The LBXs are controlled
by commands from the PCMC. The PCMC/LBX
Host/PClI bridge chip set is covered in more detail in
Section 1.2, PCMC Overview.

PCI-EISA Bridge Chip Set (PCEB and ESC): The
PCEB provides the master/slave functions on both
the PCI Bus and the EISA Bus. Functioning as a
bridge between the PCl and EISA buses, the PCEB
provides the address and data paths, bus controls,
and bus protocol translation for PCl-to-EISA and
EISA-to-PCI transfers. Extensive data buffering in
both directions increase system performance by
maximizing PCIl and EISA Bus efficiency and allow-
ing concurrency on the two buses. The PCEB'’s buff-
er management mechanism ensures data coheren-
cy. The PCEB integrates central bus control
functions including a. programmable bus arbiter for
the PCl Bus and EISA data swap buffers for the
EISA Bus. Integrated system functions include PCl
parity generation, system error reporting, and pro-
grammable PCl and EISA memory and I/0 address
space mapping and decoding. The PCEB also con-
tains a BIOS Timer that can be used to implement
timing loops. The PCEB is intended to be used with
the ESC to provide an EISA I/0 subsystem inter-
face. . ‘

The ESC integrates the common /O functions
found in today’s EISA-based PCs. The ESC incorpo-
rates the logic for an EISA Bus controller, enhanced
seven channel DMA controller with scatter-gather
support, EISA arbitration, 14 level interrupt control-
ler, five programmable timer/counters, and non-
maskable-interrupt (NMI) control. The ESC also
integrates support logic to decode peripheral devic-
es (e.g., the flash BIOS, real time clock, keyboard/
mouse controller, floppy controller, two serial ports,
one parallel port, and IDE hard disk drive).

PCI/ISA Bridge (SIO): The SIO component pro-
vides the bridge between the PCl Bus and the ISA
Bus. The SIO also integrates many of the common
1/0 functions found in today’s ISA-based PCs. The
SIO incorporates the logic for a PCl interface (mas-
ter and slave), ISA interface (master and slave), en-
hanced seven channel DMA controller that supports
fast DMA transfers and scatter-gather, data buffers
to isolate the PCl Bus from the ISA Bus and

82434LX

to enhance performance, PCI and ISA arbitration, 14
level interrupt controller, a 16-bit BIOS timer, three
programmable timer/counters, and non-maskable-
interrupt (NMI) control logic. The SIO also provides
decode for peripheral devices (e.g., the flash BIOS,
real time clock, keyboard/mouse controller, floppy
controller, two serial ports, one parallel port, and IDE
hard disk drive). '

1.2 PCMC Overview

The PCMC (along with the LBX) provides three basic
functions: a cache controller, a main memory DRAM
controller, and a Host/PCl bridge. This section pro-
vides an overview of these functions. Note that, in
this document, operational descriptions assume that
the PCMC and LBX components are used together.

1.2.1 CACHE OPERATIONS

The PCMC provides the control for a second level
cache memory array implemented with either stan-
dard asynchronous SRAMs or synchronous burst
SRAMs. The data memory array is external to the
PCMC and located on the Host address/data bus.
Since the Pentium microprocessor contains an inter-
nal cache, there can be two separate caches in a
Host subsystem. The cache inside the Pentium mi-
croprocessor is referred to as the first level cache
(also called primary or L1 cache). A detailed descrip-
tion of the first level cache is beyond the scope of
this document. The PCMC cache control circuitry
and associated external memory array is referred to
as the second level cache (also called secondary or
L2 cache). The second level cache is unified, mean-
ing that both CPU data and instructions are stored in
the cache. The PCMC supports both write-through
and write-back caching policies. -

The optional second level cache memory array can
be either 256 KBytes or 512 KBytes in size. The
cache is direct-mapped and is organized as either
8K or 16K cache lines of 32 bytes per line.

" In addition to the cache data RAM, the second level

cache contains a 4K set of cache tags that are inter-

nal to the PCMC. Each tag contains an address that ‘

is associated with the corresponding data sector (2
lines for a 256 KByte cache and 4 lines for a 512
KByte cache) and two status bits for each line in the
sector.

During a main memory read or write operation, the
PCMC first searches the cache. If the addressed
code or data is in the cache, the cycle is serviced by
the cache. If the addressed code or data is not in the
cache, the cycle is forwarded to main memory.
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The PCMC second level cache can be configured
for either a write-through or write-back caching poli-
cies. For these two policies, the cache operation is
determined by the CPU read or write cycle as fol-
lows:

Write cycle: If the caching policy is write-through
and the write cycle hits in the cache, both the cache
and main memory are updated. Upon a cache miss,
only main memory is updated. A new cache line is
not allocated on a write miss.

If the caching policy is write-back and the write cycle
hits in the cache, only the cache is updated; main
memory is not affected. Upon a cache miss, only
main memory is updated. A new cache line is not
allocated on a write miss.

intgl.

Read cycle: Upon a cache hit, the cache operation
is the same for both write-through and write-back. In
this case, data is transferred from the cache to the
CPU. Main memory is not accessed.

If the read cycle causes a cache miss, the line con-
taining the requested data is transferred from the
main memory to the cache and to the CPU. In the
case of a write-back cache, if the cache line fill is to
a sector containing one or more modified lines, the
modified lines are written back to main memory and
the new line is brought into the cache. For a modi-
fied line write-back operation, the PCMC transfers
the modified cache lines to main memory via a write
buffer in the LBX. Before writing the last modified
line from the write buffer to main memory, the PCMC
updates the first and second level caches with the
new line, allowing the CPU access to the requested
data with-minimum latency.

256 KByte Cache
Sector
Line0 Line 1
T
4095 AL I _ 4095
1
Cache Cache Data
Tags RAM
(Internal|| 256 KBytes
to
PCMC) (External
SRAMs)
- L l _
0 B | 0

NOTES:

particular line within a sector.

a particular line within a sector.

512 KByte Cache

Sector

L|ne 0 Line1 Line2 Line3

: ]

Cache Cache Data
Tags RAM
to
PCMC) (External
SRAMs)

|
|
|
|
|
|
|
|
|
|
|
| |

I
|
I
I
I
I
(Internal | 512 KBytes
I
|
I
I
I

-

1. Cache tags contain an address tag and two status bits for each line in the associated sector.
2. For the 256 KByte cache, A[17:6] select a particular tag and associated data sector. Host address line A5 selects a

3. For a 512 KByte cache, A[18:7] selects a particular tag and associated data sector. Host address lmes Al[6:5] select

290479-4

Figure 1-3. Second Level Cache Organization
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1.2.1.1 Cache Consistency

The snoop mechanism in the PCMC ensures data
consistency between cache (both first level and sec-
ond level) and main memory. The PCMC monitors
PCl master accesses to main memory and when
needed, initiates an inquire (snoop) cycle to the first
and second level caches. The snoop mechanism
guarantees that consistent data is always delivered
to both the host CPU and PCI masters.

1.2.2 ADDRESS/DATA PATHS
Address paths between the CPU/cache and PCl

and data paths between the CPU/cache, PCl, and .

main memory are supplied by two LBX components.
The LBX is a companion component to the PCMC.
Together, they form a Host/PCl bridge. The PCMC
(via the PCMC/LBX interface signals), controls the
address and data flow through the LBX’s. Refer to
the LBX data sheet for more details on the address
and data paths.

Data is transferred to and from the PCMC internal
registers via the PCMC address lines. When the
Host CPU performs a write operation, the data is
sent to the LBXs. When the PCMC decodes the cy-
cle as an access to one of its internal registers, it
asserts AHOLD to the CPU and instructs the LBX to
copy the data onto the Host address lines. When the
PCMC decodes a Host read as an access to a
PCMC internal register, it asserts AHOLD to the
CPU. The PCMC then places the register data on its
address lines and instructs the LBX's to copy the
data on the Host address bus to the Host data bus.
When the register data is on the Host data bus, the
PCMC negates AHOLD and completes the cycle.

1.2.2.1 Read/Write Buffers

The LBX provides an interface for the CPU address

and data buses, PCl Address/Data bus, and the
main memory DRAM data bus. There are three post-
ed write buffers and two read-prefetch buffers imple-
mented in the LBXs to increase performance and to
maximize concurrency. The buffers are:

e CPU-to-Main Memory Posted Write Buffer
(4 Qwords)

U CPU-to-PCI Posted Write Buffer (4 Dwords)

82434LX

e PCl-to-Main Memory Posted Write Buffer
(2 x 4 Dwords)

e PCl-to-Main Memory Read Prefetch Buffer (line
buffer, 4 Qwords)

® CPU-to-PCl Read Prefetch Buffer (4 Dword FIFO)

‘Refer to the LBX data sheet for details on the opera-

tion of these buffers.

1.2.3 HOST/PCI BRIDGE OPERATIONS

The PCMC permits the Host CPU to access devices
on the PCl Bus. These accesses can be to PCI 1/0
space, PCl memory space, or PCl configuration
space. .

As a PCl device, the PCMC can be either a master
initiating a PCI Bus operation or a target responding
to a PCl Bus operation. The PCMC is a PCl Bus
master for Host-to-PCl cycles and a target for PCI-
to-main memory transfers. Note that the PCMC does

~not permit peripherals to be located on the Host

Bus. CPU 1/0 cycles, other than to PCMC internal
registers, are forwarded to the PCl Bus and PCl Bus
accesses to the Host Bus are not supported.

When the CPU initiates a bus cycle to a PCl device,
the PCMC becomes a PCl Bus master and trans-
lates the CPU cycle into the appropriate PClI Bus
cycle. The Host/PCl Posted write buffer in the LBXs
permits the CPU to complete CPU-to-PCI Dword
memory writes in three CPU clocks (1 wait state),
even if the PCl Bus is currently busy. The posted
data is written to the PCI device when the PCl Bus is
available.

When a PCI Bus master initiates a main memory ac-
cess, the PCMC (and LBXs) become the target of
the PCI Bus cycle and responds to the read/write
access. During PCl-to-main memory accesses, the
PCMC automatically performs cache snoop opera-
tions on the Host Bus, when needed, to maintain
data consistency. .

\ .
As a PCI device, the PCMC contains all of the re-
quired PCI configuration registers. The Host CPU
reads and writes these registers as described in
Section 3.0, Register Description.
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1.2.4 DRAM MEMORY OPERATIONS

The PCMC. contains a DRAM controller that sup-
ports CPU and PCI master accesses to main memo-
ry. The PCMC DRAM interface supplies the.control
signals and address lines and the LBXs supply the
data path.

The memory array is 64-bits wide and ranges in size
from 2 MBytes to 192 MBytes. The array can be
implemented with either single-sided or double-sid-
ed SIMMs. DRAM SIMM sizes of 256K x 36, 1M x 36
and 4M x 36 are supported. DRAM parity is generat-
ed for main memory writes and checked for memory
reads.

To provide optimum support for the various cache
configurations, and the resultant mix of bus cycles,
the system designer can select between 0-active
RAS# and 1-active RAS # modes. These modes af-
fect the behavior of the RAS # signal following either
Host-to-main memory cycles or PCI-to-main memory
cycles.

The PCMC also provides programmable memory
and cacheability attributes on 14 memory segments
of various sizes in the ISA compatibility range (512
KByte to 1 MByte address range). Access rights to
these memory segments from the PCI Bus are con-
trolled by the expansion bus bridge.

The PCMC permits a gap to be created in main
memory within the 1 MByte to 16 MByte address
range, accommodating ISA devices which are
mapped into this range (e.g., ISA LAN card or an ISA
frame buffer).
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2.0 SIGNAL DESCRIPTIONS

This section provides a detailed description of each
signal. The signals are arranged in functional groups
according to their associated interface. The states of
all ‘of the signals during hard reset are provided in
Section 8.0, System Clocking and Reset.

The “# symbol at the end of a signal name indi-
cates that the active, or asserted state occurs when
the signal is at a low voltage level. When “#” is not
present after the signal name, the signal is asserted
when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “active-low” and “active-high” sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

The following notations are used to describe the sig-
nal type.

in Input is a standard input-only signal.
out Totem pole output is a standard active driv-
er.

o/d  Open drain

t/s Tri-State is a bi-directional, tri-state input/
output pin. :

Sustained tri-state is an active low tri-state
signal owned and driven by one and only
one agent at a time. The agent that drives a
s/t/s pin low must drive it high for at least
one clock before letting it float. A new agent
can not start driving a s/t/s signal any soon-
er than one clock after the previous owner
tri-states it: An external pull-up is required to
sustain the inactive state until another agent
drives it and must be provided by the central
resource.

s/t/s
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2.1 Host Interface

82434LX

Signal

Type

Description

A[31:0]

t/s

ADDRESS BUS: A[31:0] are the address lines of the Host Bus. A[31:3] are connected
to the CPU A[31:3] lines and to the LBXs. A[2:0] are only connected to the LBXs.
A[18:7] are connected to an external cache SRAM address latch. Along with the byte
enable signals, the A[31:3] lines define the physical area of memory or I/0 being
accessed.

During CPU cycles, the A[31:3] lines are inputs to the PCMC. They are used for address
decoding and second level cache tag lookup sequences. Also during CPU cycles,
A[2:0] are outputs and are generated from BE[7:0] #.

During inquire cycles, A[31:5] are inputs from the LBXs to the CPU and the PCMC to
snoop the first and the second level cache tags, respectively. In response to a Flush or
Flush Acknowledge Special Cycle, the PCMC asserts AHOLD and. drives the addresses
of the second level cache lines to be written back to main memory on A[18:7].

During CPU to PCI configuration cycles, the PCMC drives A[31:0] with the PCI
configuration space address that is internally derived from the CPU physical I/0
address. All PCMC internal configuration registers are accessed via A[31:0]. During
CPU reads from PCMC internal configuration registers, the PCMC asserts AHOLD and
drives the contents of the addressed register on A[31:0]. The PCMC then signals the
LBXs to copy this value from the address lines onto the host data lines. During writes to
‘PCMC internal configuration registers, the PCMC asserts AHOLD and signals the LBXs
to copy the write data onto the A[31:0] lines.

Finally, when in deturbo mode, the PCMC periodically asserts AHOLD and then drives
A[31:0] to valid logic levels to keep these lines from floating for.an extended period of
time.

Al[31:28] provide hardware strapping options at powerup. For more details on strapping
options, refer to Section 8.0, System Clocking and Reset.

BE[7:0] #

"A[18:7] and CAA/CAB[6:3] lines and writes the line back to main memory. The valid

BYTE ENABLES: The byte enables indicate which byte lanes on the CPU data bus.
carry valid data during the current bus cycle. In the case of cacheable reads, all 8 bytes
of data are driven to the Pentium CPU, regardless of the state of the byte enables. The
byte enable signals indicate the type of special cycle when M/I0O# = D/C# = 0 and
W/R# = 1. During special cycles, only one byte enable is asserted by the CPU. The
following table depicts the special cycle types and their byte enable encodings:

Special Cycle Type Asserted Byte Enable

Shutdown BEO#
Flush BE1#
Halt BE2#
Write Back BE3#
Flush Acknowledge BE4 #
Branch Trace Message BE5#

When the PCMC decodes a shutdown special cycle, it asserts AHOLD, drives

000 . . . 000 (the PCI shutdown special cycle encoding) on the A[31:0] lines and signals
the LBXs to latch the host address bus. The PCMC then drives a special cycle on PCl,
signaling the LBXSs to drive the latched address (00 . . . 00) on the AD[31:0] lines dunng
the data phase. The PCMC then asserts INIT for 16 HCLKs )

In response to flush and flush acknowledge special cycles, the PCMC internally .
inspects the Valid and Modified bits for each of the Second Level Cache Sectors. If a
line is both valid and modified, the PCMC drives the cache address of the line on the

and modified bits are both reset to 0. All valid and unmodifed lines are simply marked

invalid.
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2.1 Host Interface (Continued)
Signal | Type Description

BE[7:0] # in | BYTE ENABLES: (Contmued)

In response to a write back special cycle, the PCMC snmply returns BRDY # to the CPU.
The second level cache will be written back to main memory in response to the
followmg flush special cycle.

In response to a halt special cycle, the PCMC asserts AHOLD, drives 000 . .. 001 (the *
PClI halt special cycle encoding) on the A[31:0] lines, and signals the LBXs to latch the
host address bus. The PCMC then drives a special cycle on PCI, signaling the LBXs to
drive the latched address (00 . . . 01) on the AD[31:0] lines during the data phase.

ADS # in | ADDRESS STROBE: The Pentium microprocessor asserts ADS # to indicate that a new
bus cycle is beginning. ADS # is driven active in the same clock as the address, byte
enable, and cycle definition signals. The PCMC ignores a floating low ADS # that may
occur when BOFF # is asserted as the CPU is asserting ADS #.

BRDY # out | BURST READY: BRDY # indicates that the system has responded in one of three
ways: 1) valid data has been placed on the Pentium CPU data pins in response to a
read, 2) CPU write data has been accepted by the system, or 3) the system has
responded to a special cycle.

NA# out | NEXT ADDRESS: The PCMC asserts NA# for one clock when the memory system is
ready to accept a new address from the CPU, even if all data transfers for the current
cycle have not completed. The CPU may drive out a pending cycle two clocks after
NA# is asserted and has the ability to support up to two outstanding bus cycles.

AHOLD out | ADDRESS HOLD: The PCMC asserts AHOLD to force the Pentium microprocessor to
stop driving the address bus so that either the PCMC or LBXs can drive the bus. During
PCI master cycles, AHOLD is asserted to allow the LBXs to drive a snoop address onto
.| the address bus. If the PCI master locks main memory, AHOLD remains asserted until
the PCI master locked sequence is complete and the PCI master negates PLOCK #.

AHOLD is asserted during all accesses to PCMC internal conflguration‘registers to allow
configuration register accesses to occur over the A[31:0] lines.

When in deturbo mode, the PCMC periodically asserts AHOLD to prevent the processor
from initiating bus cycles in order to emulate a slower system. The duration of AHOLD
assertion in deturbo mode is controlled by the Deturbo Frequency Control Register
(offset 51h). When PWROK is negated, the PCMC asserts AHOLD to allow the
strapping options on A[31:28] to be read. For more details on strapping options, see
Section 8.0, System Clocking and Reset Logic.

EADS # out | EXTERNAL ADDRESS STROBE: The PCMC asserts EADS # to indicate to the
"Pentium'microprocessor that a valid snoop address has been driven onto the CPU
address lines to perform an inquire cycle. During PCl master cycles, the PCMC signals
the LBXs to drive a snoop address onto the host address lines and then asserts
EADS # to initate a snoop cycle to the primary cache.

INV out | INVALIDATE: The INV signal specifies the final state (invalid or shared) that a first level
cache line transitions to in the event of a cache line hit during a snoop cycle. When

| snooping the caches during a PCI master write, the PCMC asserts INV with EADS #.
When INV i is asserted with EADS #, an inquire hit results in the line being invalidated.
When snooping the caches dunng a PCI master read, the PCMC does not assert INV
with EADS #. In this case, an inquire cycle hit results in a line transitioning to the shared
state.

BOFF # out | BACKOFF: The PCMC asserts BOFF # to force the Pentium CPU to abort all
outstanding bus cycles that have not been completed and float its bus in the next clock.
The PCMC uses this signal to force the CPU to re-order a write-back due to a snoop

cycle around a currently outstanding bus cycle. The CPU remains in bus hold until
BOFF # is negated.
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2.1 Host Interface (Continued)
Signal | Type ' Description

HITM # in HIT MODIFIED: The Pentium processor asserts HITM# to inform the PCMC that the f
current inquire cycle hit a modified line. HITM # is asserted by the Pentium b
microprocessor two clocks after the assertion of EADS # if the inquire cycle hits a
modified line in the primary cache.

M/IO# in | BUS CYCLE DEFINITION (MEMORY/INPUT-OUTPUT, DATA/CONTROL, WRITE/

D/C# READ): M/IO, D/C# and W/R# define Host Bus cycles as shown in the table below.
W/R# M/I0# D/C# W/R# Bus Cycle Type
Low Low Low Interrupt Acknowledge

Low Low High Special Cycle
Low High Low 1/0 Read
Low High High 1/0 Write
High Low Low Code Read
’ High Low High Reserved
High High  Low Memory Read
High High High Memory Write :
Interrupt acknowledge cycles are forwarded to the PCI Bus as PCl interrupt
acknowledge cycles (i.e. C/BE[3:0] # = 0000 during the address phass). All I/0 cycles
and any memory cycles that are not directed to memory controlled by the PCMC DRAM
controller are forwarded to PCI. The Pentium microprocessor generates six different
types of special cycles. The special cyclé type is encoded on the BE[7:0] # lines.

HLOCK # in HOST BUS LOCK: The Pentium processor asserts HLOCK # to indicate the current bus
cycle is locked. HLOCK # is asserted in the first clock of the first locked bus cycle and is ;
negated after the BRDY # is returned for the last locked bus cycle. The Pentium - !
microprocessor guarantees HLOCK # to be negated for at least one clock between
back-to-back locked operations. When a CPU locked cycle'is directed to main memory,
the PCMC guarantees that once the locked operation begins in main memory, the CPU
has exclusive access to main memory (i.e., PCl master accesses to main memory will
not be initiated until the CPU locked operation completes). When a CPU locked cycle is
directed to PCI, the PCMC arbitrates for PLOCK# (PCI LOCK #) before initiating the
cycle on PCI, except when the cycle is to the memory range defined by the Frame
Buffer Range Register and the No Lock Requests bit in that register is set to 1.

CACHE # in CACHEABILITY: The Pentium processor asserts CACHE # to indicate the internal
. cacheability of a read cycle or that a write cycle is a burst write-back cycle. If the CPU
drives CACHE # inactive during a read cycle, the returned data is not cached, o
regardless of the state of KEN#. The CPU asserts CACHE # for cacheable data reads,
cacheable code fetches, and cache line write-backs. CACHE # is driven along with the
“cycle definition pins.

KEN# out' | CACHE ENABLE: The PCMC asserts KEN# to indicate to the CPU that the currént :
cycle is cacheable. KEN # is asserted for all accesses to memory ranges 0 KBytes— }
|
\

512 KBytes and 1024 KBytes to the top of main memory controlled by the PCMC when
the Primary Cache Enable bit is set to 1, except in the following case: KEN # is not
asserted for accesses to the top 64 KByte of main memory controlled by the PEMC
when the SMRAM Enable bit in the DRAM Control Register (Offset 57h) is set to 1.
-KEN# is asserted for any CPU access within the range of 512 KBytes-1024 KBytes if
the corresponding Cache Enable bit in the PAM[6:0] Registers (offsets 59h—5Fh) is set
to 1 and the area is not write protected. If the area is write protected and cacheable,
KEN# is asserted for code read cycles, but is not asserted during data read cycles.
When the Pentium processor indicates that the current read cycle can be cached by
asserting CACHE # and the PCMC responds with KEN#, the cycle is converted into a
burst cache line fill. The CPU samples KEN# with the first of either BRDY # or NA#.
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2.1 Host Interface (Continued)
Signal | Type Description

SMIACT# | in | SYSTEM MANAGEMENT INTERRUPT ACTIVE: The Pentium processor asserts
SMIACT # to.indicate that the processor is operating in System Management Mode
(SMM). When the SMRAM Enable bit in the DRAM Control Register (offset 57h) is set
to 1, the PCMC allows CPU accesses to SMRAM as permltted by the SMRAM Space
Register at configuration space offset 72h.

PEN# out | PARITY ENABLE: The PEN# signal, along with the MCE bit in CR4 of the Pentium
microprocessor, determines whether a machine check exception will be taken by the
CPU as a result of a parity error on a read cycle. The PCMC asserts PEN# during
DRAM read cycles if the MCHK on DRAM/L2 Cache Data Parity Error Enable bit in the
Error Command Register (offset 70h) is set to 1. The PCMC asserts PEN# during CPU
second level cache read cycles if the MCHK on DRAM/L2 Cache Data Parity Error
Enable and the L2 Cache Parity Enable bits in the Error Command Register (offset 70h)
are both setto 1. '

PCHK # in | DATA PARITY CHECK: PCHK # is sampled by the PCMC to detect parity errors on
CPU read cycles from main memory if the Parity Error Mask Enable bit in the DRAM
Control Register (offset 57h) is reset to 0. PCHK # is sampled by the PCMC to detect
parity errors on CPU read cycles from the second level cache if the L2 Cache Parity
Enable bit in the Error Command Register (offset 70h) is set to 1. If incorrect parity was
detected on a data read, the PCHK # signal is asserted by the Pentium microprocessor

-two clocks after BRDY # is returned. PCHK # is asserted for one clock for each clock in
which a parity error was detected.

2.2 DRAM Interface
Signal Type Description

RAS[5:0]# | out | ROW ADDRESS STROBES: The RAS[5:0] # signals are used to latch the row’
address on the MA[10:0] lines into the DRAMs. Each RAS[5:0] # signal corresponds
to one DRAM row. The PCMC supports up to 6 rows in the DRAM array. Each row is
eight bytes wide. These signals drive the RAS # lines of the DRAM array directly,
without external buffers.

CAS[7:0]1# | out | COLUMN ADDRESS STROBES: The CAS[7:0] # signals are used to latch the

column address on the MA[10:0] lines into the DRAMs. Each CAS[7:0] # signal

corresponds to one byte of the eight byte-wide array. These signals drive the CAS #

lines of the DRAM array directly, without external buffers. In a minimum configuration,

joooan each CAS[7:0] # line only has one SIMM load, while the maximum conflguratlon has 6
: SIMM loads.

WE # out | DRAM WRITE ENABLE: WE # is asserted during both CPU and PCI master writes to
main memory. During burst writes to main memory, WE # is asserted before the first
assertion of CAS[7:0] # and is negated with the last CAS[7:0] #. The WE # signal is
externally buffered to drive the WE # inputs on the DRAMs.

MA[10:0] out | DRAM MULTIPLEXED ADDRESS: MA[10:0] provide the row and column address to
the DRAM array. The MA[10:0] lines are externally buffered to drive the multiplexed
address lines of the DRAM array.
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2.3 Cache Interface

Signal

Type

Description

CALE

out

CACHE ADDRESS LATCH ENABLE: CALE controls the external latch between the
host address lines and the cache address lines. CALE is asserted to open the
external latch, allowing the host address lines to propagate to the cache address
lines. CALE is negated to latch the cache address lines.

CADSI1:0] #,
CR/WI[1:0] #

out

These pins serve one of two purposes depending on the type of SRAMs used for
the second level cache.

CACHE ADDRESS STROBE: CADS[1:0] # are used with burst SRAMs. When
asserted, CADS[1:0] # cause the burst SRAMs to latch the cache address on the
rising edge of HCLK. CADS[1:0] # are glitch-free synchronous signals.

CADSI[1:0] # functionality is provided when the SRAM type bit in the Secondary
Cache Control register is set to 1. Two copies of this signal are provided for timing
reasons only.

CACHE READ/WRITE: CR/WI[1:0] # provide read/write control to the second level
cache when using asynchronous dual-byte select SRAMs. This functionality is
provided when the SRAM Type and Cache Byte Control bits in the Secondary
Cache Control register are both reset to 0. The two copies of this signal are always
driven to the same logic level.

CADV[1:0] #

out

CACHE ADVANCE: CADV[1:0] # are used with burst SRAMs to advance the
internal two bit address counter inside the'SRAMs to the next address of the burst
sequence. Two copies of this signal are provided for timing reasons only. The two
copies are always driven to the same logic level.

CAA [63]
CABI6:3]

out

CACHE ADDRESS [6:3]: CAA[6:3] and CAB[6:3] are connected to address lines
A[3:0] on the second level cache SRAMs. CAA[4:3] and CAB[4:3] are used with
standard SRAMs to advance through the burst sequence. CAA[6:5] and CAB[6:5]
are used during second level cache write-back cycles to address the modified lines
within the addressed sector. Two copies of these signals are provided for timing
reasons only. The two copies are always driven to the same logic level.

COE[1:0] #

out

CACHE OUTPUT ENABLE: COE[1:0] # are asserted when data is to be read from
the second level cache and are negated at all other times. Two copies of this signal
are provided for timing reasons only. The two copies are always driven to the same
logic level.

CWE([7:0] #,
CBS[7:0] #

out

These pins serve one of two purposes depending on the type of SRAMs used for
the second level cache.

CACHE WRITE ENABLES: CWE[7:0] # are asserted to write data to the second
level cache SRAMSs on a byte-by-byte basis. CWE7 # controls the most significant
byte while CWEO# controls the least significant byte. These pins act as Cache
Write Enables (CWE[7:0] #) when using burst SRAMs (SRAM Type bit in SCC
register is set to 1) or when using asynchronous SRAMs (SRAM Type bit in SCC is
reset to 0) and the Cache Byte Control bit in the SCC register is set to 1.

CACHE BYTE SELECTS: The CBS[7:0] # lines provide byte control to the
secondary cache when using dual-byte select asynchronous SRAMs. These pins
act as Cache Byte Select lines when the SRAM Type and Cache Byte Control bits in
the SCC register are both reset to 0.
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2.4 PCl Interface

intel.

Signal

Type

Description -

C/BE[3:0] #

t/s

PCI BUS COMMAND AND BYTE ENABLES: C/BE[3:0] # are driven by the current
bus master during the address phase of a PCI cycle to define the PCl command, and
during the data phase as the PCl byte enables. The PCI commands indicate the
current cycle type, and the PCI byte enables indicate which byte lanes carry
meaningful data. C/BE[3:0] # are outputs of the PCMC during CPU cycles that are
directed to PCI. C/BE[3:0] # are inputs when the PCMC acts as a slave. The
command encodings and types are listed below.
C/BE[3:0]# Command

0000 Interrupt Acknowledge

0001 Special Cycle

0010 1/0 Read

0011 1/0 Write

0100 Reserved

0101 Reserved

0110 Memory Read

‘0111 Memory Write

1000 Reserved

1001 Reserved

1010 Configuration Read

1011 Configuration Write

1100 Memory Read Multiple

1101 Reserved

1110 Memory Read Line

1111 Memory Write and Invalidate

FRAME #

s/t/s

CYCLE FRAME: FRAME # is driven by the current bus master to indicate the
beginning and duration of an access. FRAME # is asserted to indicate that a bus
transaction is beginning. While FRAME # is asserted, data transfers continue. When
FRAME # is negated, the transaction is in the final data phase. FRAME # is an output
of the PCMC during CPU cycles which are directed to PCl. FRAME # is an input to
the PCMC when the PCMC acts as a slave.

IRDY #

s/t/s

INITIATOR READY: The assertion of IRDY # indicates the current bus master’s
ability to complete the current data phase. IRDY.# works in conjunction with TRDY #
to indicate when data has been transferred. On PClI, data is transferred on each clock
that both IRDY # and TRDY # are asserted. During read cycles, IRDY # is used to
indicate that the master is prepared to accept data. During write cycles, IRDY # is
used to indicate that the master has driven valid data on the AD[31:0] lines. Wait
states are inserted until both IRDY # and TRDY # are asserted together IRDY # is
an output of the PCMC when the PCMC is the PCI master. IRDY # is an input to the

I PCMC when the PCMC acts as a slave.

TRDY #

s/t/s

TARGET READY: TRDY # indicates the target device’s ability to complete the
current data phase of the transaction. It is used in conjunction with IRDY #. A data
phase is completed on each clock that TRDY # and IRDY # are both sampled
asserted. During read cycles, TRDY # indicates that valid data is present on AD[31:0]
lines. During write cycles, TRDY # indicates the target is prepared to accept data.
Wait states are inserted on the bus until both IRDY # and TRDY # are asserted
together. TRDY # is an output of the PCMC when the PCMC is the PCl slave.
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2.4 PCI Interface (Continued)

Signal

Type

Description

DEVSEL #

s/t/s

DEVICE SELECT: When asserted, DEVSEL # indicates that the driving device has
decoded its address as the target of the current access. DEVSEL # is an output of
the PCMC when PCMC is a PClI slave and is derived from the MEMCS # input.
MEMCS # is generated by the expansion bus bridge as a decode to the main
memory address space. During CPU to PCI cycles, DEVSEL # is an input. It is used
to determine if any device has responded to the current bus cycle, and to detect a
target abort cycle. Master-abort termination results if no subtractive decode agent
exists in the system, and no one asserts DEVSEL # within a programmed number of
clocks.

STOP#

s/t/s

STOP: STOP # indicates that the current target is requesting the master to stop the
current transaction. This signal is used in conjunction with DEVSEL # to indicate
disconnect, target-abort, and retry cycles. When the PCMC is acting as a master on
PCl, if STOP # is sampled active on a rising edge of PCLKIN, FRAME # is negated
within a maximum of 3 clock cycles. STOP # may be asserted by the PCMC in three
cases. If a PCl master attempts to access main memory when another PCI master
has locked main memory, the PCMC asserts STOP # to signal retry. The PCMC
detects this condition when sampling FRAME # and LOCK # both active during an
address phase. When a PCl master is reading from main memory, the PCMC asserts
STOP # when the burst cycle is about to cross a cache line boundary. When a PCli
master is writing to main memory, the PCMC asserts STOP # upon filling either of the
two PCl-to-main memory posted write buffers. Once asserted, STOP # remains
asserted until FRAME # is negated. .

PLOCK#

s/t/s

PCI LOCK: PLOCK # is used to indicate an atomic operation that may require
multiple transactions to complete. PCI provides a mechanism referred to as
“resource lock” in which only the target of the PCI transaction is locked. The
assertion of GNT # on PCI does not guarantee control of the PLOCK# signal.
Control of PLOCK # is obtained under its own protocol. When the PCMC is the PCI
slave, PLOCK # is sampled as an input on the rising edge of PCLKIN when FRAME #
is sampled active. If PLOCK# is sampled asserted, the PCMC enters into a locked
state and remains in the locked state until PLOCK # is sampled negated on a
following rising edge of PCLKIN, when FRAME # is sampled asserted.

REQ#

REQUEST: The PCMC asserts REQ# to indicate to the PCI bus arbiter that the
PCMC is requesting use of the PCI Bus in response to a CPU cycle directed to PCI.

GNT#

GRANT: When asserted, GNT # indicates that access to the PCl Bus has been
granted to the PCMC by the PCI Bus arbiter.

MEMCS #

MAIN MEMORY CHIP SELECT: When asserted, MEMCS # indicates to the PCMC
that a PCI master cycle is targeting main memory. MEMCS # is generated by the
expansion bus bridge. MEMCS # is sampled by the PCMC on the rising edge of
PCLKIN on the first and second cycle after FRAME # has been asserted.

FLSHREQ#

FLUSH REQUEST: When asserted, FLSHREQ# instructs the PCMC to flush the
CPU-to-PCl posted write buffer in the LBXs and to disable further posting to this
buffer as long as FLSHREQ# remains active. The PCMC acknowledges completion
of the CPU-to-PCl write buffer flush operation by asserting MEMACK #. MEMACK #
remains asserted until FLSHREQ# is negated. FLSHREQ# is driven by the
expansion bus bridge and is used to avoid deadlock conditions on the PCI Bus.

MEMREQ#

MEMORY REQUEST: When asserted, MEMREQ # instructs the PCMC to flush the
CPU-to-PCl-and CPU-to-main memory posted write buffers and to disable posting in
these buffers as long as MEMREQ # is active. The PCMC acknowledges completion
of the flush operations by asserting MEMACK #. MEMACK # remains asserted until

MEMREQ# is negated. MEMREQ# is driven by the expansion bus bridge.
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2.4 PCI Interface (Contlnued)
Signal Type Description

MEMACK# | out . | MEMORY ACKNOWLEDGE: When asserted, MEMACK # indicates the compleﬂon of
the operations requested by an active FLSHREQ# and/or MEMREQ #.

PAR t/s | PARITY: PAR is an even parity bit across the AD[31:0] and C/BE[3:0] # lines. Parity
is generated on all PCl transactions. As a master, the PCMC generates even parity on
CPU writes to PCI, based on the PPOUT[1:0] inputs from the LBXs. During CPU read

“cycles from PCI, the PCMC checks parity by checking the value sampled on the PAR
input with the PPOUT[1 :0] inputs from the LBXs. As a slave, the PCMC generates
even parity on PAR, based on the PPOUTI[1:0] inputs during PCI master reads from
main memory. During PCI master writes to main memory, the PCMC checks parity by
checking the value sampled on PAR with the PPOUT[1:0] inputs.

PERR # s/t/s | PARITY ERROR: PERR # may be pulsed by any agent that detects a parity error
during an address phase, or by the master or the selected target during any data
phase in which the AD lines are inputs. The PERR # signal is enabled when the
PERR# on Receiving Data Parity Error bit in the Error Command Register (offset 70h)
and the Parity Error Enable bit in the PCI Command Register (offset 04h) are both set
tol.

When enabled, CPU-to-PCl write data is checked for parity errors by sampling the
PERR # signal two PCI clocks after data is driven. Also, when enabled, PERR # is
asserted by the PCMC when it detects a data parity error on CPU read data from PCI
and PCl master write data to main memory. PERR # is neither sampled nor driven by
the PCMC when either the PERR # on Receiving Data Parity Error bit in the Error

- Command Register or the Parity Error Enable bit in the PCI Command Registeris =
resetto 0. .

SERR # o/d | SYSTEM ERROR: SERR # may be pulsed by any agent for reportmg errors other

‘ than parity. SERR # is asserted by the PCMC whenever a serious system error (not
necessarily a PCI error) occurs. The intent is to have the PCI central agent (for
example, the expansion bus bridge) assert NMI to the processor. Control over the
SERR# signal is provided via the Error Command Register (offset 70h) when the
Parity Error Enable bit in the PCI Command Register (offset 04h) is set to 1. When the
SERR # DRAM/L2 Cache Data Parity Error bit is set to 1, SERR # is asserted upon
detecting a parity error on CPU read cycles from DRAM. If the L2 Cache Parity bit is
also set to 1, SERR # will be asserted upon detecting a parity error on CPU read
cycles from the second level cache. The Pentium microprocessor indicates these
parity errors to the PCMC via the PCHK # signal. When the SERR # on PCl Address
Parity Error bit is set to 1, the PCMC asserts SERR # if a parity error is detected
during the address phase of a PCl master cycle.

When the SERR # on Received PCI Data Parity bit is set to 1, the PCMC asserts
SERR# if a parity error is detected on PCl during a CPU read from PCI. During CPU to
PCl write cycles, when the SERR# on Transmitted PCI Data Parity Error bit is set to
1, the PCMC asserts SERR # in response to sampling PERR# active. When the
SERR# on Received Target Abort bit is set to 1, the PCMC asserts SERR # when the
PCMC receives a target abort on a PCMC initiated PCI cycle. If the Parity Error Enable
bit in the PCI Command Register is reset to 0, SERR # is disabled and is never
asserted by the PCMC. -
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2.5 LBX Interface . - }
Signal | Type Description ,

HIG[4:0] | out | HOST INTERFACE GROUP: HIG[4:0] are outputs of the PCMC used to control the
LBX HA (Host Address) and HD (Host Data) buses. Commands driven on HIG[4:0]
cause the host data and/or address lines to be either driven or latched by the LBXs.
See the 82433LX (LBX) Local Bus Accelerator Data Sheet for a Iisting of the
HIG[4:0] commands.

MIG[2:0]. out | MEMORY INTERFACE GROUP: MIG[2:0] are outputs of the PCMC used to control
the LBX MD (Memory Data) bus. Commands driven on the MIG[2:0] lines cause the
memory data lines to be either driven or latched by the LBXs. See the 82433LX (LBX)
Local Bus Accelerator Data Sheet for a listing of the MIG[2:0] commands.

| MDLE out | MEMORY DATA LATCH ENABLE: During CPU reads from main memory, MDLE is
used to control the latching of memory read data on the CPU data bus. MDLE is
negated as CAS[7:0] # are negated to close the latch between the memory data bus
and the host data bus. During CPU reads from main memory, the PCMC closes the
memory data to host data latch in the LBXs as BRDY # is asserted and opens the
latch after the CPU has sampled the data.

PIG[3:0] out " | PCI INTERFACE GROUP: PIG[3:0] are outputs of the PCMC used to control the LBX

. AD (PCI Address/Data) bus. Commands driven on the PIG[3:0] lines cause the AD
lines to be either driven or latched. See the 82433LX (LBX) Local Bus Accelerator
Data Sheet for a listing of the PIG[3:0] commands.

DRVPCI out | DRIVE PCI: DRVPCI acts as an output enable for the LBX AD lines. When sampled
' asserted, the LBXs begin driving the PCI AD lines. When negated, the AD lines on
the LBXs are tri-stated. The LBX AD lines are tri- stated asynchronously from the
falling edge of DRVPCI.

EOL in END OF LINE: EOL is asserted by the low order LBX when a PCI master read or
write transaction is about to overrun a cache line boundary. EOL has an internal pull-
up resistor inside the PCMC. The low order LBX EOL signal connects to this PCMC
input. The high order LBX EOL signal is connected to ground through an external
pull-down resistor.

PPOUT([1:0] | in PCI PARITY OUT: These signals reflect the parity of the 32 AD lines driven from or
latched in the LBXs, depending on the command driven on PIG[3:0]. The PPOUTO
pin has a weak internal pull-down resistor. The PPOUT1 pin has a weak internal pull-
up resistor.

2.6 Reset and Clock
Signal Type Description

HCLKOSC | in | HOST CLOCK OSCILLATOR: The HCLKOSC input is driven externally by either a

60 MHz or 66.667 MHz crystal oscillator. The PCMC generates six copies of HCLK
from HCLKOSC (HCLKA~HCLKF). During power-up, HCLKOSC must stabilize for 1 ms
before PWROK is asserted. If an external clock driver is used to clock the CPU, PCMC,
LBXs and second level cache SRAMs instead of the HCLKA-HCLKF outputs,
"HCLKOSC must be tied either high or low.

HCLKA- out | HOST CLOCK OUTPUTS: HCLKA-HCLKF are six low skew copies of the host clock.
HCLKF - These outputs eliminate the need for an external low skew clock driver. One of these
outputs drives both the CPU and the PCMC. Thus, the clock skew between the CPU
and PCMC is kept lower than the skew between the PCMC and other components.
Another HCLK output drives both of the LBXs. The remaining four are used to drive the
second level cache SRAMSs.
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2.6 Reset and Clock (Continued)

Signal

Type

Description

HCLKIN

in

HOST CLOCK INPUT: All timing on the host, DRAM and second level cache interfaces
is based on HCLKIN. If an external clock driver is used to clock the CPU, PCMC, LBXs
and second level cache SRAMs, the externally generated clock must be connected to
HCLKIN. During power-up HCLKIN must stabilize for 1 ms before PWROK is asserted.

CPURST

out

CPU HARD RESET: The CPURST pin is asserted in response to one of two conditions.
First, during power-up the PCMC asserts CPURST when PWROK is negated. When
PWROK is asserted, the PCMC first ensures that it has been initialized before negating
CPURST. CPURST is also asserted when the System Hard Reset Enable bit in the
Turbo-Reset Control Register (I/0 address 0CF9h) is set to 1 and the Reset CPU bit
toggles from 0 to 1. CPURST is driven synchronously to the rising edge of HCLKIN.

INIT

out

INITIALIZATION: INIT is asserted in response to any one of three conditions. When
the System Hard Reset Enable bit in the Turbo-Reset Control Register is reset to 0 and
the Reset CPU bit toggles from 0 to 1, the PCMC initiates a soft reset by asserting INIT.
The PCMC also initiates a soft reset by asserting INIT in response to a shutdown
special cycle. In both cases, INIT is asserted for a minimum of 16 Host clocks. If the
BIST Enable bit and the System Hard Reset Enable bit in the Turbo-Reset Control
Register are both set to 1, and the Reset CPU bit toggles from 0 to 1, the PCMC will
assert INIT along with CPURST and will negate INIT one clock after negating CPURST.
This will force the CPU to execute a Built In Self Test (BIST) prior to the start of
program execution.

PWROK

POWER OK: When asserted, PWROK is an indication to the PCMC that power and
HCLKIN have stabilized for at least 1 ms. PWROK can be driven asynchronously.
When PWROK is negated, the PCMC asserts both CPURST and PCIRST #. When
PWROK is driven high, the PCMC ensures that it is initialized before negating CPURST
and PCIRST #.

PCLKOUT

out

PCI CLOCK OUTPUT: PCLKOUT is internally generated by a Phase Locked Loop
(PLL) that divides the frequency of HCLKIN by 2. This output must be buffered
externally to generate multiple copies of the PCI Clock. One of the copies must be
connected to the PCLKIN pin.

PCLKIN

|| interface are sampled on PCLKIN rising edges.

PCI CLOCK INPUT: An internal PLL locks PCLKIN in phase with HCLKIN. All timing on
the PCMC PCl interface is referenced to the PCLKIN input. All output signals on the
PCl interface are driven from PCLKIN rising edges and all input signals on the PCI

PCIRST#

out

PCI RESET: PCIRST # is asserted to initiate hard reset on PCI. PCIRST # is asserted,
in response to one of two conditions. First, during power-up the PCMC asserts
PCIRST # when PWROK is negated. When PWROK is asserted the PCMC will first
ensure that it has been initialized before negating PCIRST #. PCIRST # is also
asserted when the System Hard Reset Enable bit in the Turbo/Reset Control Register
is set to 1 and the Reset CPU bit toggles from 0 to 1. PCIRST # is driven
asynchronously.

TESTEN

TEST ENABLE: TESTEN must be tied low for normal system operation.
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3.0 REGISTER DESCRIPTION

The PCMC contains two sets of software accessible
registers. These registers are accessed via the Host
CPU 1/0 address space. The |/O mapped register
set contains two control registers that reside in the
CPU 1/0 space and are used to reset the CPU, en-
able/disable the CPU deturbo mode, and enable/
disable access to the PCI configuration space (see
Section 3.1, 1/0 Mapped Registers). The PCMC also
contains a set of configuration registers that reside
in PCI configuration space and are used to specify
PCI configuration, DRAM configuration, cache con-
figuration, operating parameters and optional sys-
tem features (see Section 3.2, PCI Configuration
Space). The PCMC internal registers (both 1/0
Mapped and Configuration registers) are only acces-
sible by the Host CPU and cannot be accessed by
PCI masters. The registers can be accessed as byte,
word (16-bit), or Dword (32-bit) quantities. All multi-
byte numeric fields use “little-endian’ ordering (i.e.,
lower addresses contain the least significant parts of
the field).

Some of the PCMC registers described in this sec-
tion contain reserved bits. These bits are labeled
“R”. Software must deal correctly with fields that are
reserved. On reads, software must use appropriate
masks to extract the defined bits and not rely on
reserved bits being any particular value. On writes,
software must ensure that the values of reserved bit
positions are preserved. That is, the values of re-
served bit positions must first be read, merged with
the new values for other bit positions and then writ-
ten back.

82434LX

In addition to reserved bits within a register, the
PCMC contains address locations in the PCI config-
uration space that are marked “Reserved” (Table
3-1). The PCMC responds to accesses to these ad-
dress locations by completing the Host cycle. When
a reserved register location is read, 0000h is re-
turned. Writes to reserved registers have no affect
on the PCMC.

Upon receiving a hard reset via the PWROK signal,
the PCMC sets its internal configuration registers to
predetermined default states. The default state rep-
resents the minimum functionality feature set re-
quired to successfully bring up the system. Hence, it
does not represent the optimal system configuration.
It is the responsibility of the system initialization soft-
ware (usually BIOS) to properly determine the
DRAM configurations, cache configuration, operat-
ing parameters and optional system features that
are applicable, and to program the PCMC registers
accordingly.

3.1 1/0 Mapped Registers

The PCMC contains three registers that reside in the
CPU 1/0 address space the Configuration Space
Enable (CSE) Register, the Turbo-Reset Control
(TRC) Register and the Forward Address Register.
These registers can not reside in PCI configuration

" space because of the special functions they per-

form. The Configuration Space Enable (CSE) Regis-
ter enables/disables the configuration space and,
hence, can not reside in that space. The TRC Regis-
ter enables/disables deturbo mode which effectively
slows the processor to accommodate software pro-
grams that rely on the slow speed of PC/XT systems
to time certain events. The Forward Address Regis-

" ter determines to which of the possible hierarchical

PCI buses a cycle is directed.
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3.1.1 CSE—CONFIGURATION SPACE ENABLE REGISTER

1/0 Address:  OCF8h
Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

CSE is an 8-bit read/write register used to enable/disable configuration space access and to access specific
functions within a PCl agent. The PCMC, as a Host/PCl Bridge, supports multi-function devices on the PCI
Bus. The function number permits individual configuration spaces for up to eight functions within an agent. The
register is located in the CPU I/0O address space. The CSE Register fields are shown in Figure 3-1 and
described in Table 3-1. :

7 43 10
KEY | e [o]

Reserved

Function Number (R/W)
(Mapped to AD[10:8] during
configuration cycles)

Key (R/W)
0000=Normal Mode
other=Configuration Mode -

290479-5

Figure 3-1. Configuration Space Enable Register

Table 3-1. Configuration Space Enable Register

Bit Description

7:4 | KEY: Configuration space is mapped into I/0 space by writing to the Configuration Space Enable

(CSE) Register. The KEY field selects between norma| mode and configuration mode as follows:

KEY Description

0000  Normal mode. In this mode, the PCMC translates CPU 1/0 read/write cycles in the COO0Oh-
CFFFh address range to PCI 1/0 cycles.

1000 Configuration mode. In this mode, the PCMC translates CPU 1/0 read/write cycles in the
C000h-CFFFh address range to PCI configuration read/write cycles.

3:1 | FN (FUNCTION NUMBERY): For multi-function devices, this field selects a particular function within a
PClI device. During a configuration cycle, bits [3:1] become part of the PCI Bus address and
correspond to AD[10:8].

0 RESERVED
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3.1.2 TRC—TURBO-RESET CONTROL REGISTER

I/0 Address:  OCFSh
Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

a

The TRC Register is an 8-bit read/write register that selects turbo/deturbo mode of the CPU, initiates PCI Bus
and CPU reset cycles, and initiates the CPU Built In Self Test (BIST). TRC is located in CPU 1/0 address
-space.

7 4 3 2 1 0 Bit
| R 0|0|0[0|Default

Reserved —J . L Turbo/Deturbo Mode (R/W) i

1=Deturbo
CPU BIST Enable (R/W) 0=Turbo
1=Enabled
0=Disabled System Hard Reset Enable (R/W)
see table
Reset CPU (R/W)
see table
290479-6
Figure 3-2. Turbo-Reset Register
Table 3-2. Turbo-Reset Register
Bit : Description

7:3 | Reserved.

2 Reset CPU (RCPU): RCPU is used to initiate a hard reset or soft reset to the CPU. During a hard
reset, the PCMC asserts CPURST and PCIRST #. The PCMC initiates a hard reset when this register
is programmed for a hard reset or when the PWROK signal is asserted. During a soft reset, the
PCMC asserts INIT. The PCMC initiates a soft reset when this register is programmed for a soft
reset and in response to a shutdown special cycle.

This bit is used in conjunction with bit 3 and bit 1 of this register. Bit 3 and bit 1 must be set up prior
to writing a 1 to this register. Thus, two write operations are required to initiate a reset using 'this bit.
The first write operation programs bit 3 and bit 1 to the appropriate state while setting this bit to 0.
The second write operation keeps the bit 3 and bit 1 at their programmed state (1 or 0) while setting
this bit to a 1. When RCPU transitions from a 0 to a 1, a hard reset is initiated if bit 1 = 1 and a soft
reset is initiated if bit 1 = 0. In addition, if bit 3 = 1 during a hard reset, the CPU Built In Self Test is
invoked.

1 System Hard Reset Enable (SHRE): This bit is used in conjunction with bit 2 of this register to
| initiate either a hard or soft reset. When SHRE = 1, the PCMC initiates a hard reset to the CPU
when bit 2 transitions from 0 to 1. When SHRE = 0, the PCMC initiates a soft reset when bit 2

transitions from 0 to 1.

0 Deturbo Mode (DM): This bit enables and disables deturbo mode. When DM = 1, the PCMC is in
the deturbo mode. In this mode, the PCMC periodically asserts the AHOLD signal to slow down the
effective speed of the CPU. The AHOLD duty cycle is programmable through the Deturbo
Frequency Control (DFC) Register. When DM = 0, the deturbo mode is disabled.

Deturbo mode can be used to maintain backward compatibility with older software packages that
rely on the operating speed of older processors. For accurate speed emulation, caching should be
disabled. If caching is disabled during runtime, the following steps should be performed to make

sure that modified Imes have been flushed from the cache to main memory before entering deturbo
mode. Disable the primary cache via the PCE bit in the HCS Register. This prevents the KEN #
signal from being asserted, which prevents any further first and second level cache line fills. At this
point, software executes the WBINVD instruction to flush the caches, and then sets DM to 1. When -
| exiting the deturbo mode, the system software must first set DM to 0, then enable first and second
level caching by writing to the HCS Register.
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~ 3.1.3 FORW—FORWARD REGISTER
1/0 Address: OCFAh

Default Value:  00h
Attribute: Read/Write
Size: 8 Bits
- This 8-bit register specifies which PCI Bus configuration épace is enabled in a-multiple PCI Bus configuration.

The default value for the FORW Register enables the configuration space of the PCl Bus connected to the
PCMC. The register field is shown in Figure 3-3 and described in Table 3-3.

7 , 0
Forward Bus Number

I—— Forward Bus Number (R/W)
00h=No Bus Forwarding
(Access to PCI Bus connected
to PCMC)
Other=Bus Forwarding :

(Bits[7:0] map to AD[23:16])
290479-96

Figure 3-3. Forward Register

Table 3-3. Forward Register
Bit : Description

7:0 | FORWARD BUS NUMBER: When this register is set to 00h, the configuration space of the PCl Bus
' connected to the PCMC is enabled and the PCMC initiates a type 0 configuration cycle. If the value
of this register is not 00h, the PCMC initiates a type 1 configuration cycle to forward the cycle (via
one or more PCI/PCI Bridges) to the PCI Bus specified by the contents of this register. For non-zero
values, bits [7:0] are mapped to AD[23:16], respectively. The default value for this register is.00h.
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3.2 PCI Configuration Space Mapped
Registers

The PCI Bus defines a slot based ‘“‘configuration
space” that allows each device to contain up to 256
8-bit. configuration registers. The PCl specification
defines two bus cycles to access the PCl configura-
tion space—Configuration Read and Configura-
tion Write. While memory and |/O spaces are
supported by the Pentium microprocessor, configu-
ration space is not supported. The PCMC provides
the mechanism that allows the Host CPU to access
the PCI configuration space. The bus cycles used to
access PCMC internal configuration registers are
described in Section 7.0, PCI Interface.

3.2.1 HOST CPU 1/0 SPACE TO PCI
CONFIGURATION SPACE TRANSLATION

The PCI specification defines two bus cycles to ac-
cess the PCl configuration space: Configuration
Read and Configuration Write. However, today’s
CPUs do not generate these bus cycles. Therefore,
Host/PCl bridges (e.g., the PCMC) must translate
either memory or 1/0 read/write cycles of certain
address ranges into PCI configuration cycles.

The PCMC translates CPU 1/0 read/write cycles to
the CO00h-CFFFh address range into PCI configura-
tion read/write cycles. A brief description of the
translation map is provided in the following para-
graphs.

When PCI configuration space is enabled through
the CSE Register, all 1/0 read/write cycles to the
C000h-CFFFh address range of the 1/0 space are
translated to PCl configuration read/write cycles.
There are two types of configuration cycles (type 0
and type 1) that differ by the type of address map-
ping used to translate the Host 1/0 cycle to a PCI
configuration cycle. Type 0 cycles access the con-
figuration space of the PCI Bus that is connected to
the PCMC. Type 1 cycles are used in multiple PCI
Bus systems to access the configuration space of
PCl Buses that are not directly connected to the
PCMC. The value programmed into the PCMC'’s For-
ward Register determines whether the PCMC gener-
ates a type 0 or type 1 configuration cycle.

82434LX

In a multiple PCI Bus system each bus is assigned a
bus number. The bus number for the PCI Bus con-
nected to the PCMC is hardwired to 0. The. PCMC
uses the Forward Register, Bus Number Register,
and Subordinate Bus Number Register to forward
configuration cycles to the appropriate PCI/PCI
Bridge. The PCMC’s Forward Register must be pro-
grammed with the desired PCI Bus number. During a
type 1 configuration cycle, this number is mapped
into the address of the PCI Bus configuration cycle.
PCI/PCI Bridges compare this number with the val-
ues programmed into their Bus Number and Subor-
dinate Bus Number Registers to. determine if the
configuration cycle is intended for a bus behind that
particular bridge. If the bridge accepts the cycle, it
may, in turn, generate either a type 0 or type 1 con-
figuration cycle, depending on where the bus is lo-
cated in its bus hierarchy.

Type 0 Configuration Cycles

For type 0 configuration cycles, AD[1:0] = 00 (Fig-
ure 3-4). Host CPU address bits A[7:2] are not trans-
lated and become ADI[7:2] on the PCI Bus. AD[7:2]
select one of the 256 8-bit I/0 locations in the PCI
configuration space. The FN field (AD[10:8]) is a
function number for multi-function devices and cor-
responds to bits [3:1] of the Configuration Space
Enable Register. Host CPU address bits A[11:8] are
mapped to an IDSEL input for each of the 16 possi-
ble PCI devices. The IDSEL input for each PCI de-
vice must be hard-wired to one of the AD[31:16]
signals.- on the PCl Bus. AD16 is reserved for the

PCMC. While the PCMC does not have an external

IDSEL input pin, this signal is internally hard-wired-to
AD16. Other devices on the PCI bus should not use
AD16.

Type 1 Configuration Cycles

For type 1 configuration cycles, AD[1:0] = 01 (Fig-
ure 3-5). AD[10:2] are generated the same as for
the type 0 configuration cycle. Host CPU address
bits A[11:8] contain the specific device number and
are mapped to AD[14:11]. AD[23:16] contain the
bus number of the PCI Bus that is to be accessed
and corresponds to the Forward Register bits [7:0].
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15 12 11 87 2

Host Address | {4q9q | 10f16 | Conf.Reg.
A[15:2] Agents Offset

v

v

PCl Address c°nf.ﬂeg,

IDSEL# Select R FN

AD[31:0] Offset

0

(Only one "1" and -
AD16 must be 0) Function Number
. (CSE Register Bits [3:1])

Configuration Register Offset
(Selects one of 256 8-bit I/O locations)

31 -J 1615_| 11108 7 210
IDSEL# Select Reserved ‘

290479-7

Figure 3-4. Host-to-PCI Address Mapping for a Type 0 Configuration Cycle

15 12 1 87

2

Host Address | 149 10f 16 | Conf. Reg.

- A[15:2] Agents Offset

v

PCl Address 10f 16
AD[31:0] R FBN 0 Agents Offset

//]

Conf. Reg.

01

31 l 2423 | 16 15 14 11108 7

Reserved

Forward Bus Number
(FORW Register Bits [7:0])

Function Number —
(CSE Register Bits [3:1])

Configuration Register Offset —

210

(Selects one of 256 8-bit I/O locations)

290479-97
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Table 3-4 shows the PCMC configuration space.
The following nomenclature is used for access attri-
butes. :

RO Read Only. If a register is read only, writes
to this register have no effect.

- 82434LX

R/W Read/Write. A register with this attribute
can be read and written.

R/WC Read/Write Clear. A register bit with this at-
tribute can be read and written. However, a
write of a 1 clears (sets to 0) the correspond-
ing bit and a write of a 0 has no effect.

Table 3-4. PCMC Configuration Space

Aggr::ts ng:‘:t:{ Register Name Access
00-01h viD Vendor |dentification RO
02-03h DID Device Identification RO
04-05h PCICMD Command Register R/W
06-07h PCISTS Status Register RO, R/WC
08h RID Revision Identification RO -
0%h RLPI Register-Level Programming Interface RO
0Ah SCCD Sub-Class Code RO
0Bh BCCD Base Class Code RO
0Ch Reserved —
0Dh MLT Master Latency Timer R/W
OEh Reserved —_
OFh BIST BIST Register "RO
10-4Fh ’ Reserved -
50h HCS Host CPU Selection R/W
51h DFC Deturbo Frequency Control R/W
52h SCC Secondary Cache Control R/W
53h HBC Host Read/Write Buffer Control R/W
54h PBC PCI Read/Write Buffer Control R/W
55-56h Reserved —_
57h DRAMC DRAM Control R/W
58h DT DRAM Timing R/W
59-5Fh PAM[6:0] Programmable Attribute Map (7 registers) R/W
60-65h DRB[5:0] DRAM Row Boundary (6 registers) R/W
66-6Fh Reserved —
70h ERRCMD Error Command R/W
71h ERRSTS Error Status R/WC
72h SMRS SMRAM Space R/W
73-77h Reserved —
78-79h MSG Memory Space Gap R/W
© 7C-7Fh FBR Frame Buffer Range R/W
80-FFh Reserved —
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3.2.2 VID—VENDOR IDENTIFICATION REGISTER

Address Offset: 00-01h
Default Value: 8086h
Attribute: Read Only
Size: 16 Bits

. The VID Register contains the vendor identification number. This 16-bit register combined with the Device
Identification Register uniquely identifies any PCI device. Writes to this register have no effect.

15 ' 0 Bit
' 8086h ’ : Default

L Vendor Identification Number (RO)
290479-8

Figure 3-6. Vendor Identification Register
Table 3-5. Vendor Identification Register

Bit Description

15:0 | Vendor Identification Number: This is a 16-bit value assigned to Intel.

3.2.3 DID—DEVICE IDENTIFICATION REGISTER

Address Offset: - 02-03h
Default Value: 04A3h
Attribute: Read Only
Size: 16 Bits

This 16-bit register combined with the Vendor Identification Register uniquely identifies any PCI device. Writes
to this register have no effect.

15 , 0 Bit

04A3h Defauit

L— Device Identification Number (RO)
290479-9

Figure 3-7. Device Identification Register

Table 3-6. Device Identification Register
Bit Description
15:0 | Device Identification Number: This is a 16-bit value assigned to the PCMC.

1-86 _ , I
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3.24 PCICMD—PCI COMMAND REGISTER _ |
Address Offset: 04-05h

Default: - 06h ) E
Attribute: Read/Write
Size: 16 Bits

This 16-bit register provides basic control over the PCMC’s ability to respond to PCl cycles. The PCICMD
Register enables and disables the SERR# signal, the parity error sngnal (PERR#), PCMC response to PCi
special cycles, and enables and disables PCI master accesses to main memory.

15 9 8 7 6 5 3 2 1 0 Bit
- o[afo] m [1]1]o] oweu
Reserved ——| ' , [ 0 Access Enable (RO)
(PCl access to Host 1/0 space)
SERR# Enable(RW) | Always disabled
1=Enabled ; |
0=Disabled Memory Access Enable (R/W) !
. (PCl access to Main Memory) ! :
Reserved ————— 1=Enabled
Parity Error Enable (RW) ——F———— . 0=Disabled
1=Support parity checking on PCl Bus Master Enable (RO) : |
0=No parity checking on PCI (PCI Bus master capability for PCMC) |
Reserved Always enabled ) |
200479-10 ‘

Figure 3-8. PCI Command Register

|

Table 3-7. PCI Command Register - }

Bit Description » i

- - \

15:9 | Reserved. \

8 SERR# Enable (SERRE): SERRE enables/disables the SERR # signal. When SERRE = 1 and

PERRE = 1, SERR# is asserted if the PCMC detects a PCI Bus address/data parity error, main
memory (DRAM) or cache parity error, or a target abort on a PCMC-initiated PCI cycle and the

corresponding errors are enabled in the Error-Command Register. When SERRE = 0, SERR # is
never asserted.

7 Reserved. o

Parity Error Enable (PERRE): PERRE controls the PCMC'’s response to PCI parity errors. This
bit is a master enable for bit 3 of the ERRCMD Register. Thus bit must be set to 1 to enable bit 8
(SERRE) of this register.

5:3 | Reserved.

Bus Master Enable (BME): The PCMC does not support disabling of its bus master capability on
the PCI Bus. This bit is always set to 1, permitting the PCMC to function as a PCI Bus master.
Writes to this bit position have no affect

1 Mernory Access Enable (MAE): This bit enables/disables PCl master access to main memory }
(DRAM). When MAE = 1, the PCMC permits PCI masters to access main memory.if the MEMCS #
signal is asserted. When MAE = 0, the PCMC does not respond to main memory accesses
(MEMCS # asserted).

0 1/0 Access Enable (IOAE): The PCMC does not respond to- PCI 170 cycles, hence this command
. is not supported. PCl master access to |1/0 space on the Host Bus is always disabled.

I ‘ ‘ ' ' 1-87




82434LX - | inte|®

3.2.5 PCISTS—PCI STATUS REGISTER

Address Offset: 06-07h

Default Value:  40h

Atiribute: ~ Read Only, Read/Write Clear

Size: ' 16 Bits

‘PCISTS is a 16-bit status register that reports the occurrence of a PCl master abort, PCI target abort, and

DRAM or cache parity error. PCISTS also indicates the DEVSEL# timing that has been set by the PCMC.
hardware. Bits [15:12] are read/wnte clear and bits [10:9] are read only.

15 14 13 1110 8 7 o Bit

IRI°I°|°|RI1 I I " | eteur
Reserved R Reserved

Signailed System Error (R/WC) Data Parity Detected (R/WC)
1=SERR# asserted by PCMC 1=PCl Data Parity Error Detected
0=SERR# not asserted by PCMC ' 0=No PC| Data Parity Error Detected
' Recelved Master Abort (R/WC) DEVSEL# Timing (RO)

1=Master Abort . : Not Programmable

0=No master abort

—— Reserved

——— Recelved Targit Abort Status (R/WC)
1=Target abort
0=No target abort

290479-11

Figure 3-9. PCI Status Register
) Table 3-8. PC Status Register
Bit ) Description
15 Reserved.

14 Signaled System Error (SSE) When the PCMC asserts the SERR # signal, this bit is also set to 1.
- Software sets SSE to 0-by writing a 1 to this bit.

13 Recelved Master Abort Status (RMAS): When the PCMC terminates a Host-to-PCl transaction
- (PCMC is a PCI master) which is not a special cycle with a master abort, this bitis set to 1.
Software resets this bit to 0 by writinga 1 to it.

12 Recelved Target Abort Status (RTAS): When a PCMC-initiated PCI transactton is terminated with
-a target abort, RTAS is set to 1. The PCMC also asserts SERR # if the SERR # Target Abort bit in
the ERRCMD Register is 1. Software resets RTAS to 0 by writinga 1 to it.

11 Reserved.

10:9 | DEVSEL # Timing (DEVT): This 2-bit field indicates the timing of the DEVSEL # signal when the’
PCMC responds as a target. The PCI specification defines three allowable timings for assertion of
DEVSEL#: 00 = fast, 01 = medium, and 10 = slow (DEVT = 11 is reserved). DEVT indicates
the slowest time that a device asserts DEVSEL # for any bus command, except configuration read
and write cycles. Note that these two bits determine the slowest time that the PCMC asserts
DEVSEL #. However, the PCMC can also assert DEVSEL # in medium time. The PCMC asserts
DEVSEL # in response to sampling MEMCS # active. The PCMC samples MEMCS # one and two
| clocks after FRAME # is sampled asserted. If MEMCS # is sampled active one PCI clock after
FRAME # is sampled active, then the PCMC will respond with DEVSEL # in medium time. If
MEMCS # is sampled active two PCI clocks after FRAME # is sampled actnve then the PCMC will
respond with DEVSEL # in slow time.
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Table 3-8. PCI Status Register (Continued)
Bit Description

8 Data Parity Detected (DPD): This bit is set when all of the following conditions are met:
1. The PCMC asserted PERR # or sampled PERR # asserted,

2. The PCMC was the bus master for the operation in which the error occurred, and,

3. The parity Error Response bit (Command Register bit 6) is set.

7:0 | Reserved.

3.2.6 RID—REVISION IDENTIFICATION REGISTER

Address Offset: 08h

Default Value:  03h for A-3 Stepping
-Attribute: Read Only

Size: 8 Bits

This register contains the revision number of the PCMC. These bits are read only and writes to this register
have no effect. For A-3 Stepping, this value is 03h.

7 0 Bit

| 03h Default !

I—— Revision Identification Number (RO) |
290479-12

Figure 3-10. Revision ldentification Register

Table 3-9. Revision Identification Register
Bit ' Description

7:0 | Revision ldentification Number: This is an 8-bit value that indicates the revision identification
number for the PCMC. i

3.2.7 RLPI—REGISTER-LEVEL PROGRAMMING INTERFACEV REGISTER

Address Offset: 09h
Default Value: 00h
Attribute: Read Only
Size: .. 8 Bits

This read-only register defines the PCMC as having no defined register-level programming interface.

v

7 . 0 Bit

00h

L— Register—Level Programming Interface (RO :
: N 9 N ) (Ro) 290479-98

'Figure 3-11. Register Level Programming Interface Register

Table 3-10. Register Level Programming Interface Register
Bit | ' Description

7:0 | Register-Level Programming Interface (RLPI): This read-only register defines the PCMC as
having no defined register-level programming interface. .
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3.2.8 SCCD—SUB-CLASS CODE REGISTER
Address Offset: 0Ah

Default Value:  00h ' - ¢
Attribute: - Read Only '
Size: 8 Bits

This read-only register defines the PCMC ‘as a host bridge.

7 0 Bit
I " ooh |

L— Sub-Class Code (RO)

200479-99

Figure 3-12. Sub-Class Code Register
Table 3-11. Sub-Class Code Register

Bit |

Description .

7:0

Sub-Class Code Register (SCCD): This read-only register defines the PCMC as a host bridge.

3.29 BCCD—BASE CLASS CODE

Address Offset: 0Bh
Default Value: * 06h -
Attribute: Read Only

Size:

8 Bits

This read-only register defines the PCMC as a bridge device.

7 0 Bt
- 06h l

l— Base Class Code

 290479-A1

" Figure 3-13. Base Class Code Register
Table 3-12. Base Class Code Register

Bit

_ Description

170

Base Class Code Register (BCCD): This read-only register defines the PCMC as a bridge device.
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3.2.10 MLT—MASTER LATENCY TIMER REGISTER

Address Offset: 0Dh
Default Value: 20h
Attribute: Read/Write

Size:

8 Bits

MLT is an 8-bit register that controls the amount of time the PCMC, as a bus master, can burst data on PCI.
MLT is used when the PCMC becomes the PCI Bus master and is cleared and suspended when the PCMC is
not asserting FRAME #. When the PCMC asserts FRAME #, the counter is enabled and begins counting. If the
PCMC finishes its transaction before the count expires, the MLT count is ignored. If the count expires before
the transaction completes the PCMC initiates a transaction termination as soon as its GNT # is removed. The
- number of clocks programmed in the MLT represents the guaranteed time slice (measured in PCI clocks)
allotted to the PCMC, after which it must surrender the bus as soon as its GNT # is taken away. The number of
clocks in the Master Latency Timer is the count value field multiplied by 16.

7 4 3 -0 Bit

I Count Value I R |Defoult

I L— Reserved
Master Latency Count Value (R/W)

290479-13

Figure 3-14. Master Latency Timer Register

Table 3-13. Master Latency Timer Register

Bit Description

7:4 | Master Latency Timer Count Value: If GNT # is negated during a PCMC-initiated PCI burst cycle,
the PCMC limits the duration of the burst cycle to the number of PCI Bus clocks specified by this
field, multiplied by 16.

3:.0

Reserved.
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3.2.11 BIST—BIST REGISTER

Offset: - OFh
Default: Oh
Attribute: Read Only
Size: 8 Bits

The BIST function is not supported by the PCMC. Writes to this register have no affect.

. 7 65 43 0 Bit
0| R 0 0.0 0 Default

l—— BIST Completion Code (RO)
) Not supported

Reserved -

Start BIST (RO)
Not supported

BIST Supported (RO)
Not supported

290479-14

Figure 3-15, BIST Register
Table 3-14. BIST Register

Bit Description
7 BIST Supported: This read only bit is always set to 0, disabling the BIST function. Writes to this bit
position have no affect.
6 Start BIST: This function is not supported and writes have no affect.
54 | Reserved. ‘ ;
3:0 | Completion Code: This read only field always reiurns 0 when read and writes have no affect.
1-92
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3.2.12 HCS—-HOST CPU SELECTION REGISTER
Address Offset: 50h ,

Default Value: 82h k r'
Attribute: Read/Write
Size 8 Bits

The HCS Register is used to specify the Host CPU type and speed. This 8-bit register is also used to enable
and disable the first level cache. A hard reset selects the Pentium microprocessor as the Host CPU Type
(bits[7:5] = 100), disables the first level cache, and selects 60 MHz as the Host CPU frequency.

7 5 4 3 2 1 0 Bit
1 0 0 R 0| R| 0O | Default ;g
Host CPU Type (RO) J L Host CPU Frequency (R/W)
100=Pentium Processor ; 0=60 MHz
1=66 MHz
Reserved Reserved
First Level Cache Enable (R/W)
1=Enabled
‘0=Disabled .
200479-16

Figure 3-16. Host CPU Selection Register
Table 3-15. Host CPU Selection Register
Bit ‘ Description ’

7:5 | Host CPU Type (HCT) This field defines the Host CPU Type. These bits are hardwrred to 100, which
selects the Pentium microprocessor. All other combinations are reserved

4:3 | Reserved.

2 First Level Cache Enable (FLCE): FLCE enables and disables the first level cache. When FLCE = 1,
the PCMC responds to CPU cycles with KEN# asserted for cacheable memory cycles. When FLCE =
0, KEN # is always negated. This prevents new cache line fills to either the first level or second level
caches. -

Reserved.

0 Host Operating Frequency (HOF): If this bit is 1, the PCMC supports a 66 MHz CPU. If this bit is reset
to 0, the PCMC supports a 60 MHz CPU. The DRAM refresh rate is adjusted according to the
frequency selected by this field.

193
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3.2.13 DFC—DETURBO FREQUENCY CONTROL REGISTER

Address Offset: 51h
Default Value: 80h
Attribute: Read/Write
Size: 8 Bits

Some software packages rely on the operating speed of the processor to time certain system events. To
maintain backward compatibility with these software packages, the PCMC provides a mechanism to emulate a
slower operating speed. This emulation is achieved with the PCMC’s deturbo mode. The deturbo mode is
enabled and disabled via the DM bit in the Turbo-Reset Control Register. When the deturbo mode is enabled,
the PCMC periodically asserts AHOLD to slow down the effective speed of the CPU. The duty cycle of the
AHOLD active period is controlled by the DFC Register.

7 6 5 0 Bit
l 1 0 I R IDefuult
l————-— Reserved

Deturbo Mode vvFrequency
Adjustment Value (R/W)

290479-17

Figure 3-17. Deturbo Frequency Control Register
Table 3-16. Deturbo Frequency Control Register

Bit Description

7:6 | Deturbo Mode Frequency Adjustment Value: This 2-bit value effectively defines the duty cycle of
the AHOLD signal. The value programmed into this register is compared against a free running 8-bit
counter running at 1/ the CPU clock. When the counter is greater than the value specified in this
register, AHOLD is asserted. AHOLD is negated when the counter value is equal to or smaller than
the contents of this register. AHOLD is negated when the counter rolls over to 00h. The deturbo
emulation speed is directly proportional to the value in this register. Smaller values in this register
yield slower deturbo emulation speed. Valid combinations for bits [7:6] are 01, 10, and 11. A value of
00 is reserved and must be written to this field.

5:0 | Reserved.
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3.2.14 SCC—SECONDARY CACHE CONTROL REGISTER |
Address Offset: 52h o ‘

Default: SSS01*10 S = Strapping option : |
Attribute: Read/Write
Size: 8 Bits

This 8-bit register defines the secondary cache operations. The SCC register enables and disables the second

level cache, adjusts cache size, selects the cache write and allocation policies, and defines the cache SRAM
type.

7 1 0 Bit
EROOnonoLES
Secondary Cache Size (R/W) [-— S dary Cache Enable (R/W)
00=Cache not populated 1=Cache enabled
01=Reserved 0=Cache disabled
1°f256 KBytes Secondary Cache Write Pollcy (H/W)
11=512 KBytes
1=Write-back
SRAM Type (R/W) ) ‘ 0=Write-through ,
1=Burst SRAM - —— Reserved '
0=Standard SRAM —— Cache Byte Control
S dary Cache Allocation — 1=Byte Write Enable
1=CACHE# Active or Inactive 0=Byte Select
0=CACHE# Active .
290479-18

Figure 3-18. Secondary Cache Control Register |
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Table 3-17. Secondary Cache Control Register

Bit

Description

76

Secondary Cache Size (SCS): This field defines the size of the second level cache. The values
sampled on the A[31:30] lines at the rising edge of PWROK are inverted and stored in this field.
Bits[7:6] Secondary Cache Size
00 Cache not populated
01 Reserved
10 256 KBytes
11 512 KBytes

SRAM Type (SRAMT): This bit selects between standard SRAMs or burst SRAMs to implement the

5
secondary cache. When SRAMT is reset to 0, standard SRAMs are selected. When SRAMT is set to 1,
burst SRAMs are selected. With burst SRAMs, CPU burst read and write cycle latencies are 3-1-1-1.
With standard SRAMs the CPU burst read latency is 3-2-2-2 and the write latency is 4-2-2-2. The value
sampled on A29 at the rising edge of PWROK is inverted and stored in this field.

4 | Secondary Cache Allocation (SCA): SCA controls when the PCMC performs line fills in.the
secondary cache. When SCA =0, secondary cache line fills occur only for cycles where CACHE # is
active. When SCA = 1, secondary cache line fills occur for all CPU cycles to cacheable memory
regardless of the state of CACHE #.

3 Cache Byte Control (CBC): When programmed for asynchronous SRAMs, this bit defines whether
the cache uses individual write enables per byte or has a single write enable and byte select lines per
byte. When set to a 1, write enable control is used. When reset to 0, byte select control is used.

2 Reserved :

Secondary Cache Write Policy (SCWP): SCWP selects between write-baek and write-through cache

| policies for the secondary cache. When SCWP = 0 and the secondary cache is enabled (bit0 = 1),
the secondary cache is configured for write-through mode. When SCWP = 1 and the secondary
cache is enabled (bit 0 = 1), the secondary cache is configured for write-back mode.

0 | Secondary Cache Enable (SCE): SCE enables and disables the secondary cache. When SCE = 1,

the secondary cache is enabled. When SCE = 0, the secondary cache is disabled. When the
secondary cache is disabled, the PCMC forwards all main memory cycles to the DRAM interface. Note
that setting this bit to 0 does not affect existing valid cache lines. If a cache line contains modified
data, the data is not written back to memory. Valid lines in the cache remain valid. When the
secondary cache is disabled, the CWE[7:0] # lines will remain inactive. COE[1:0] # may still toggle.

When system software disables secondary caching through this register during run-time, the software
should first flush the second level cache. This process is accomplished by first disabling first level
caching via the PCE bit in the HCS Register. This prevents the KEN # signal from being asserted,
which disables any further line fills. At this point, software executes the WBINVD instruction to flush
the caches. When the instruction completes, bit 0 of this register can be reset to 0, disabling the
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3.2.15 HBC—HOST READ/WRITE BUFFER CONTROL

Offset: 53h
Default: 00h
Attribute: Read/Write
Size: 8 Bits

The HBC Register enables and disables Host-to-main memory and Host-to-PCl posting of write cycles. When
posting is enabled, the write buffers in the LBX devices post the data that is destined for either main memory
or PCI. This register also permits a CPU-to-main memory read cycle to be performed before any pending
posted write data is written to memory.

7 4 3 2 1 0 Bit

R 0 R|{ 0| O [ Default

1=Enabled

Reserved __[ —| l— Host-to-Memory Posting Enable (RW)
0=Disabled

Read-around-Write Enable (R/W)
1=Enabled
0=Disabled Host-to-PCI Posting Enable (R/W)

1=Enabled
Reserved 0=Disabled

290479-19

Figure 3-19. Host Read/Write Buffer Control
Table 3-18. Host Read/Write Buffer Control

Bit

Description

7:4

Reserved.

Read-Around-Write Enable (RAWCM): If enabled, the PCMC, during a CPU read cycle to memory
where posted write cycles are pending, internally snoops the write buffers. If the address of the read
differs from the posted write addresses, the PCMC initiates the memory read cycle ahead of the
pending posted memory write. When RAWCM = 0, the pending posted write is written to memory
before the memory read is performed. When RAWCM = 1, the PCMC initiates the memory read
ahead of the pending posted memory writes.

Reserved.

Host-to-PCI Posting Enable (HPPE): This bit enables and disables the posting of Host-to-PCl write
datain the LBX posting buffers. When HPPE = 1, up to 4 Dwords of data can be posted to PCI.
When HPPE = 0, buffering is disabled and each CPU write does not complete until the PCl
transaction completes (TRDY # is asserted).

Host-to-Memory Posting Enable (HMPE): This bit enables and disables the postmg -of Host-to-
main memory write data in the LBX posting buffers. When HMPE = 1, the CPU can post a single
write or a burst write (4 Qwords). The CPU burst write completes at 4-1-1-1 when the second level
cache is in write-back mode and at 3-1-1-1 when-the second level cache is either disabled or in
write-through mode. When HMPE = 0, Host-to-main memory posting is disabled and CPU write
cycles do not complete until the data is written to memory.
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3.2.16 PBC—PCI READ/WRITE BUFFER CONTROL REGISTER

Address Offset: 54h o -
Default Value:  00h /, "

Attribute: Read/Write

Size: 8 Bits

The PBC Register enables and dlsables PCl-to-main memory write posting and permnts single CPU-to-PCl

writes to

be assembled into PCI burst cycles

- 0=LBXs are not connected to TRDY# 0=Disabled -

7 3 2 1 0 Bit

R 0 0|0 Defgult 7
Reserved | L PCl-to-Memory Posting Enable (R/W)
1=Enabled
0=Disabled
LBXs Connected to TRDY# (R/W) PCI Burst Write Enable (RIW)
1=LBXs are connected to TRDY# ~ 1=Enabled

' 290479-20

’ Flgure 3-20. PCI Read/erte Buffer Control Reglster :
Table 3-19 PCl Read/Write Buffer Control Register )

Bit

Descriptlon

7:3

Reserved.

" TRDY # signal, this bit must be set to 1 before the CPU writes to PCI.

LBXs Connected to TRDY #: The TRDY # pin on the LBXs can be connected either to the PCI
TRDY # signal or to ground. The cycle time for CPU-to-PCl writes is improved if TRDY # is
connected to the LBXs. Since there are two LBXs used in a system, connecting this signal to the
LBXs increases the electrical loading of TRDY # by two loads. When this bit is set to 1, the LBXs are
externally hardwired to TRDY #. This enables the capability of CPU-to-PCl writes at 2-1-1-1... (PCI
clocks). When this bit is reset to 0, the LBXs are not’connected to TRDY # and CPU-to-PClI writes
are completed at 2-2-2-2... timing. For designs where the LBXs TRDY # pin is connected to the PCI

PCI Burst Write Enable (PBWE): This bit enables and disables PCI Burst memory write cycles for
back-to-back sequential CPU memory write cycles to PCl. When PBWE is set to 1, PCI burst writes
are enabled. When PBWE is reset to 0, PCI burst writes are disabled and each single CPU write to
PClinvokes a single PCl write cycle (each cycle has an associated FRAME # sequence).

PCl-to-Memory Posting Enable (PMPE): This bit enables and disables posting of PCI-to-memory
write cycles. The posting occurs in a pair of four Dword-deep buffers in the LBXs. When PMPE is set
to 1, these buffers are used to post PCl-to-main memory write data. When PMPE is reset to 0, PCI
write transactions to main memory are limited to single transfers. The PCMC asserts STOP # with
the first TRDY # to disconnect the PCI Master.

1-98



in‘tel . | - 82434LX

3.2.17 DRAMC—DRAM CONTROL REGISTER

Address Offset: 5§7h
Default Value: 31h
Attribute: Read/Write
Size: 8 Bits

This 8-bit register controls main memory DRAM operating modes and features.

7 6 5 4 3 2 1 0 Bit
R 1 1 ojJo0}|oO0 1 Default
Reserved —J L Refresh Enable (R/W)
1=Enabled
0=Disabled
Refresh Type (R/W)
1=CAS# before RAS# refresh
Parity Error Mask Enable (R/W) 0=RAS# only refresh
1=Enabled
0=Disabled L— Burst of Four Refresh (R/W)
1=Burst of four refresh
0-Active RAS# (R/'W) — 0=Single refresh
1=0-Active RAS# Mode '
0=1-Active RAS# Mode L— SMRAM Enable (R/W)
. ' 1=Enabled
0=Disabled
290479-21

Figure 3-21. DRAM Control Register
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Table 3-20. DRAM Control Register

Bit

Description

176

Reserved.

Parity Error Mask (PERRM): When PERRM = 1, parity errors generated during DRAM read cycles
initiated by either the CPU request or a PCI Master are masked. This bit affects bits 0 and 1 of the Error
Command Register and the ability of the PCMC to respond to PCHK # and assert SERR# when a
DRAM parity error occurs. When PERRM is reset to 0, parity errors are not masked.

0-Active RAS # Mode: This bit determines if the DRAM page for a particular row remains open (i.e.
RAS# remains asserted after a DRAM cycle) enabling the possibility that the next DRAM access may
be either a page hit, a page miss, or a row miss. The DRAM interface is then in 1-active RAS# mode. If
this bit is reset to 0, RAS # remains asserted after a DRAM cycle. If this bit is set to 1, RAS # is
negated after every DRAM cycle, resulting in a row miss for every DRAM cycle. The DRAM interface is
then in O-active RAS # mode.

SMRAM Enable (SMRE): When SMRE is set 1, CPU accesses to a 64 KByte block of data at the top
of memory are qualified with the SMIACT # pin of the CPU. Read and write cycles to this 64 KByte
block functions normally if SMIACT # is asserted. If SMIACT # is negated when accessing this block,
the cycle is forwarded to PCl. When SMRE is reset to 0, accesses to the upper 64 KByte block are
treated normally and SMIACT # has no effect. This bit must be set to 1 to enable the use of the
SMRAM space register at configuration space offset 72h.

Burst of Four Refresh (BFR): When BFR is setto 1, refreshes are performed in sets of four, at a
frequency 4 of the normal refresh rate. The PCMC defers refreshes to idle times, if possible. When
BFRis reset to 0, single refreshes occur at 15.6 us refresh rate.

Refresh Type (RT): When RT is set to 1, the PCMC uses CAS # before RAS # timing to refresh the
DRAM array. For this refresh type, the PCMC does not supply refresh addresses. When RT is reset to
0, RAS # only refresh is used and the PCMC drives refresh addresses on the MA[10:0] lines. RAS #
only refresh can be used with any type of second level cache configuration (i.e., no second level cache
is present, or either a burst SRAM or standard SRAM second level cache is implemented). CAS #-
before-RAS # refresh can be enabled when either no second level cache is present or a burst SRAM
second level cache is.implemented. CAS #-before-RAS # refresh should not be used when a standard
SRAM second level cache is implemented.

Refresh Enable (RE): When RE is set to 1, the main memory array is refreshed as configured via bits
1 and 2 of this register. When RE is reset to 0, DRAM refresh is disabled. Note that disabling refresh
results in the loss of DRAM data.

3.2.18 DT—DRAM TIMING REGISTER

Address Offset: 58h
Default Value: - 00h
Attribute: Read/Write

Size:

8 Bits

This register controls the leadoff latency for CPU DRAM accesses.

10
? L]
L 0RAM Leadoff Waitstate (R/W)

Reserved

290479-15
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Figure 3-22. DRAM Timing Register
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Table 3-21. DRAM Timing Register
Bit J Description

7:1 | Reserved.

0 DRAM Leadoff Waitstate (DLW): When set, the PCMC will add an extra wait state to all CPU
DRAM accesses. An extra clock is inserted between when the PCMC drives the column addresses
and when CAS[7:0] # are asserted.

3.2.19 PAM—PROGRAMMABLE ATTRIBUTE MAP REGISTERS (PAM[6:0])

Address Offset: 59h-5Fh
Default Value: PAMO = OFh, PAM[1:6] = Oh
Attribute: Read/Write

The PCMC allows programmable memory and cacheability attributes on 14 memory segments of various sizes
in the 512 KByte to 1 MByte address range. Seven Programmable Attribute Map (PAM).Registers are used to
support these features. Three bits are used to specify cacheability and memory attributes for each memory
segment. These attributes are:

RE— Read Enable: When RE = 1, the CPU read accesses to the corresponding memory segment are
directed to main memory. Conversely, when RE = .0, the CPU read accesses are directed to PCI.

WE— Write Enable: When WE = 1, the CPU write accesses to the corresponding memory segment are
directed to main memory. Conversely, when WE -= 0, the CPU write accesses are directed to PCI.

CE— Cache Enable: When CE = 1, the corresponding memory segment is cacheable. CE must not be set
to 1 when RE is reset to 0 for any particular memory segment. When CE = 1 and WE = 0, the
corresponding memory segment is cached in the first and second level caches only on CPU code read
cycles.

The RE and WE attributes permit a memory segment to be Read Only, Write Only, Read/Write, or disabled.
For example, if a memory segment has RE = 1 and WE = 0, the segment is Read Only. The characteristics
for memory segments with these read/write attributes are described in Table 3-22.

Table 3-22. Attribute Definition

Read/Write
Attribute

Read Only Read cycles: CPU cycles are serviced by the DRAM in a normal manner.

Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well as the
cache. Instead, the cycles are passed to PCI for termination.

Areas marked as Read Only are cacheable for Code accesses only. These regions may be
cached in the second level cache, however as noted above, writes are forwarded to PCI,
effectively write protecting the data.

Definition

Write Only Read cycles: All read cycles are ignored by the DRAM interface as well as the second level

- | cache. CPU-initiated read cycles are passed onto PCI for termination. The write only state
can be used while copying the contents of a ROM, accessible on PCI, to main memory for
shadowing; as in the case of BIOS shadowing.

Write cycles: CPU write cycles are serviced by the DRAM and cache in a normal manner.

Read/Write | This is the normal operating mode of main memory. Both read and write cycles from the
CPU and PCl are serviced by the DRAM and cache interface.

Disabled All read and write cycles to this area are ignored by the DRAM and cache interface. These
cycles are forwarded to PCI for termination.
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Each PAM Register controls two regions typically 16 KByte in size. Each of these regions have a 4-bit field.
The four bits that control each region have the same encodlng and are deflned in Table 3-23.

Table 3-23. Attrlbute Bit Assignment

Bits [7,3] Bits [6,2] Bits [5,1] Bits [4,0] -
Reserved | Cache Enable | Write Enable | Read Enable Description
X X 0 0 DRAM disabled, accesses directed to
PCI
X 0 0 1 " read only, DRAM write protected,
L non-cacheable X
X 1 0 1 . read only, DRAM write protected,
cacheable for code accesses only
X 0 1 0 write only
X 0 1 read/write, non-cacheable
X 1 1 1 read/write, cacheable
NOTE:

To enable PCl master access to the DRAM address space from C0000h to FFFFFh the MEMCS#‘
configuration registers of the ISA or EISA bridge must be properly conflgured These registers must

‘correspond to the PAM Registers in the PCMC.

As an example, consider a BIOS that is implemented on the expansion bus. During the initialization process
the BIOS can be shadowed in main memory to increase the system performance. When a BIOS is shadowed
in main memory, it should be copied to the same address location. To shadow the BIOS, the attributes for that
address range should be set to write only. The BIOS is shadowed by first doing a read of that address. This
read is forwarded to the expansion bus. The CPU then does a write of the same address, which is directed to
* ‘'main memory. After the BIOS is shadowed, the attributes for that memory area are set to read only so that all
writes are forwarded to the expanswn bus
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Offset
 PAM6 5Fh
PAM5 SEh
PAM4 5Dh
PAM3 5Ch
PAM2 5Bh
PAM1 5Ah
PAMO 59h
/ \
J7 6 5 4 2 10\
R |CE |WE |RE | R |CE | WE | RE
Reserved —J J l— Read Enable (R/W)
Cache Enable (RIW) faired
1=Enable
0=Disable Write Enable (R/W)
1=Enable
Write Enable (R/W) 0=Disable
1=Enable
0=Disable — Cache Enable (R/W)
1=Enable
Read Enable (R/W) — 0O=Disable
1=Enable
0O=Disable — Reserved
290479-22
Figure 3-23. PAM Registers
Table 3-24. PAM Registers and Associated Memory Segments
PAM Reg Attribute Bits Memory Segment Comments Offset
PAMO[3:0] R CE WE RE 080000h-09FFFFh 512K to 640K 59h
PAMO(7:4] R CE WE RE O0F0000h-0OFFFFFh BIOS Area 59h
PAM1[3:0] R CE WE RE 0C0000h-0C3FFFh ISA Add-on BIOS 5Ah
PAM1[7:4] R CE WE RE 0C4000h-0C7FFFh ISA Add-on BIOS 5Ah
PAM2[3:0] R CE WE RE 0C8000h-0CBFFFh ISA Add-on BIOS 5Bh
PAM2([7:4] R CE WE RE 0CCO00h-0CFFFFh ISA Add-on BIOS 5Bh
PAMB3[3:0] R CE WE RE 0D0000h—-0D3FFFh ISA Add-on BIOS 5Ch
PAM3[7:4] R CE WE RE 0D4000h-0D7FFFh ISA Add-on BIOS 5Ch
PAM4[3:0] R CE WE RE 0D8000h-0DBFFFh ISA Add-on BIOS 5Dh
PAM4[7:4] R CE WE RE 0DC000h-0DFFFFh ISA Add-on BIOS 5Dh
PAM5[3:0] R CE WE RE OE0000h-0E3FFFh BIOS Extension 5Eh
PAM5(7:4] R CE WE RE 0E4000h-0E7FFFh BIOS Extension 5Eh
PAMS6[3:0] R CE WE RE OE8000h-O0EBFFFh BIOS Extension 5Fh
PAM6(7:4] R CE WE RE OEC000h-O0EFFFFh' BIOS Extension 5Fh
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DOS Application Area (00000h-9FFFh)

The 640 KByte DOS application area is split into two regions. The first region is 0 KByte—512 KByte and the
second region is 512 KByte—-640 KByte. Read, write, and cacheability attributes are always enabled and are
not programmable for the 0 KByte-512 KByte region.

Video Buffer Area (A0000h-BFFFFh)

This 128 KByte area is not controlled by attribute bits. CPU-initiated cycles in this region are always forwarded
to PCI for termination. This area is not cacheable.

Expansion Area (C0000h-DFFFFh)

This 128 KByte area is divided into eight 16 KByte segments. Each segment can be assigned one of four
Read/Write states: read-only, write-only, read/write, or disabled. Memory that is disabled is not remapped.
Cacheability status can also be specified for each segment.

Extended System BIOS Area (E0000h-EFFFFh)

This 64 KByte area is divided into four 16 KByte segments. Each segment can be assigned independent
cacheability, read, and write attributes. Memory segments that are disabled are not remapped elsewhere.

System BIOS Area (FO000h-FFFFFh)

This area is a single 64 KByte segment. This segment can be assigned cacheability, read, and write attributes.
When disabled, this segment is not remapped.

Extended Memory Area (100000h-FFFFFFFFh)

The extended memory area can be split into several parts;

e Flash BIOS area from 4 GByte to 4 GByte—-512 KByte (aliased on ISA at 16 MByte—15.5 MByte)
® DRAM Memory from 1 MByte to a maximum of 192 MBytes

® PCl Memory space from the top of DRAM to 4 GByte-512 KByte

® Memory Space Gap between the range of 1 MByte up to 15.5 MByte

* Frame Buffer Range mapped into PCI Memory Space or the Memory Space Gap.

On power-up or reset the CPU vectors to the Flash BIOS area, mapped in the range of 4 GByte to4 GByte—
512 KByte. This area is physically mapped on the expansion bus. Since these addresses are in the upper
4 GByte range, the request is directed to PCI.

The DRAM memory space can occupy extended memory from a minimum of 2 MByte up to 192 MBytes. This
memory is cacheable.

The address space on PCl between the Flash BIOS (4 GByte to 4 GByte-512 KByte) and the top of DRAM
(including any remapped memory) may be occupied by PCI memory. This memory space is not cacheable.
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3.2.20 DRB—DRAM ROW BOUNDARY REGISTERS ‘ '

Address Offset: 60-65h
Default Value: 02h
Attribute: Read/Write
Size: 8 Bits

The PCMC supports 6 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define
upper and lower addresses for each DRAM row. Contents of these 8-bit registers represent the boundary
addresses in MBytes.

DRBO = Total amount of memory in row 0 (in MBytes)

DRB1 = Total amount of memory in row 0 + row 1 (in MBytes)

DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in MBytes)

DRB3 = Total amount of memory inrow 0 + row 1 + row:2 + row 3 (in MBytes)

DRB4 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 + row 4 (in MBytes)

DRB5 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 + row 4 + row § (in MBytes)

The DRAM array can be configured with 256K x 36, 1M x 36 and 4M x 36 SIMMs. Each register defines an
address range that will cause a particular RAS # line to be asserted (e.g. if the first DRAM row is 2 MBytes in
size then accesses within the 0 to 2 MBytes range will cause RASO# to be asserted). The DRAM Row
Boundary (DRB) Registers are programmed with an 8-bit upper address limit value. This upper address limit is
compared to A[27:20] of the Host address bus, for each row, to determine if DRAM is being targeted. Since
this value is 8 bits and the resolution is 1 MByte, the total bits compared span a 256 MByte space. However,
only 192 MBytes of main memory is supported. :

Offset !

DRBS 65h
DRB4 64h
DRB3 . 63h
DRB2 62h
DRB1 61h
DRBO . 60h

' / \

/ \
/7 o\
' Value
l— Row Boundary Address
in MBytes (R/W)
290479-23

Figure 3-24. DRAM Row Boundary Register

Table 3-25. DRAM Row Boundary Register
Bit Description

7:0 | Row Boundary Address in MBytes: This 8-bit value is compared against address lines A[27:20] to
determine the upper address limit of a particular row, i.e., this DRB — previous DRB = row size. Bits
7,6, 4, 2 and 0 of DRBO are reserved. Bits 7 and 0 of DRB1 are reserved and Bit 0 is reserved in
DRB2 through DRBS. ‘
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Row Boundary Address in MBytes

These 8-bit values represent the upper address limits of the six rows (i.e., this row — previous row = row size).
Unpopulated rows have a value equal to the previous row (row size = 0). The value programmed into DRB5
reflects the maximum amount of DRAM in the system. Memory remapped at the top of DRAM, as a result of
setting the Memory Space Gap Register, is not reflected in the DRB Registers. The top of memory is always
determined by the value written into DRB5 added to the memory space gap size (if enabled).

As an example of a general purpose configuration where 3 physical rows are configured for either single-sided
or double-sided SIMMs, the memory array would be configured like the one shown in Figure 3-25. In this
configuration, the' PCMC drives two RAS# signals directly to the SIMM rows. If single-sided SIMMs are
populated, the even RAS# signal is used and the odd RAS# is not connected. lf double-sided SIMMs are
used, both RAS# signals are used. .

RAS5# —» SIMM-5 Back SIMM-4 Back | DRBS

———————————————————————————— ----| DRB4
RAS4# —» SIMM-5 Front SIMM-4 Front
RAS3# —» SIMM-3 Back SIMM-2 Back g:ga

____________________________ . P)
RAS2# —» SIMM-3 Front SIMM-2 Front

- D

RAS1# —» SIMM-1 Back SIMM-0 Back D:I?

———————————————————————————— Gee e 0
RASO# —» SIMM-1 Front SIMM-0 Front

200479-24

Figure 3-25. SIMMs and Corresponding DRB Registers

The following 2 examples describe how the DRB Registers are programmed for cases of smgle -sided and
double-sided SIMMs on a motherboard having a total of 6 SIMM sockets:
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Example #1

The memory ai’ray is pdpulated with six single-sided 256 KByte x 36 SIMMs. Two SIMMs are required for each ;-
populated row making each populated row 2 MBytes in size. Filling the array yields 6 MBytes total DRAM. The 4
DRB Regusters are programmed as follows: ‘

DRBO = 02h ° populated

DRB1 = 02h  empty row, not double-sided SIMMs

DRB2 = 04h  populated

DRB3 = 04h  empty row, not double-sided SIMMs

DRB4 = 06h  populated

DRB5 = 06h  empty row, not double-sided SIMMs, maximum memory = 6 MBytes

v

Example #2

As an another example, if the first four SIMM sockets are populated with 2M x 36 double-sided SIMMs and the
last two SIMM sockets are populated with 4M x 36 single-sided SIMMs then filling the array yields 64 MBytes
total DRAM. The DRB Registers are programmed as follows:

DRBO = 08h  populated with 8 MBytes, 1, of the double-sided SIMMs

DRB1 = 10h  the other 8 MBytes of the double-sided SIMMs

DRB2 = 18h  populated with 8 MBytes, ‘/2 of the double-sided SIMMs ) ‘
DRB3 = 20h  the other 8 MBytes of the double-sided SIMMs i ‘ }
DRB4 = 40h  populated with 32 MBytes f
DRB5 = 40h  empty row, not double-sided SIMMs, maximum memory = 64 MBytes
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3.221 ERRCMD—ERROR COMMAND REGISTER
Address Offset: 70h

Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

The Error Command Reglster controls the PCMC responses to various system errors. Bit 6 of the PCICMD
.Register in the master enable for bit 3 of this register. Bit 6 of the PCICMD Register must be set to 1 to enable
the error reporting function defined by bit 3 of this register. Bits 6 and 8 of the PCICMD Register are the master
enables for bits 7, 6, 5, 4 and 1 of this register. Both bits 6 and 8 of the PCICMD Register must be set to 1 to
enable the error reporting functions defined by bits 7, 6, 5, 4 and 1 of this register.

3 2 1 0 Bit

'Default

7 6 5 4
o |lo | oo
SERR# on Received |
Target Abort (R/W)
1=Enabled
0=Disabled
SERR# on Transmitted
PCI Data Parity Error (R/W)
1=Enabled
0=Disabled
SERR# on Transmitted —
PCI Data Parity Error (R/IW)
1=Enabled
0=Disabled
SERR# on PCI Address ——
Parity Error (R/W)
1=Enabled
0=Disableq

l—- MCHK on DRAM/L2 Cache
\Data Parity Error
Enable (R/'W)
1=Enabled
O=Disabled

! SERR# on DRAM/L2 Cache Data
Parity Error Enable (R/W)
1=Enabled
0=Disabled

— . L2 Cache Parity (R/W) '
1=L2 cache implements parity (either
bit 1 or 0 may apply to L2 reads)
0=L2 cache does not implement parity

— PERR# on Receiving a

Data Parity Error (RIW)
1=Enabled .
Dlsabled

290479-25

Figure 3-26. Error Command Register
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Table 3-26. Error Command Register

Bit

Description

SERR # on Received Target Abort: When this bit is set to 1 (and bits 6 and 8 of the PCICMD
Register are set to 1), the PCMC asserts SERR # upon receiving a target abort. When this bit is reset
to 0, the PCMC is disabled from asserting SERR # upon receiving a target abort.

SERR# on Transmitted PCI Data Parity Error: When this bit is set to 1 (and bits 6 and 8 of the
PCICMD Register are set to 1), the PCMC asserts SERR # when it detects a data parity error as a
result of a CPU-to-PCl write (PERR # detected asserted). When this bit is reset to 0 the PCMC is
disabled from asserting SERR # when data parity errors are detected via PERR #.

SERR# on Received PCl Data Parity Error: When this bit is set to 1 (and bits 6 and 8 of the
PCICMD Register are set to 1), the PCMC asserts SERR # when it detects a data parity error as a
result of a CPU-to-PCl read (PAR incorrect with received data). In this case, the SERR # signal is
asserted when parity errors are detected on PCI return data. When this bit is reset to 0, the PCMC is
disabled from asserting SERR # when data parity errors are detected during a CPU-to-PCl read.

SERR# on PCI Address Parity Error: When this bit is set to 1 (and bits 6 and 8 of the PCICMD
Register are set to 1), the PCMC asserts SERR # when an address parity error is detected on PCI
transactions. When this bit is reset to 0, the PCMC is disabled from asserting SERR # when address
parity errors are detected on PCl transactions.

PERR# on Receiving a Data Parity Error: This bit indicates whether the PERR # signal is
implemented in the system. When this bit is set to 1 (and bit 6 of the PCICMD Register is also set to
1), the PCMC asserts PERR # when it detects a data parity error (PAR incorrect with received data),
either from a CPU-to-PCl read or a PCI master write to memory. When this bit is reset to 0 (or blt 6 of
the PCICMD Register is reset to 0), the PERR # signal is not asserted by the PCMC.

L2 Cache Parity Enable: This bit indicates that the second level cache implements parity. When
this bit is set to 1, bit 0 and bit 1 of this register control the checking of parity errors during CPU reads
from the second level cache. If this bit is 0, parity is not checked when the CPU reads from the
second level cache (PCHK # ignored) and neither bit 1 nor bit 0 apply.

SERR# on DRAM/L2 Cache Data Parity Error Enable: This bit enables and disables the SERR #
signal for parity errors on reads from main memory or the second level cache. When this bit is set to
1 (and bits 6 and 8 of the PCICMD Register are set to 1), and bit 0 of this register is set 1, SERR # is
enabled upon a PCHK # assertion from the CPU when reading from main memory or the second
level cache. The processor indicates that a parity error was received by asserting PCHK#. The
PCMC then latches status information in the Error Status register and asserts SERR#. When this bit
is reset to 0, SERR # is not asserted upon detecting a panty error. 10 is a reserved combination of
bits [1:0] of this register.

0 = Disable assertion of SERR# upon detecting a DRAM/second level cache read parity error.
1 = Enable assertion of SERR # upon detecting a DRAM/second level cache read parity error.

MCHK on DRAM/L2 Cache Data Parity Error Enable: When this bit is set to 1, PEN # is asserted
for data returned from main memory or the second level cache. The processor indicates that a parity
error was received by asserting the PCHK # signal. In addition, the processor invokes a machine
check exception if enabled via the MCE bit in CR4 in the Pentium processor. The PCMC then latches
status information in the Error Status Register. When this bit is reset to 0, PEN # is not asserted. 10
is a reserved combination of bits [1:0] of this register.
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3.2.22 ERRSTS—ERROR STATUS REGISTER
Address Offset: 71h .

Default Value: ~ 00h | .
Attribute: - Read/Write Clear o
Size: 8 Bits

The Error Status Register is an 8-bit register that reports the occurrence of PCl, second level cache, and
DRAM parity errors. This register also reports the occurrence of a CPU shutdown cycle.

7 6 5 4 3 2

[olel = [e]e E ITW

Reserved ——J -—I ’ Shutdown Cycle
. . Detected (R/WC)
:E"“Ty’;‘::o“:mg;“ 1=Shutdown Cycle
1=Data Parity Error . . 0=No Shutdown Cycle
0=No Data Parity Error Reserved
Reserved ’ ‘L2 Cache Data Parity Error (R/WC)
1=L2 Cache Data Parity Error
0=No L2 Cache Data Parity Error
'— DRAM Data Parity Error (RIWC)

1=DRAM Data Parity Error
- 0=No DRAM Data Parity Error
: 290479-26

'Figure 3-27. Error Status Register

Table 3-27. Error Status Register
Bit ; ' ' o Descrlptlon
7 Reserved. ) . : R

6 PCI Transmitted Data Parity Error: The PCMC sets this bitto a 1 when it detects a data parity
| error (PERR# asserted) as a result of a CPU-to-PCI write. Software resets this bit to 0 by writing a 1
toit.

5:4 | Reserved. ‘ ) '

DRAM Data Parity Error: The PCMC sets this bit to a 1 when it detects a parity error from the CPU
PCHK # signal resulting from a CPU-to-main memory read. Software resets this bit to 0 by writing a 1
toit.

2 L2 Cache Data Parity Error- The PCMC sets this bit to a 1 when it detects a parity error from the
CPU PCHK # signal resulting from a CPU read access that hit in the second level cache. Software
resets this bit to 0 by writing a 1 to it.

Reserved.

0 Shutdown Cycle Detected: The PCMC sets this bit to a 1 when it detects a shutdown special cycle
on the Host Bus. Under this condition the PCMC drives a shutdown special cycle on PCl and asserts
INIT. Software resets this bit to 0 by writing a 1 to it.
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3.2.23 SMRS—SMRAM SPACE REGISTER

Address Offset: 72h
Default Value: 00h
Attribute: R/W
Size: 8 Bits

The PCMC supports a 64 KByte SMRAM space which can be selected to reside at the top of main memory,
A0000-AFFFFh or BOO00-BFFFFh. The SMRAM space defined by this register is not cacheable. This regis- - i
ter defines a mechanism which allows the CPU to execute code out of the SMRAM space at either AOOOOh or i
BO00Oh while accessing the frame buffer on PCl. The SMRAM Enable bit in the DRAM Control register must
be set to 1 to enable the features defined by this register.

7 6 5 4 3 2 0 Bit
| R 1 0—[ 0 I 0 I 0 0 0 |Defou|t
i
Reserved ~ SMM Base Segment (R/W) K

. (See table below)
Open SMRAM Space (R/W)
1 = SMRAM Access Open L Lock SMRAM Space (R/W)
0 = SMRAM Access in SMM Only 1 = SMRAM Locked

0 = SMRAM Not Locked

Close SMRAM Space (R/W)
1 = Data Access to PCl

0 = Data Access to SMRAM 200479-A2

Figure 3-28. SMRAM Space Register

Table 3-28. SMRAM Space Register
Bit ’ Descrlptlon
7:6 | Reserved.

5 Open SMRAM Space (OSS): When set to 1, the CPU can access SMRAM space without being in
SMM mode. That is, access to SMRAM are permitted even with SMIACT # inactive. This bit is
intended to be used during POST to allow the CPU to initialize SMRAM space before ihe first SMI #
interrupt is issued.

4 Close SMRAM SPACE (CSS): When this bit is set to 1 and SMRAM is enabled, CPU code accesses

.| tothe SMRAM memory range are directed to SMRAM in main memory and data accesses are
forwarded to PCI.-This bit allows the CPU to read and write the frame buffer on PCl while executing ;
SMM code. When reset to 0, and SMRAM is enabled, all accesses to the SMRAM memory range 1
|

both code and data, are directed to SMRAM (main memory).

3 Lock SMRAM Space (LSS): When set to 1, this bit prevents the SMRAM space from being
manually opened, effectlvely disabling bit 5 of this register. Only a power-on reset can reset this bit
to 0.

2:0 | SMM Base Segment (SBS): This field defines the 64 KByte base segment where SMRAM is
located. The memory area defined by this field is non- cacheab|e

Bits SMRAM Location
000 Top of Main Memory
001 Reserved

‘010  A0000-AFFFFh

011 © B0000-BFFFFh

100 Reserved

101 Reserved

110  Reserved

111 Reserved
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3.2.24 MSG—MEMORY SPACE GAP REGISTER

‘Address Offset: 78-79h -

Default Value: 00h

Attribute: Read/Write '
Size: 16 Bits

The Memory Space Gap Register defines the starting address and size of a gap in main memory. This reglster
accommodates ISA devices that have their memory mapped into the 1 MByte to 15.5 MByte range (e.g., an
ISA LAN card or an ISA frame buffer). The Memory Space Gap register defines a hole in main memory that
transfers the cycles in this address space to the PCl Bus instead of main memory. This area is not cacheable.

The memory space gap starting address must be a multiple of the memory space gap size. For example, a
2 MByte gap must start at 2 4, 6, 8, 10, 12, or 14 MBytes. )

NOTE:
Memory that is disabled by the gap created by this register is remapped to the top of memory. This
remapped memory is accessible, except in the case where this would cause the top of main memory to
exceed 192 MBytes. .

15 14 12 11 87 43 0 Bit
0 0 . R . o D R . Default
L L 'Reserved
Memory Space Gap '
Starting Address (R/W)
MSGSA=A[23:20]
Reserved
Memory Space Gap Size (R/W)
. 000 =1 MBytes
“— Memory Space Gap Enable (R/W) 00 1 =2 MBytes
* 1=Enabled 01 1=4MBytes
' 0O=Disabled 111=8MBytes

(all other combinations are reserved)
29047927

Figure 3-29. Memory Space Gap Register
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Table 3-29. Memory Space Gap Register

Bit

Description

15

Memory Space Gap Enable (MSGE): MSGE enables and disables the memory space gap. When -
MSGE is set to 1, the CPU accesses to the address range defined by this register are forwarded to
PCI bus. The size of the gap created in main memory causes a corresponding amount of DRAM to
be remapped at the top of main memory (top specified by DRB Registers). If the Frame Buffer
Range is programmed below 16 MBytes and within main memory space, the MSG register must
include the Frame Buffer Range. When MSGE is reset to 0, the memory space gap is disabled.

14:12

Memory Space Gap Size (MSGS): This 3-bit field defines the size of the memory space gap. If the
Frame Buffer Range is programmed below 16 MBytes and within main memory space, this register
must include the frame buffer range. The amount of main memory specified by these bits is
remapped to the top of main memory.
Bit[14:12] Memory Gap Size
000 1 MBytes
001 2 MBytes
011 4 MBytes
111 8 MBytes
(all other combinations are reserved)

11:8

Reserved.

74

Memory Space Gap Starting Address (MSGSA): These 4 bits define the starting address of the
memory space gap in the space from 1 MByte to 16 MByte. These bits are compared against
A[23:20]. The memory space gap starting address must be a multiple of the memory space gap
size. For example, a 2 MByte gap must start at 2, 4, 6, 8, 10, 12, or 14 MBytes.

3:0

Reserved.
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3.2.25 FBR—FRAME BUFFER RANGE REGISTER

Address Offset: 7C-7Fh
Default Value:  0000h
Attribute: Read/Write
Size: 32 Bits

This 32-bit register enables and disables a frame buffer area and provides attribute settings for the frame
buffer area. The attributes defined in this register are intended to increase the performance of the frame buffer.
The FBR Register can be used to accommodate PCI devices that have their memory mapped onto PCI from
the top of DRAM to 4 GByte-512 KByte range (e.g., a linear frame buffer). If the Frame Buffer Range is
located within the 1 MByte to 16 MByte main memory region where DRAM is populated, the Memory Space
Gap Register must be programmed to include the Frame Buffer Range.

31 - 20 19 1413 12 11 10 9 8 7 6 43 0 Bit
0 ] R !OIOI R Io|o|ol HI 0 IDoqult
I I T
Buffer Offset (R/W) Reserved Buffer Range (R/W)
A[31:20] ) 0000=1 MB
0001=2 MB
Byte Merging (R/W) 0011=4 MB

1=Enabled 0111=8 MB
0=Disabled . 1111=16 MB

128K VGA Range Attribute Enable (R/W) Reserved
1=Enabled '
0=Disabled — Transparent Buffer
Reserved — Writes (R/W)
1=Flush not required
0=Flush required

— CPU-to-PClI Prefetch (R/W)
1=Prefetch enabled

No LOCK Requests (RW) — 0=Prefetch disabled

1=No LOCK Request enabled

0=No LOCK Request disabled

290479-28

Figure 3-30. Frame Buffer Range Register

Memory Space

4GB

192MB | Frame Buffer Range
(1,2, 4, 8, or 16 MByte
size within this region)
16 MB
1MB
0
NOTE: ' 290479-29

Frame buffer must be located above main memory or within the memory space gap.

Figure 3-31. Frame Buffer Range

1-114



i ntel o ' 82434LX

Table 3-30. Frame Buffer Range Register

Bit

Description

31:20

Buffer Offset (BO): BO defines the starting address of the frame buffer address space in
increments of 1 MByte. This 12-bit field is compared directly against A[31:20]. The frame buffer
range can either be located at the top of memory, including remapped memory or within the memory
space gap (i.e., frame buffer range programmed below 16 MByte and within main memory space.
When these blts are reset to 000h and bit 12 is reset to 0, all features defined by this register are
disabled.

19:14

Reserved.

13

Byte Merging (BM): Byte merging permits CPU-to-PCl byte writes to the LBX posted write buffer to
be combined into a single transfer on the PCI Bus, when appropriate. When BM is set to 1, byte
merging on CPU-to-PCl posted write cycles is enabled. When BM is reset to 0, byte merging is
disabled.

12

128K VGA Range Attribute Enable (VRAE): When VRAE = 1, the attributes defined in this
register (bits [13, 10:7]) also apply to the VGA memory range of AO0O0Oh-BFFFFh regardless of the
value programmed in the Buffer Offset field. When VRAE = 0, the attributes do not apply to the
VGA memory range. Note that this bit only affects the mentioned attributes of the VGA memory
range and does not enable or disable accesses to the VGA memory range.

11:10

Reserved.

No LOCK Requests (NLR): When NLR is set to 1, the PCMC never requests exclusive access to a
PCl resource via the PCI LOCK # signal in the range defined by this register. When NLR is reset to
0, exclusive access via the PCl LOCK # signal in the range defined by this register is enabled.

CPU-to-PCl Prefetch (CPP): This bit enables and disables CPU-to-PCl read prefetch. When CPPis
set to 1, CPU-to-PCl reads cause read prefetchmg into the 4 Dword-deep buffer in the LBX. When
CPP is reset to 0, prefetching is disabled.

Transparent Buffer Writes (TBW): When set to 1, this bit indicates that writes to the Frame Buffer
Range need not be flushed for deadlock or coherence reasons on synchronization events (i.e., PCl
master reads, and the FLSHBUF # /MEMREQ# protocol).

When reset to 0, this bit indicates that upon synchronization events flushing is required for Frame
Buffer writes posted in the CPU-to-PCl Write Buffer in the LBX.

6:4

Reserved.

3:0

Buffer Range (BR): These bits define the size of the frame buffer address space, allowingup to
16 MBytes of frame buffer. If the frame buffer range is within the memory space gap, the buffer
range is limited to 8 MBytes and must be included within the memory space gap size. The bits listed
below in the Reserved Buffer Offset (BO) Bits column are ignored by the PCMC for the
corresponding buffer sizes.
Reserved Buffer
Bits[3:0] Buffer Size Offset (BO) Bits
0000 1 MBytes None
0001 2 MBytes [20]
0011 4 MBytes - [21:20]
0111  8MBytes [22:20]
1111 16 MBytes [23:20]
(all other combinations are reserved) -

,
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4.0 PCMC ADDRESS MAP

The Pentium processor has two distinct physical ad-

dress spaces: Memory and 1/0. The memory ad-
dress space is 4 GBytes and the |/0 address space
- is 64 KBytes. The PCMC maps accesses to these
address spaces as described in this section.

4.1 CPU Memory Address Map

Figure 4-1 shows the address map for the 4 GByte
Host CPU memory address space. Depending on
the address range and whether a memory gap is
enabled via the MSG Register, the PCMC forwards
CPU memory accesses to either main memory or
‘'PCl memory. Accesses forwarded to main memory

.= i :
intel.
invoke operations on the DRAM interface and ac-
cesses forwarded to PCl memory invoke operations

on PCl. Mapping to the PClI Bus. permits PCI or
EISA/ISA Bus-based memory.

The . main memory size ranges from- 2 to
192 MBytes Memory accesses above 192 MBytes
are always forwarded to PCI. In addition, a memory
gap can be created in the 1 MByte to 16 MByte re-
gion that provides a window to PCl-based memory.
The location and size of the gap is programmable.
Accesses to addresses in the gap are ignored by the
DRAM controller and forwarded to PCI. Note that
CPU memory accesses that are forwarded to PCI
(including the Memory Space Gap) are not cache-
able. Only main memory controlled by the PCMC
DRAM interface is cacheable.

4GB

192 MB

Main Memory

Upper Limit
16 MByte |- — Main Memory
Memory Space Gap End
Memory Space Gap Base
Main Memory
1024 KB Main Memory
or PCl Memory
.| (PC Compatibility Range
s12kB | npatibility Range)
Main Memory
0 (PC Compatibility Range)

290479-91

Figure 4-1. CPU Memory Address Map—Full Range
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4.2 System Management RAM—
SMRAM

The PCMC supports the use of main memory as
System Management RAM (SMRAM) enabling the
use of System Management Mode. This function is
enabled and disabled via the DRAM Control Regis-
ter. When this function is disabled, the PCMC mem-
ory map is defined by the DRB and PAM Registers.
When SMRAM is enabled, the PCMC reserves the
top 64 KBytes of main memory for use as SMRAM.

SMRAM can also be placed at AO00Oh through
AFFFFh or BO00Oh through BFFFFh via the
SMRAM Space Register at configuration space off-
set 72h. Enhanced SMRAM features can also be
enabled via the SMRAM Space Register.

4.3 PC Compatibility Range

The PC Compatibility Range is the first MByte of the
Memory Map. The 512 KByte to 1 MByte range is
subdivided into several regions as shown in Figure
4-2. Each region is provided with programmable at-

82434LX

tributes in the PAM Registers. The attributes are

Read Enable (RE), Write Enable (WE) and Cache
Enable (CE). The attributes determine readability,
writeability and cacheability of the corresponding
memory region. When the associated bit in the PAM
Register is set to a 1, the attribute is enabled and
when set to a 0 the attribute is disabled. The follow-
ing rules apply for cacheability in the first level and
second level caches:

1. If RE = 1, WE = 1, and CE = 1, the region is
cacheable in the first level and second level
caches.

2. If RE = 1, WE = 0, and CE = 1, the region is
cacheable. only on code reads (i.e., D/C# =0).
Data reads do not result in a line fill. Writes to the
region are not serviced by the secondary cache,
but are forwarded to PCI.

The RE and WE bits for each region are used to
shadow BIOS ROM in main memory for improved
system performance. To shadow BIOS area, RE is
reset to 0 and WE is set to 1. RE is set to 1 and WE
is reset to 0. Any writes to the BIOS area are for-
warded to PCl.
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- 1024KB oFFFFFh ~
‘ . Planar BIOS Memory Programmable .
0F0000h ' (64 KBytes) ’ Attljibutes: RE, WE, CE
960KB  oeFFFFA : ’
, BIOS Extension Memory
: Setup and POST Memory Programmable
PCI Development BIOS Memory | Attributes: RE, WE, CE
OEO0000h | (64 KBytes) ~ :
896 KB  oDFEFFh » -
" ISA Card BIOS & Buffer Memory | Programmable
0C8000h (96 KBytes) Attributes: RE, WE, CE
800KB  oc7FFFh | '
- Video BIOS Memory Programmable
0C0000h (32 KBytes) ~ Attributes: RE, WE, CE
' 768KB  ogFFFFR
‘ PCI/ISA Video Buffer Memory Read/Write Accesses
0A000Oh - " (128 KBytes) forwarded to PCI Bus
640KB  ogFFFFh ' |
Host/PCI/EISA Memory Programmable
: 080000h (128 KBytes) Attributes: RE, WE, CE
512KB  o7FFFFh o
) Host Memory Fixed Attributes:
0 (512 KBytes) RE, WE, CE
' 29047_9-92

Figure 4-2. CPU Memory Address Map—PC Compatibility Range

4.4 1/0 Address Map

1/0 devices (other than the PCMC) are not support-
" ed on the Host Bus. The PCMC generates PCI Bus
cycles for all CPU I/O accesses, except to the
PCMC internal registers. Figure 4-3 shows the map-
ping for the CPU 1I/0 address space. Two PCMC
registers are located in the CPU 1/0 address space.

They are the Configuration Spaceé Enable (CSE) -
Register located at OCF8h and the Turbo-Reset’

Control (TRC) Register located at OCF9h.
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Except for the two above mentioned 1/0 locations,
all other CPU 1/0 accesses are mapped to either
PCI 1/0 space or PCI configuration space. If the ac-
cess is to PCl I/0 space, the PCl address is the
same as the CPU address. If the access is to PCI
configuration space, the CPU address is mapped to
a configuration space address as described in Sec-

- tion 3.0, Register Description.
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64 KB rerrn
PCI I/O Space
(12 KBytes)
52K8 Dooon
PCI Configuration Space Range

,,,,,,,,,,,,,,, (4 KBytes) ................] C100h
C000h
48 KB
PCI I/O Space BFFFh
(45K+6 Bytes)
= OCFAh
Turbo/Reset Control Register
(3K-6)B (1 Byte) OCF9h
K-7 Configuration Space Enable Register
(3K-7)B (1 Byte) OCF8h
(3K-8)B OCF7h .
PCI I/O Space
(3K-8)Bytes)
0 Oh
290479-93

Figure 4-3. CPU 1/0 Address Map

If configuration space is enabled via the CSE Regis-
ter, the PCMC maps accesses in the address range
of C100h to CFFFh to PCI configuration space. Ac-
cesses to the PCMC: configuration register range

(C000h to COFFh) are intercepted by the PCMC and -

not forwarded to PCI. If the configuration space is
disabled in the CSE Register, CPU accesses to the
configuration address range (CO00h to CFFFh) are
forwarded to PCI 1/0 space.

5.0 SECOND LEVEL CACHE
INTERFACE

5.1 Cache Overview

The PCMC integrates a high performance write-
back/write-through second level cache controller
providing integrated tags and a full first level and
second level cache coherency mechanism. The sec-

ond level cache controller can be configured to sup- -

port either a 256 KByte cache or a 512 KByte cache

using either synchronous burst SRAMs or standard -

asynchronous SRAMs. The cache is direct mapped
and can be configured to support either a write-back
or write-through write policy. Parity on the second
level cache data SRAMs is optional.

The PCMC contains 4096 address tags. Each tag
represents a sector in the second level cache. If the
second level cache is 256 KByte, each tag repre-
sents two cache lines. If the second level cache is

512 KByte, each tag represents four cache lines.

Thus, in the 256 KByte configuration each sector
contains two lines. In the 512 KByte configuration,

1

each sector contains four lines. Valid and modified
status bits are kept on a per line basis. Thus, in the
case of a 256 KByte cache each tag has two valid

‘bits and two modified bits associated with it. In the

case of a 512 KByte cache each tag has four valid
and four modified bits associated with it. Upon a
CPU read cache miss, the PCMC inspects the valid
and modified bits within the addressed sector and
writes back to main memory only the lines marked
both valid-and modified. All of the lines in the sector
are then invalidated. The line fill will then occur and
the valid bit associated with the allocated line will be
set. Only the requested line will be fetched from
main memory and written into the cache. If no write
back is required, all of the lines in the sector are
marked invalid. The line fill then occurs and the valid
bit associated with the allocated line will be set.

Lines are not allocated on write misses. When a

CPU write hits a line in the second level cache, the
modified bit for the line is set.

The second level cache is optional to allow the
PCMC to be used in ‘a low cost configuration. A
256 KByte cache is implemented with a single bank
of eight 32K x 9 SRAMs if parity is supported or 32K
x 8 SRAMs if parity is not supported on the cache. A
512 KByte cache is implemented with four 64K x 18
SRAMs if parity is supported or 64K x 16 SRAMs if
parity is not supported on the cache. Two 74AS373
latchs complete the cache. Only main memory con-
trolled by the PCMC DRAM interface is cached.

’ Memory on PCl is not cached.

. Figures 5-1 and 5-2 depict the organization of the

internal tags in the PCMC configured for a
256 KByte cache and a 512 KByte cache.
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A5
Line l
0 1
Tag 4K - 1
Tag 4K - 2
A[17:6] —»
Index
Tag 0
T Valid valid
Al27:18] Modified  Modified
Tag
Line0 Line1
290479-30
Figure 5-1. PCMC Internal Tags with 256 KByte Cache
‘ Al6:5] '
I ;- Line 1 I
00 01 10 1
Tag 4K - 1
Tag 4K - 2
A[18:7] —»
Index
Tag 0
T valid T Valid T Valid T Valid T
A[2T7a';9] Modified ~ Modified  Modified  Modified
Line0 Linet Line2 Line3
290479-31
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Figure 5-2. PCMC Internal Tags with 512 KByte Cache
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In the 256 KByte cache configuration A[17:6] form
the tag RAM index. The ten tag bits read from the
tag RAM are compared against A[27:18] from the
host address bus. Two valid bits and two modified
bits are kept per tag in this configuration. Host ad-
dress bit 5 is used to select between lines 0 and 1
within a sector. In the 512 KByte cache configuration
A[18:7] form the tag RAM index. The nine bits read
from the tag RAM are compared against A[27:19]
from the host bus. Four valid bits and four modified
bits are kept per tag. Host address bits 5 and 6 are

82434LX

used to select between lines 0, 1, 2 and 3 within a
sector.

The Secondary Cache Controller Register at offset
52h in configuration space controls the secondary
cache size, write and allocation policies, and SRAM
type. The cache can also be enabled and disabled
via this register.

Figures 5-3 through 57 show the connections be-
tween the PCMC and the external cache data
SRAMs and latches.

PCMC : 74AS373

CALE > E

_E‘ OE#

CA[17:7]

32K X 9 SRAM

CAA/B[6:3]

Al14:4]

»| A[3:0]
COE[1:0}# —»
] |

CWET# N 1 » HD[63:56], DP7

CWE6# : » HD[55:48], DP6

CWES# > : —> HD[47:40}, DPS

CWE4# »| WE# D[8:0} » HD[39:32), DP4

CWE3# »| WE# D[8:0] » HD[31:24], DP3

CWE2# »] WE# D[8:0] —» HD[23:16], DP2

CWE1# ——{ WE# D[8:0] —» HD[15:8], DP1

CWEO# » WE# D[8:0]|¢— HD[7:0], DPO

290479-32

Figure 5-3. PCMC Connections to 256 KByte Cache with Standard SRAMs
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PCMC 74AS373
CA[18:7]
CALE 64K X 18 SRAM

CAA/B[6:3] - >

COE[1:0}# - »| -
CWET7# > » HD[63:56), DP7
CWES6# »| WL# D[8:0]|« » HD[55:48], DP6
CWES# :I WH# D[17:9)ie # HD[47:40], DP5
CWE4# »| WL# D{8:0]i« » HD[39:32], DP4

. CWE3# :I WH# D[17:9]l¢+— HD[31:24], DP3
CWE2# »| WL#  D[8:0}le—» HD[23:16], DP2
CWE1# ":I WH# D[17:9] HD[15:8], DP1
CWEO# — »| WL# DIB:OII::: HD[7:0], DPO

290479-33

’

Figure 5-4. PCMC Connections to 512 KByte Cache with Dual-Write Enable Standard SRAMs.

, | pcmc 74AS373
HA[18:7] CA[18:7]
CALE > E 64K X 18 SRAM
o= |
= A15:4]
CAA/BI6:3] »] AL3:0]
COE[1:0)# »1 OE# |
CRW[1:0}# WE#
\ i i
CBS7# | BH# D[17:9] |« »-HD[63:56], DP7
cBS6# ! BL#  D[8:0] [« $ HD[55:48], DP6
cBSS# > BHF  D[17:9] |&{——#>HD[47:40], DP5
CBS4# »| BL#  D[8:0]|« »HD[39:32], DP4
cBsS3¥ »] BH# D[17:9] {@¢}—P-HD[31:24)}, DP3
cBS2# , BL# ' D[8:0) D[23:16], DP2
CBS1# — > HD[15:8], DP1
CBSO# > D[7:0], DPO

1290479-A3

Figure 5-5. PCMC Connections to 512 KByte Cache with Dual-Byte Select SRAMs
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PCNIC 74AS373
CA[17:7]
HCLK[C-F)
CALE 32K X 9 SRAM
CLK h
Af14:4] L
CAA/BI[6:3] |- A[3:0] N
CADS[1:0}# ADSC# H
CADV[1:0]# ADV#
COE(1:0}# OE#
VDD
e
Ccso
_r—{csi#
CWET# WE# D[8:0] — HD{63:56}, DP7
CWEG# ='l WE#__D(8:0] # HD[55:48), DP6
CWES# -»| WE# _D[8:0] » HD[47:40), DPS
CWE4# »| WE# _D[8:0} # HD[39:32], DP4
CWE3# »{ WE# DI[8:0]] $ HD[31:24], DP3
CWE2# > WE# D[8:0] » HD[23:16], DP2
CWE1# v‘l' WE# D[8:0] -» HD[15:8}], DP1
CWEO# | WE# _D([8:0}|«—» HD[7:0}, DPO
290479-34
3 7
Figure 5-6. PCMC Connections to 256 KByte Cache with Burst SRAMs
PCMC 74AS373
HA[18:7] CA[18:7]
HCLKIC-D]
CALE E 84K X 18 SRAM
_[CLoE*
- CLK
Al15:4] ]
CAA/B[6:3] A[3:0] |
CADS[1:0}# »| ADSCH#
CADV[1:0}# »| ADV# -
COE[1:0}# OE#
: VDD
T ADSP#
=% .
CWET# WH# D[17:9] |« » HD[63:56], DP7
CWES# » WL# D[8:0] | —» HD[55:48), DP6
CWES# »| WH# D[17:9) # HD[47:40), DP5
CWE4# »| WL# - D[8:0] — HD[39:32], DP4
CWE3# | WH# D[17:9) & HD[31:24], DP3
CWE2# »| WL#  D[8:0] » HD[23:16), DP2
CWE1# »| WH# D[17:9] |¢—p HD[15:8], DP1
CWEO# »| WL#  D[8:0] |[¢—P HD[7:0}, DPO
; 290479-35

Figure 5-7. PCMC Connections for 512 KByte Cache with Burst SRAMs’
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When CALE is asserted, HA[18:7] flow through the

address latch. When CALE is negated the address is
captured in the latch allowing the processor to pipe-
line the next bus cycle onto the address bus. Two
copies of CA[6:3], COE#, CADS# and CADV # are
provided to reduce capacitive loading. Both copies
should be used when the second level cache is im-
plemented with eight 32K x 8 or 32K x 9 SRAMs.
Either both copies or only one copy can be used
with 64K x 18 or 64K x 16 SRAMs as determined by
the system board layout and timing analysis. The
two copies are always driven to the same logic level.
CAA[4:3] and CAB[4:3] are used to count through
the Pentium microprocessor burst order when stan-
dard SRAMs are used to implement the cache. With
burst SRAMSs, the address counting is provided in-
side the SRAMs. In this case, CAA[4:3] and
CABI4:3] are only used at the beginning of a cycle
to load the initial low order address bits into. the
burst SRAMs. During CPU accesses, host address
lines 6 and 5 are propagated to the CAA[6:5] and

CAB[6:5] lines and are internally latched. When a -
CPU read cycle forces a line replacement in the sec- -

ond level cache, all modified lines ‘within the ad-
dressed sector are written back to main memory.
The PCMC uses CAAI[6:5] and CABI[6:5] to select
among the lines within the sector. The Cache Output
Enables, COE[1:0]1# are asserted to enable the
SRAMSs to drive data onto the host data bus.  The
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‘Cache Write Enables, CWE[7:0] # allow byte control

during CPU writes to the second level cache. An
asynchronous SRAM 512 KByte cache can be im-
plemented with two different types of SRAM byte
control. Figure 5-4 depicts the PCMC connections to
a 512 KByte cache using 64K x 18 or 64K x 16
SRAMs with two write enables per SRAM. Each
SRAM has a high and low write enable. Figure 5-5
depicts the PCMC. connections to a 512 KByte
cache using 64K x 18 or 64K x 16 SRAMs with two
byte select lines per SRAM. Each SRAM has a high
and low byte select. The type of cache byte control
(Write Enable or Byte Select) is programmed in the
Cache Byte Control bit in the Secondary Cache Con-
trol register at configuration space offset 52h. When
this bit is reset to 0, Byte Select control is used. In
this mode, the CBS[7:0] # lines are multiplexed onto
pins 90, 91 and 95-100 and the CR/W[1:0]# pins
are multiplexed onto pins 93 and 94. When this bit is’
set to 1, Byte Write Enable control is used. In this
mode, the CWEI[7:0]# lines are multiplexed onto
pins 90, 91 and 95-100. CADS[1:0]# and
CADV[1:0] # are only used with burst SRAMs. The
Cache Address Strobes, CADS[1:0] # are asserted
to cause the burst SRAMs to latch the cache ad-
dress at the beginning of a second level cache ac-
cess. CADS[1:0]1# can be connected to either
ADSP# or ADSC# on the SRAMs. The Cache Ad-
vance signals, CADV[1:0] # are asserted to cause
the burst SRAMs to advance to the next address of
the burst sequence.
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5.2 Clock Latencies

Tables 5-1 and 5-2 list the latencies for various CPU
transfers to or from the second level cache for stan-
dard SRAMs and burst SRAMs. Standard SRAM ac-
cess times of 12 and 15 ns are recommended for 66
and 60 MHz operation, respectively. Burst SRAM
clock access times of 8 and 9 ns are recommended
for 66 and 60 MHz operation respectively. Precise
SRAM timing requirements should be determined by
system board electrical simulation with SRAM 1/0
buffer models.

Table 5-1. Second Level Cache Latencies

with Standard SRAM
Cycle Type HCLK Count

Burst Read 3-2-2-2
Burst Write ' 4-2.2-2
Single Read 3
Single Write ‘ 4
Pipelined Back-to-Back Burst | 3-2-2-2/3-2-2-2
Reads .
Burst Read followed by 3-2-2-2/4

Pipelined Write

Table 5-2. Second Level Cache Latencies

with Burst SRAM

Cycle Type HCLK Count .
Burst Read 3-1-1-1
Burst Write . 3-1-1-1
Single Read - 3
Single Write . 3
'Pipelined Back-to-Back Burst 3-1-1-1/1-1-1-1
Reads
Read Followed by Pipelined 3-1-1-1/2

Write

82434LX

5.3 Standard SRAM Cache Cycles

The following sections describe the activity of the
second level cache interface when standard asyn-
chronous SRAMs are used to implement the cache.

5.3.1 BURST READ

Figure 5-8 depicts a burst read from the second lev-
el cache with standard SRAMs. The CPU initiates
the read cycle by driving address and status onto
the bus and asserting ADS#. Initially, the CA[6:3]
are a propagation delay from the host address lines
A[6:3]. Upon sampling W/R# active and M/IO# in-
active, while ADS# is asserted, the PCMC asserts
COE # to begin a read cycle from the SRAMs. CALE
is negated, latching the address lines on the SRAM
address inputs, allowing the CPU to pipeline a new
address onto the bus. CA[4:3] cycle through the
Pentium microprocessor burst order, completing the
cycle. PEN# is asserted with the first BRDY # and
negated with the last BRDY # if parity is implement-
ed on the second level cache data SRAMs and the
MCHK DRAM/Second Level Cache Data Parity bit
in the Error Command Register (offset 70h) is set.
Figure 5-9 depicts a burst read from the second lev-
el cache with standard 16- or 18-bit wide Dual-Byte
Select SRAMs. A single read cycle from the second
level cache is very similar to the first transfer of a
burst read cycle: CALE is not negated throughout
the cycle. COE # is asserted as shown above, but is
negated with BRDY #.

When the Secondary Cache Allocation (SCA) bit in
the Secondary Cache Control register is set, the
PCMC will perform a line fill in the secondary cache
even if the CACHE # signal from the CPU is inactive.
In this case, AHOLD is asserted to prevent the CPU
from beginning a new cycle while the second level
cache line fill is completing.

Back-to-back pipelined burst reads from the second
level cache are shown in the Figure 5-10. )
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HCLK
ADS#

A[31:3]

KEN#

NA#

PEN#

BRDY#

CALE

CA[6:5]

CA[4:3]

COE#

200479-36

Figure 5-8. CPU Burst Read from Second Level Cache with Standard SRAM

HCLK |
ADS#

KEN#
NA#
- PEN#

A[31:3] i

BRDY#

CALE

CA[6:5]
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Figure 5-9. Burst Read from Second Level Cache with Dual-Byte Select SRAMs
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Figure 5-10. Plpéllned Back-to-Back Burst Reads from Second Level Cache with Standard SRAM

Due to assertion of NA#, the CPU drives a new ad-
dress onto the bus before the first cycle is complete.
In this case, the second cycle is a hit in the second
level cache. Immediately upon completion of the first
read cycle, the PCMC begins the second cycle.
When the first cycle completes, the PCMC drives the
new address to the SRAMs on CA[6:3] and asserts
CALE. The second cycle is very similar to the first,
completing at a rate of 3-2-2-2. The cache address
lines must be held at the SRAM address inputs until
the first cycle completes. Only after the last BRDY #
is returned, can CALE be asserted and CA[6:3] be
changed. Thus, the pipelined cycle completes at the
same rate as a non-pipelined cycle.

5.3.2 BURST WRITE

A burst write cycle is used to write back a cache line
from the first level cache to either the second level
cache or DRAM. Figure 5-11 depicts a burst write
cycle to the second level cache with standard
SRAMs.

The CPU initiates the write cycle by driving address
and status onto the bus and asserting ADS #. Initial-
ly, the CA[6:3] propagate from the host address
lines A[6:3]. CALE is negated, latching the address
lines on the SRAM address inputs, allowing the CPU
to pipeline a new address onto the bus. Burst write
cycles from the Pentium microprocessor always be-
gin with the low order Qword and advances to the
high order Qword. CWE[7:0]# are generated from
an internally delayed version of HCLK, providing ad-
dress setup time to CWE[7:0] # falling and data set-
up time to CWE[7:01# rising edges. HIG[4:0] are
driven to PCMWQ (Post CPU to Memory Write Buff-
er Qword) only when the PCMC is programmed for a
write-through write policy. When programmed for
write-back mode, the modified bit associated with
the line is set within the PCMC. The single write cy-

cle is very similar to the first write of a burst write

cycle. A burst read cycle followed by a pipelined
write cycle with standard SRAMs is depicted in Fig-
ure 5-3.
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Figure 5-11. Burst Write to Second Level Cache with Standard SRAM
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Figure 5-12. Burst Write to Second Level Cache with Dual-Byte Select SRAMs
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Figure 5-13. Burst Read followed by Pipelined Write with Standard SRAM
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5.3.3 CACHE LINE FILL

If the CPU issues a memory read cycle to cacheable
memory which is not in the second level cache, a
first and second level cache line fill occurs. Figure
5-14 depicts a CPU read cycle that results in a line
fill into the first and second level caches.

Figure 5-16 depicts the host bus ‘activity during a

CPU read cycle which forces a write-back from the
second level cache to the CPU-to-memory posted
write buffer as the DRAM read cycle begins.

The CPU issues a memory read cycle which misses:
in the second level cache. In this instance, a modi-

E = :
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fied line in the second level cache must be written
back to main memory before the new line can be
filled into the cache. The PCMC inspects the valid
and modified bits for each of the lines within the
addressed sector and writes back only the valid
lines within the sector that are in the modified state.
During the write-back cycle, CA[4:3] begin with the
initial value driven by the Pentium microprocessor
and proceed in the Pentium. microprocessor burst
order. CA[6:5] are used to count through the lines
within the addressed sector. When two or more lines
must be written back to main memory, CA[6:5]
count in the direction from line 0 to line 3. CA[6:5]
advance to the next line to be written back to main
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Figure 5-14. Cache Line Fill with Standard SRAM, DRAM Page Hit
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Figure 5-15. Cache Line Fill with Dual-Byte Select Standard SRAM, DRAM Page Hit
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Figure 5-16. CPU Cache Read Miss, Write Back, Line Fill with Standard SRAM

memory, skipping lines which are not modified. Fig-
ure 5-16 depicts the case of just one of the lines in a
sector being written back to main memory. In this
case, the entire line can be posted in the CPU-to-
Main Memory posted write buffer by driving the
HIG[4:0] lines to the PCMWQ command as each
Qword is read from the cache. At the same time, the
required DRAM read cycle is beginning. As soon as
the de-allocated line is written into the posted write
buffer, the HIG[4:0] lines are driven to CMR (CPU
Memory Read) to allow data to propagate from the
DRAM data lines to the CPU data lines. The
CWE[7:0] # lines are not generated from a delayed
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version of HCLK (as they are in the case of CPU to

second level cache burst write), but from ordinary
HCLK rising edges. CMR is driven on the HIG[4:0]
lines throughout the DRAM read portion of the cycle.
With the fourth assertion of BRDY # the HIG[4:0]
lines change to NOPC. The LBXs however, do not
tri-state the host data lines until MDLE rises.
CWE[7:0]1# and MDLE track such that MDLE will

- not rise before CWE[7:0] #. Thus, the LBXs contin-

ue to drive the host data lines until CWE[7:0] # are
negated. CA[6:3] remain at the valid values until the
clock after the last BRDY #, providing address hold
time to CWE[7:0] # rising.
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PEN# is asserted as shown if the MCHK DRAM/L2
Cache Data Parity Error bit in the Error Command
Register (offset 70h) is set. If the second level cache
supports parity, PEN# is always asserted during
CPU read cycles in the third clock in case the cycle
hits in the cache.

If more than one line must be written back to main
memory, the PCMC fills the CPU-to-Main Memory
Posted Write Buffer and loads another Qword into
the buffer as each Qword write completes into main
memory. The writes into DRAM proceed as page hit
write cycles from one line to the next, completing at
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line
write-back. All modifed lines except for the last one
to be written back are posted and written to memory
before the DRAM read cycle begins. The last line to
be written back is posted as the DRAM read cycle
begins. Thus, the read data is returned to the CPU
before the last line is retired to memory.
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The line which was written into the second level
cache is marked valid and unmodified by the PCMC.
All the other lines in the sector are marked invalid. A
subsequent CPU read cycle which hits in the same
sector (but a different line) in the second level cache
would then simply result in a line fill without any write
back. '

5.4 Burst SRAM Cache 0yqles

The following sections show the activity of the sec-
ond level cache interface when burst SRAMs are
used for the second level cache.

5.4.1 BURST READ

Figure 5-17 depicts a burst read from the second
level cache with burst SRAMs.
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Figure 5-17. CPU Burst Read From Second Level Cache with Burst SRAM
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The cycle begins with the CPU driving address and
status onto Host Bus and asserting ADS#. The
PCMC asserts CADS# and COE# in the second
clock. After the address is latched by the burst
SRAMs and the PCMC determines that no write
back cycles are required from the second level
cache, CALE is negated. Back-to-back burst reads
from the second level cache are shown in Figure
5-18.

When the Secondary Cache Allocation (SCA) bit in
the Secondary Cache Control register is set, the
PCMC will perform a line fill in the secondary cache
even if the CACHE # signal from the CPU is inactive.
In this case, AHOLD is asserted to prevent the CPU
from beginning a new cycle while the second level
cache line fill is completing.

Back-to-back burst reads which hit in the second
level cache complete at a rate of 3-1-1-1/1-1-1-1
with burst SRAMs. As the last BRDY # is being re-
turned to the CPU, the PCMC asserts CADS # caus-

ing the SRAMs to latch the new address. This allows |
the data for the second cycle to be transferred to the

CPU on the clock after the first cycle completes.

intgl.

A burst write cycle is used to write back a line from
the first level cache to either the the second level
cache or DRAM. A burst write cycle from the first
level cache to the second level cache is shown in
Figure 5-19.

5.4.2 BURST WRITE

. The Pentium microprocessor always writes back
lines starting with the low order Qword advancing to
the high order Qword. CADS# is asserted in the
second clock. CWE[7:0]# and BRDY # are assert-
ed in the third clock. CADV # assertion is delayed by
one clock relative to the burst read cycle. HIG[4:0]
are driven to PCMWQ (Post CPU-to-Memory Write
Buffer Qword) only when the PCMC is programmed
for a write-through write policy. When programmed
for write-back mode, the modified bit associated with
the line is set within the PCMC. The single write is
very similar to the first write in a burst write. CADS #
is asserted in the second clock. BRDY# and .
CWE(7:0] # are asserted in the third clock. A burst
read cycle followed by a pipelined single write cycle
is depicted in Figure 5-20.
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Figure 5-18. Pipelinéd Back-to-Back Burst Reads from Second Level Cache
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Figure 5-19. Burst Write to Second Level Cache with Burst SRAM
- i | I | | | | |
HOLK — /[ [ [ [ [\ [ [
ADS¢ \__ i / | [ \ L/ i i i
A[31I3] 7 t T T+ t X t t t t
| |
KEN# : “\ ! ! ! ? ! !
T T T T | T T T
NA# N | | | | |
PEN# l \ w . ] 7 i |
BRDY# N M\ ! ! ‘ ! !
CALE ! : ; ! : :
| i | | |
CA[6:5) '
CA4:3] i
CADS# ' ‘ E !
CADV# ‘ ! F !
T T T T
COE# , ; ; : 4
CWE[7:0}# i i | ‘ I i
‘ 20047945

Figure 5-20. Burst Read followed by Pipelined Single Write Cycle with Burst SRAM
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5.4.3 CACHE LINE FILL

If the CPU issues a memory read cycle to cacheable

.
intal.
cache, a cache line fill occurs. /Figure 5-21 depicts a

first and second Ievel cache line fill with burst
SRAMSs.

memory which does not hit in the second level
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Figure 5-21. Cache Line Fill with Burst SRAM, DRAM Page Hit, 7-4-4-4 Timing
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Figure 5-22 depicts a CPU read cycle which forces a write-back in the second levet ;:ache.
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Figure 5-22. CPU Cache Read Miss, Write-Back, Line Fill with Burst SRAM
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The CPU issues a memory read cycle which misses
in the second level cache. In this instance, a modi-
fied line in the second level cache must be written
back to main memory before the new line can be
filled into the cache. The PCMC inspects the valid
and modified bits for each of the lines within the
addressed sector and writes back only the valid
lines within the sector which are marked modified.
CAl6:5] are used to count through the lines within
the addressed sector. When two or more lines must
be written back to main memory, CA[6:5] count in
the direction from line O to line 3 after each line is
written back. Figure 5-18 depicts the case of just
one of the lines in a sector being written back to
main memory. In this case, the entire line can be
posted in the CPU-to-Memory Posted Write Buffer
by driving the HIG[4:0] lines to PCMWQ as each
Qword is read from the cache. At the same time, the
required DRAM read cycle is beginning. After the de-
allocated line is written into the posted write buffer,
the HIG[4:0] lines are driven to CMR (CPU Memory
Read) to allow data to propagate from the DRAM
data lines to the CPU data lines. Figure 5-22 as-
sumes that the read from DRAM is a page hit and
thus the first Qword is already read from the DRAMs
when the transfer from cache to the CPU to Memory
posting buffer is complete. The rest of the DRAM
cycle completes at a -4-4-4 rate. CADV # is asserted
with the last three BRDY # assertions. CMR is driv-
en on the HIG[4:0] lines throughout the DRAM read
portion of the cycle. Upon the fourth assertion of
BRDY # the HIG[4:0] lines change to NOPC.

PEN# is asserted as shown if the MCHK DRAM/L2
Cache Data Parity Error bit in the Error Command
Register (offset 70h) is set. If the second level cache
supports parity, PEN# is always asserted during
CPU read cycles in clock 3 in case the cycle hits in
the cache.

If more than one line must be written back to main
memory, the PCMC filis the CPU-to-Main Memory
Posted Write Buffer and loads another Qword into
the buffer as each Qword write completes into main
memory. The writes into DRAM proceed as page hit
write cycles from one line to the next, completing at
a rate of X-4-4-4-5-4-4-4-5-4-4-4 for a three line
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write-back. All modifed lines except for the last one
to be written back to memory are posted and retired
to memory before the DRAM read cycle begins. The
last line to be written back is posted as the DRAM
read cycle begins. Thus, the read data is returned to
the CPU before the last line is retired to memory.

The line which was written into the second level

cache is marked valid and unmodified by the PCMC.
All the other lines in the block are marked invalid: A
subsequent CPU read cycle which hits the same
sector (but a different line) in the second level cache
results in a line fill without any write-back.

5.5 Snoop Cycles

The inquire cycle is used to probe the first level and
second level caches when a PCI master attempts to
access main memory. This is done to maintain co-
herency between the first and second level caches
and main memory. When a PCI master first attempts
to access main memory a snoop request is generat-
ed inside the PCMC. The PCMC supports up to two
outstanding cycles on the CPU address bus at a
time. Outstanding cycles include both CPU initiated
cycles and snoop cycles. Thus, if the Pentium micro-
processor pipelines a second cycle onto the host
address bus, the PCMC will not issue a snoop cycle
until the first CPU cycle terminates. If the PCMC
were to initiate a snoop cycle before the first CPU
cycle were complete then for a brief period of time,
three cycles would be outstanding. Thus, a snoop
request is serviced with a snoop cycle only when
either no cycle is outstanding on the CPU bus or one
cycle is outstanding.

Snoop cycles are performed by driving the PCI mas-
ter address onto the CPU address bus and asserting
EADS#. The Pentium microprocessor then per-
forms a tag lookup to determine if the addressed
memory is in the first level cache. At the same time
the PCMC performs an internal tag lookup to deter-
mine if the addressed memory is in the second level
cache. Table 5-3 describes how a PCl master read
from main memory is serviced by the PCMC. -
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Snoop Result

First Level Cache

Second Level Cache

Table 5-3. Data Transfers for PCI Master Reads from Main Memory

Action

Miss

Miss

Data is transferred from DRAM to PCI.

Miss

Hit Unmodified Line

Data is transferred directly from second level cache to PCI.
The line remains valid and unmodified in the second level
cache.

Miss

Hit Modified Line

Data is transferred directly from second level cache to PCI.
Line remains valid and modified in the second level cache.
The line is not written to DRAM.

Hit Unmodified Line

Miss

Data is transferred from DRAM to PCI.

Hit Unmodified Line .

Hit Unmodified Line

Data is transferred directly from second level cache to PCI.
The line remains valid and unmodified in the second level
cache.

Hit Unmodified Line

Hit Modified Line

Data is transferred directly from second level céche to PCI.
Line remains valid and modified in the second level cache.
The line is not written to DRAM.

Hit Modified Line

Miss

A write-back from first level cache occurs. The data is sent to
both PCI and the CPU-to-Memory Posted Write Buffer. The
CPU-to-Memory Posted Write Buffer is then written to
memory.

Hit Modified Line

Hit Unmodified Line

A write-back from first level cache occurs. The data is posted
to PCl and written into the second level cache. When the
second level cache is in write-back mode, the line is marked
modified and is not written to DRAM. When the second level
cache is in write-through mode, the line is posted and then
written to DRAM. )

Hit Modified Line

"Hit Modified Line

A write-back from first level cache occurs. The data is posted
to PCI and written into the second level cache. The line is not
written to DRAM. This scenario can only occur when the

second level cache is in write-back mode.
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PCI master write cycles never result in a write direct-
ly into the second level cache. A snoop hit to a modi-
-fied line in either the first level or second level cache
results in a write-back of the line to main memory.
The line is invalidated and the PCl write to main
memory occurs after the write-back completes. The

L] VR
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other lines in the sector are not written back to main
memory or invalidated. A PCI master write snoop hit
to an unmodified line in either the first level or sec-

ond level cache results in the line being invalidated.
Table 5-4 describes the actions taken by the PCMC

‘when a PCl master writes to main memory.

Table 5-4 Data Transfer for PCl Master Writes to Main Memory

Snoop Result :
- Action
First Level Cache | Second Level Cache
Miss Miss The PCI master write data is transferred from PCl to DRAM.
Miss Hit Unmodified Line The PCI master write data is transferred from PCI to DRAM.
. The line is invalidated in the second level cache.
Miss Hit Modified Line A write-back from second level cache to DRAM occurs. The
PCl master write data is then written to DRAM. The line is
‘ invalidated in the second level cache.’ ‘
Hit Unmodified Line | Miss The first level cache line is invalidated. The PCI master write
| data is written to DRAM. )
Hit Unmodified Line | Hit Unmodified Line The line is invalidated in both the first level and second level
; . caches. The PCI master write data is written to DRAM.
Hit Unmodified Line | Hit Modified Line The first level cache line is invalidated. The second level
. , cache line is written back to main memory and invalidated.
The PCI master write data is then written to DRAM. i
Hit Modified Line Miss The first level cache line is written back to DRAM and
invalidated. The PCl master write data is then written to
) . ) DRAM.
Hit Modified Line Hit Unmodified Line The first level cache line is written back to DRAM and
: ' invalidated. The second level cache line is invalidated. The
N PCI master write data is then written to DRAM.
Hit Modified Line Hit Modified Line '| The first level cache line is written back to DRAM and
‘ - invalidated. The second level cache line is invalidated. The
PCI master write data is then written to DRAM.

A snoop hit results in one of three transfers, a write-
back from the first level cache posted to the LBXs, a
write-back from the second level cache posted to
the LBXs or a write-back from the first level cache
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posted to the LBXs and written to the second level
cache. A snoop cycle which does not result in a
write-back is depicted in Figure 5-23.
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Figure 5-23. Snoop Hit to Unmodified Line in First Level Cache or Snoop Miss

The PCMC begins to service the snoop request by
asserting AHOLD, causing the Pentium microproc-
essor to tri-state the address bus in the clock after
assertion. In the case of a PCl master read cycle,
the PCMC drives the DPRA (Drive PCl Read Ad-
dress) command onto the HIG[4:0] lines causing the
LBXs to drive the PCl address onto the host address
bus. For a write cycle, the PCMC drives the DPWA
(Drive PCI Write Address to CPU Address Bus) com-
mand on the HIG[4:0] lines, also causing the LBXs
to begin driving the host address bus. The PCMC
then asserts EADS #, initiating the snoop cycle to
the CPU. The INV signal is asserted by the PCMC
only during snoops due to PCl master writes. INV
remains negated during snoops due to PCl master
reads. If the snoop results in a hit to a modified line
in the first level cache, the Pentium microprocessor
asserts HITM#. The PCMC samples the HITM# sig-
nal two clocks after the CPU samples EADS # -as-
serted to determine if the snoop hit in the first level
cache. By this time the PCMC has completed an

internal tag lookup to determine if the line is in the
second level cache. Since this snoop does not result
in a write back, the NOPC command is driven on the
HIG[4:0] lines, causing the LBXs to tri-state the ad-
dress bus. The sequence ends with AHOLD nega-
tion.

If the Pentium microprocessor asserts ADS# in the
same clock as the PCMC asserts AHOLD, the
PCMC will assert BOFF # in two cases. First, if the
snoop cycle hits a modified line in the first level
cache, the PCMC will assert BOFF # for 1 HCLK to
re-order the write-back around the currently sending
cycle. Second, if the snoop requires a write-back
from the second level cache, the PCMC will assert
BOFF # to enable the write-back from the second-
ary cache SRAMS.

Figure 5-24 depicts a snoop hit to a modified line in
the first level cache due to a PCI master memory
read cycle. i

A[31:5]§ CPU D;'Ivlng :

AHOLD | |

EADS# i —
W

T

HITMg —————————————\

HIG[4:0] :

iNOPC i

ADS# |

CACHE# | J j

WR# — ¢

BROVA. D\ i/ i/
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Figure 5-24. Snoop Hit to Modified Line in First Level Cache, Post Memory and PCI
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The snoop cycle is initiated while a CPU burst cycle

to the second level cache is completing. The snoop

cycle begins when the PCMC asserts AHOLD caus-
ing the CPU to tri-state the address bus. The PCMC

drives the DPRA (Drive PCl Read Address) com- -
mand on to the HIG[4:0] lines causing the LBXs to .

drive the PCl address onto the host address bus.
The PCMC then asserts EADS #, initiating the snoop
to the first level cache. INV is not asserted since this
is a PCl master read cycle. INV is only asserted with
EADS# when the snoop cycle is in response to a
PCl master write cycle. As the CPU is sampling
EADS# asserted, the PCMC latches the address.
Two clocks later, the PCMC completes the internal
tag lookup to determine if the line is in the second
level cache. In this instance, the snoop hits a modi-

fied line in the first level cache and misses in the

second level cache. Thus, the second level cache is
not involved in the write-back cycle. The PCMC al-
lows the LBXs to stop driving the address lines by
driving NOPC command on the HIG[4:0] lines. The
CPU then drives the write-back cycle onto the bus
by asserting ADS# and driving the write-back data
on the data lines even though AHOLD is still assert-
ed. The write-back into the LBX buffers occurs at a
rate of 3-1-1-1. The PCMC drives PCMWFQ on the
HIG[4:0] lines for one clock causing the write data
to be posted to both PCI and main memory. For the
next three clocks, the HIG[4:0] lines are driven to
, PCMWNQ, posting the final three Qwords to both
PCI and main memory.

A similar transfer from first level cache to the LBXs

occurs when a snoop due to a PCI master write hits
a modified line in the first level cache. In this case,

1-142 .

intel.

‘the write-back is transferred to the CPU-to-Memory

Posted Write Buffer. If the line is in the second level
cache, it is invalidated. The cycle is similar to the
snoop cycle shown above with two exceptions. The
PCMC drives the DPWA command on the HIG[4:0]
lines instead of the DPRA command. During the four
clocks where the PCMC drives BRDY # active to the
CPU, it also drives PCMWQ on the HIG[4:0] lines,
causing the write to be posted to main memory.

v

- In both of the above cases where a write-back from

the first level cache is required, AHOLD is asserted
until the write-back is complete. If the CPU has be-
gun a read cycle directed to PCI and the snoop re-
sults in a hit to a modified line in the first level cache,
BOFF # is asserted for one clock to abort the CPU
read cycle and re-order the write-back cycle before
the read cycle.

When a PCl master read or write cycle hits a modi-
fied line in the second level cache and either misses
in the first level cache or hits an unmodified line in
the first level cache, a write-back from the second
level cache to the LBXs occurs. When a PCl master
write snoop hits an unmodified line in the second
level cache and either misses in the first level cache
or hits an unmodified line in the first level cache, no
data transfer from the second level cache occurs.
The line is simply invalidated. In the case of a PCI
master write cycle, the line is invalidated in both the
first level and second level caches. In the case of a
PCI master memory read cycle, neither cache is in-
validated. A PCl master read from main memory
which hits either a modified or unmodified line in the
second level cache is shown in Figure 5-25.
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Figure 5-25. Snoop Hit to Modified Line in Second Level Cache, Store in PCI Read Prefetch Buffer

The snoop request is received as a CPU burst ac-
cess to the second level cache is in progress. The
snoop cycle begins with the PCMC - asserting
AHOLD, causing the CPU to tri-state the Host ad-
dress bus. The PCMC drives the DPRA command
enabling the LBXs to drive the snoop address onto
the Host address bus. The PCMC asserts EADS #.
INV is not asserted in this case since the snoop cy-
cle‘is in response to a PCl master read cycle. If the
snoop were in response to a PCl master write cycle
then INV would be asserted with EADS#. Two
clocks after the CPU samples EADS# active, the
PCMC completes the internal tag lookup. In this
case the snoop hit either an unmodified line or a
modified line in the second level cache. Since
HITM# is inactive, the snoop did not hit in the first
level cache. The PCMC then schedules a read from
the second level cache to be written to the LBXs.
When the CPU burst cycle completes the PCMC ne-
gates the control signals to the second level cache

and asserts CALE opening the cache address latch
and allowing the snoop address to flow through to
the SRAMs. The second level cache executes a
read sequence which completes at 3-2-2-2 in the
case of standard SRAMs and 3-1-1-1 in the case of
burst SRAMSs. During all snoop cycles where a write-
back from the second level cache is required,
BOFF # is asserted throughout the write-back cycle.
This prevents the deadlock that would occur if the
CPU is in the middle of a non-postable write and the

data bus is required for the second level cache .

write-back. S

When using burst SRAMSs, the read from the SRAMs
follows the Pentium processor burst order. However,
the memory to PCI read prefetch buffer in the LBXs

is organized as a FIFO and.cannot accept data out

of order. The SWB0, SWB1, SWB2 and SWB3 com-
mands are used to write data into the buffer in as-
sending order. In the above example, the PCI master
requests a data item which hits Qword 0 in the
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cache, thus CA[4:3] count through the following se-
quence: 0, 1, 2, 3 (00, 01, 10, 11). If the PCI master
requests a data item that hits Qword 1, the SWBO
command is sent via the HIG[4:0] lines to store
Qword 1 in the first buffer location. The next read
from the cache is not in ascending order, thus a

NOPC is sent on the HIG[4:0] lines. This Qword is

not posted in the buffer. The next read from the
cache is to Qword 3. SWB2 is sent on the HIG[4:0]
- lines. The final read from the cache is Qword 2.
SWB1 is sent on the. HIG[4:0] lines. Thus, Qword 1
is placed in entry O in the buffer, Qword 2 is placed
in entry 1 in the buffer and Qword 3 is placed in entry
2 in the buffer. The ordering between the Qwords
read from the cache and the HIG[4:0] commands
when using burst SRAMs is summarized in
Table 5-5. . .

" Table 5-5. HIG[4:0] Command Sequence for
Second Level Cache to PCI Master
Read Prefetch Buffer Transfer

Burst Order HIG[4:0]

from Cache Command Sequence
0,1,2,3 ' SWBO0, SWB1, SWB2, SWB3
1,0,3,2° SWB0, NOPC, SWB2, SWB1
2,3,0,1 SWBO0, SWB1, NOPC, NOPC
3,2,1,0 SWBO0, NOPC, NOPC, NOPC

;
1-144

m .
“intel.
When using standard asynchronoUs SRAMs, the
read from the SRAMs occurs in a linear burst order.

‘Thus, CAA[4:3] and CAB[4:3] count in a linear burst

order and the Store Write Buffer commands are sent
in linear order. The burst ends at the cache line
boundary and does not wrap around and continue
with the beginning of the cache line.

A PCI master write cycle which hits a modified line in
the second level cache and either hits an unmodified
line in the first level cache or misses in the first level
cache will also cause a transfer from the second
level cache to the LBXs. In this case, the read from
the SRAMs is posted to main memory and the line is
invalidated in the second level cache. The cycle
would differ only slightly from the above cycle. INV
would be asserted with EADS#. Instead of the
DPRA command, the PCMC would use the DPWA
command to drive the snoop address onto the host
address bus. The write would be posted to the
DRAM, thus the PCMC would drive the PCMWQ
command on the HIG[4:0] lines to post the write to
DRAM.

A snoop cycle can resuit in a write-back from the
first level cache to both the second level and LBXs
in the case of a PCI master read cycle which hits a
modified line in the first level cache and hits either a
modified or unmodified line in the second level
cache. The line is written to both the second level
cache and the memory to PCI read prefetch buffer.
The cycle is shown in Figure 5-26.
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Figure 5-26. Snoop Hit to Modified Line in First Level Cache, Write-Back from
First Level Cache to Second Level Cache and Send to PCI

This cycle is shown for the case of a second level
. cache with burst SRAMs. In this case, as it com-
pletes the second level cache tag lookup, the PCMC
samples HITM# active. The write-back is written to
the second level cache and simultaneously stored in
the memory to PCI prefetch buffer. In the case
shown in Figure 5-22, the PCl master requests a

data item which is contained in Qword 0 of the .

cache line. Note that a write-back from the first level
cache always starts with Qword 0 and finishes with
Qword 3. Thus the HIG[4:0] lines are sequenced
through the following order: SWB0, SWB1, SWB2,
SWBB3. If the PCl master requests a data item which

~ is contained in Qword 1, the HIG[4:0] lines se-

quence through the following order: NOPC, SWBO,
SWB1, SWB2. If the PCI master requests a data
item which is contained in Qword 2, the HIG[4:0]
lines would sequence through the following order:
NOPC, NOPC, SWBO0, SWBH. If the PCl master re-
quests a data item which is contained in Qword 3,

the HIG[4:0] lines sequence' through the following
order: NOPC, NOPC, NOPC, SWB0. AHOLD is neg-
ated after the write-back cycle is complete.

If the CPU has begun a read cycle directed to PCI
and the snoop results in a hit.to a modified line in the
first level cache, BOFF # .is asserted for one clock to
abort the CPU read cycle and re-order the write-
back cycle before the pending read cycle.

5.6 Flush, Flush Acknowledge and
Write-Back Special Cycles

There are three special cycles that affect the second
level cache, flush, flush acknowledge, and write-
back.

If the processbr executes an INVD instruction, it will
invalidate all unmodified first level cache lines and
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issue a flush special cycle. If the processor executes

a WBINVD instruction, it will write-back all modified
first level cache lines, invalidate the first level cache,
and issue a write-back special cycle followed by a
flush special cycle. If the Pentium microprocesor
FLUSH# pin is asserted, the CPU will write-back all
modified first level cache lines, invalidate the first
level cache, and issue a flush acknowledge special
cycle.

The second level cache behaves the same way in
response to the flush special cycle and flush ac-
knowledge special cycle. Each tag is read and the
valid and. modified bits are examined. If the line is
both valid and modified it is written back to main
memory and the valid bit for that line is reset. All
valid and unmodified lines are simply marked invalid.
The PCMC advances to the next tag when all lines
within the current sector have been examined.
BRDY # is returned to the Pentium microprocessor
after all modified lines in the second level cache
have been written back to main memory and all of
the valid . bits for the second level cache are reset.
The sequence of write-back cycles will only be inter-
rupted to service a PCI master cycle.

The write-back special cycle is ignored by the PCMC
because all modified lines will be written back to
main memory by the following flush special cycle.
Upon decoding a write-back special cycle, the
PCMC simply returns BRDY # to the Pentium micro-
processor.

6.0 DRAM INTERFACE

6.1 DRAM Interface Overview
The PCMC integrates a high performance DRAM

controller supporting from 2 to 192 MBytes of main "

memory. The PCMC generates the RAS#, CAS#,
WE# and multiplexed addresses for the DRAM ar-
ray, while the data path to DRAM is provided by two
82433LX LBXs. The DRAM controller interface is ful-

ly configurable through a set of control registers. .

Complete descriptions of these registers are given in
Section 3.0, Register Description. A brief overview of
the registers which configure the DRAM interface is
provided in this section.

The PCMC controls a 64-bit memory array (72-bit
including parity) ranging in size from 2 MBytes up to

192 MBytes using industry standard 36-bit wide -

memory modules with fast page-mode DRAMSs. Both
single- and double-sided SIMMs are supported. The
eleven multiplexed address lines, MA[10:0] allow
the PCMC to support 256Kx36, 1Mx36, and 4Mx36
SIMMs. The PCMC has six RAS# lines, 'supporting
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up to six rows of DRAM. Eight CAS# lines allow
byte control over the array during read and write op-
erations. The PCMC supports 70 and 60 ns DRAMs.
The PCMC DRAM interface is synchronous to the
CPU clock and supports page mode accesses to ef-
ficiently transfer data in bursts of four Qwords.

The DRAM interface of the PCMC is configured by
the DRAM Control Mode Register (offset 57h), the
DRAM Timing Register (offset 58h) and the six
DRAM Row Boundary (DRB) Registers (offsets
60h-65h). The DRAM Control Mode Register con-
tains bits to configure the DRAM interface for RAS #
modes and refresh options. In addition, DRAM Parity
Error Reporting and System Management RAM
space can be enabled and disabled. The DRAM
Timing Register provides control over the lead-off
latency on all CPU accesses to DRAM. When Sys-
tem Management RAM is enabled, if SMIACT # from
the Pentium processor is not asserted, all CPU read
and write accesses to SMM memory are directed to
PCl. The SMRAM Space Register at configuration
space offset 72h provides additional control over the
SMRAM space. The six DRB Registers define the
size of each row in the memory array, enabling the
PCMC to assert the proper RAS# line for accesses
to the array.

CPU-to-Memory write posting and read-around-write
operations are enabled and disabled via the Host
Read/Write Buffer Control Reglster (offset 53h).
PCI-to-Memory write posting is enabled and dis-
abled via the PCI Read/Write Buffer Control Regis-
ter (offset 54h). PCl master reads from main memory
always result in the PCMC and LBXs reading the
requested data and prefetching the next seven
Dwords.

Seven Programmable Attribute Map (PAM) Regis-
ters (offsets 59h-5Fh) are used to specify the
cacheability and read/write status of the memory
space between 512 KBytes and 1 MByte. Each PAM
Register defines a specific address area enabling
the system to selectively mark specific memory
ranges as cacheable, read-only, write-only, read/
write or disabled. When a memory range is disabled,
all CPU accesses to that range are directed to PCI.

Two other registers also affect the DRAM interface,
the Memory Space Gap Register (offsets, 78h-79h)
and the Frame Buffer Range Register (offsets

~7Ch-7Fh). The Memory Space Gap Register is used

to place a logical hole in the memory space between
1 MByte to 16 MBytes to accommodate memory
mapped ISA boards. The Frame Buffer Range Reg-
ister, is used to map a linear frame buffer into the
Memory Space Gap or above main memory. When
enabled, accesses to these ranges are never direct-
ed to the DRAM interface, but are always directed to
PCI.
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6.2 DRAM Configurations
Figure 6-1 illustrates a 12-SIMM configuration which supports single-sided SIMMs.
PCMC *
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Figure 6-1. DRAM Configuration Supporting Single-Sided SIMMs
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A row in the DRAM array is made up of two SIMMs
which share a common RAS# line. SIMMO and
SIMM1 are connected to RASO# and therefore,
comprise row 0. SIMM10 and SIMM11. form row 5.
Within any given row, the two SIMMs must be the
same size. Among the six rows, SIMM densities can
be mixed in any order. That is, there are no restric-
tions on the ordering of SIMM densmes among the
six rows.

The low order LBX (LBXL) is connected to byte
lanes 5, 4, 1, and 0 of the host and memory data
buses, and the lower two bytes of the PCI AD bus.

-

intal.
The high order LBX (LBXH) is connected to byte
lanes 7, 6, 3, and 2 of the host and memory data
buses, and the upper two bytes of the PCi AD bus.
Thus, SIMMs connected to LBXL are connected to

CAS[5:4,1:0] # and SIMMs connected to LBXH are
connected to CAS[7:6, 3:2] #.

The MA[10:0] and WE# lines are externally buff-
ered to drive the large capacitance of the memory
array. Three buffered copies of the MA[10:0] and
WE# signals are required to drive the six row array.
Figure 6-2 illustrates a 6-SIMM configuration that
supports either single-or double-sided SIMMs.

PCMC
CAS[7:0}# o
‘ CAS[7:6,3:2}# ¢0A8[5:4,1:0]#
RASO# [— - CAS[3:0}# CAS[3:0}#
2:2;: ——L_,L’ RASOKRAS2H SMMO Ly |pAsosRas2y MM
RAS3# RAS1#,RAS3# H> |RAS1#,RAS3#
RAS4# > [AL10:0} Ao . .
[31:16] D[15:0] D[31:16] D[15:0]
RASS# 9 |WE# DP3:2] DP[1:0] > |WE# DP3:2] DP[1:0]
i A 4 l A T
WE# :
MA[10:0] -
i CAS[3:0}# SMM2 CAS[BOM (e
P | RASO#,RAS2# H> | RASO#,RAS2#
» |RAS1#,RAS3# |9 |RAS1#,RAS3# .
P (Ar100 10[31 :16] D[15:0} P |Al10:0] D[31:16] D[15:0]
$+»|WE#  DP[3:2] DP[1:0). P> |WE# DP[3:2] DP[1:0]
l T A l A A
CASI[3:0}# CAS[3:0}#
SIMM4 SIMM5
P> | RASO#,RAS2# H> | RASO#,RAS2#
RAS1#,RAS3# lp | RAS1#,RAS3#
- (Al10:0] D[31:16] D[15:0] > [AI10:0) D[31:16] D[15:0]
L |WE# DP[3:2] DP[1:0] H>|WE# DP[3:2] DP[1:0]
A A
PCl Address/Data
AD[31:0] v v
MDI[31:16] MD[15:0] MD[31:16] MD[15:0]
| LBXH  MP[3:2]  MP[1:0] LBXL  MP[3:2] MP[1:0]
AD[31:16] : AD[15:0]
AD[15:0 AD[15:0]
115:0] D[31:16] D[15:0] (15:0) D[31:16] D[15:0]
HP[3:2] HP[1:0] HP[3:2] HP[1:0]]
D[63:48] & D[31:16]4 D[47:32] & D[15:0) 4
Host Data DP[7:6] | DP[3:2] DP[5:4] | DP[1:0)]
D[63:0] «
DP[7:0]

290479-53

Figure 6-2. DRAM Configuration Supporting Single- or Double-Sided SIMMs
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In this configuration, single- and double-sided
SIMMs can be mixed. For example, if single-sided
SIMMs are installed into the sockets marked SIMMO
and ' SIMM1, then RASO# is connected to the
SIMMs and RASH1 # is not connected. Row 0 is then
populated and row 1 is empty. Two double-sided
SIMMs could then be installed in the sockets
marked SIMM2 and SIMM3, populating rows 2
and 3.

Table 6-1 DRAM Address Translation

82434LX

6.3 DRAM Address Translation

The multiplexed row/column address to the DRAM
memory array is provided by the MA[10:0] signals.
The MA[10:0] bits are derived from the host address

bus as defined by Table 6-1.

Memory Address, MA[10:0] 10 9 8 7 6 5 4 3 2 1 0
Row Address A24 | A22 | A20 | A19 | A18 | A17 | A16 | A15 | A14 | A13 | A12
Column Address A23 | A21 | A11 | A10 | A9 | A8 A7 | A6 | A5 | A4 A3

The MA[10:0] lines are translated from the host ad-
dress lines A[24:3] for all memory accesses, except
those targeted to memory that has been remapped
as a result of the creation of a memory space gap in
the lower extended memory area. In the case of a
cycle targeting remapped memory, the least signifi-
cant bits come directly from the host address, while
the more significant bits depend on the memory

Table 6-2. CPU to DRAM Performance Summary

space gap start address, gap size, and the size of
main memory.

6.4 Cycle Timing Summary

The PCMC DRAM performance is summarized in

Table 6-2 for all CPU read and write cycles.

Cycle Type TBI::I:; Sln%I:‘ l(r:‘;cle,
Read Page Hit 7-4-4-4 7
Read Row Miss 11-4-4-4 ~ 1
Read Page Miss 14-4-4-4 14
Posted Write, WT L2 3-1-1-1 3
Posted Write, WB L2 4-1-141 4
Write Page Hit 10-4-4-4 10
Write Row Miss 11-4-4-4 11
Write Page Miss 14-4-4-4 14
o ©
o o
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CPU writes to the CPU-to-Memory Posted Write
Buffer are completed at 3-1-1-1 when the second
level cache is configured for write-through mode and
4-1-1-1 when the cache is configured for write-back
mode. All CPU write lead-off cycles are one clock
longer than shown in Table 6-2 when the Secondary
Cache is in write-back mode. When the DRAM lead-
off wait state bit in the DRAM Timing Register is set
to 1, all CPU-to-DRAM lead-off cycles increase by
one clock. Table 6-3 shows the refresh performance
in CPU clocks.

Table 6-3. Refresh Cycle Performance

Refresh | Hidden |RAS# 6nly CAS # before
Type Refresh| Refresh RAS #
Single 12 13 14
Burst of Four| 48 52 56

6.5 CPU to DRAM Bus Cycles

6.5.1 READ PAGE HIT

Figure 6-3 depicts a CPU burst read page hit from
DRAM. The PCMC decodes the CPU address as a

]
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page hit and drives the column address onto the
MA[10:0] lines. CAS[7:0]# are then asserted to
cause the DRAMSs to latch the column address and
begin the read cycle. CMR (CPU Memory Read) is
driven on the HIG[4:0] lines to enable the memory
data to host data path through the LBXs. The PCMC
advances the MA[1:0] lines through the Pentium
processor burst order, negating and asserting
CAS[7:0]# to read each Qword. The host data is
latched on the falling edge of MDLE, when
CASI[7:0]# are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read
page hit from DRAM is similar to the first read of this
sequence. The HIG[4:0] lines are driven to NOPC
when BRDY # is asserted.

AB13] T T

MA[10:0]

MAB[10:0]
RAS#

CAS#

MDI[63:0] !

MDLE |

HIG[4:0] .

HD[63:0]

290479-54

Figure 6-3. Burst DRAM Read Cycle-Page Hit
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6.5.2 READ PAGE MISS

Figure 6-4 depicts a CPU burst read page miss from
DRAM. The PCMC decodes the CPU address as a
page miss and switches from initially driving the col-
umn address to driving the row address on the
MA[10:0] lines. RAS # is then negated to precharge
the DRAMSs and then asserted to cause the DRAMs
to latch the new row address. The PCMC then
switches the MA[10:0] lines to drive the column ad-
dress and asserts CAS[7:0] #. CMR (CPU Memory
Read) is driven on the HIG[4:0] lines to enable the
memory data to host data path through the LBXs.

82434LX

The PCMC advances the MA[1:0] lines through the
Pentium microprocessor burst order, negating and
asserting CAS[7:0] # to read each Qword. The host
data is latched on the falling edge of MDLE, when
CASI[7:0]1# are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read
page miss from DRAM is similar to the first read of
this sequence. The HIG[4:0] lines are driven to
NOPC when BRDY # is asserted.
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cas¢ T T T T T T T T T T T\ /TN /M N T
NN N E:y__t
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e R e | P
N YA (\_1/ Lo 1\_1/ S

H‘G[40] NOPC I X I 1 I T | ! T

T 1 I 1 ! ! 'XNOPC !

HD[63:0] ; ____________{
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4 290479-56

Figure 6-4. DRAM Read Cycle-Page Miss
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6.5.3 READ ROW MISS

Figure 6-5 depicts a CPU burst read row miss from
DRAM. The PCMC decodes the CPU address as a
row miss and switches from initially driving the col-
umn address to driving the row address on the
MAI[10:0] lines. The RAS# signal that was asserted
is negated and the RAS # for the currently accessed
row is asserted. The PCMC then switches the
MAI[10:0] lines to drive the column address and as-
serts CAS[7:0] #. CMR (CPU Memory Read) is driv-
en on the HIG[4:0] lines to enable the memory data
to host data path through the LBXs. The PCMC ad-

intel.

vances the MA[1:0] lines through the Pentium mi-
croprocessor . burst order, negating and asserting
CAS[7:0] # to read each Qword. The host data is
latched - on the falling edge of MDLE, when
CASI[7:0]1# are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read row
miss from DRAM is similar to the first read of this
sequence. The HIG[4:0] lines are driven to NOPC
when BRDY # is asserted.

oo M\
'L ) S T N I SR - ] [
T T
F_XCimow Xroott X gota (X
co1! XU Tcotz T X ,
I O N e L I T e e R R
Lo ' et —————
casti T T T T T 1T T\ /TN AN TN /T
Mojes) —— L)@y
I S O T e A PO S R A U N ' S N N A
MOLE o N N
HIG4:0] _NOPC__ X111 T owAl T T T T T T T T IXNoro|
o g B e
I
BROY# . + 1+ o+ 1 o1 o1
’ 290479~57

Figure 6-5. Burst DRAM Read Cycle-Row Miss
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6.5.4 WRITE PAGE HIT

Figure 6-6 depicts a CPU burst write page hit from
DRAM. The PCMC decodes the CPU write cycle as
a DRAM page hit. The HIG[4:0] lines are driven to
PCMWQ to post the write to the. LBXs. In the figure,
the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write is posted to DRAM
at 3-1-1-1 when the second level cache is config-

ured for a write-through policy. When the cycle is

82434LX

decoded as a page hit, the PCMC asserts WE # and
drives the RCMWQ command on MIG[2:0] to enable
the LBXs to drive the first Qword of the write onto
the memory data lines. MEMDRYV is then driven to
cause the LBXs to continue to drive the first Qword
for three more clocks. CAS[7:0] # are then negated
and asserted to perform the writes to the DRAMs as
the MA[1:0] lines advance through the Pentium mi-
croprocessor burst order. A single write is similar to
the first write of the burst sequence. MIG[2:0] are
driven to NOPM in the clock after CAS[7:0] # are
asserted. )

A31:3) |

MA[10:0] FZ

MABI[10:0]

RAS#

WE#

WEB# T T T NI |

CAs# Mt f —t

MD[63:0] :

PO

MIG[2:0]

HIG[4:0) —Nopc X pemwa X |

HDI63:0] +——+_| OW 1 XGW W IGW —+——

BROY# mT—T—T\ | | | |/T T

290479-58

Figure 6-6. Burst DRAM Write Cycle-Page Hit
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6.5.5 - WRITE PAGE MISS

Figure 6-7 depicts a CPU burst write page miss to
DRAM. The PCMC decodes the CPU write cycle as
a DRAM page miss. The HIG[4:0] lines are driven to
PCMWQ to post the write to the LBXs. In the figure,
the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write is posted to DRAM
at 3-1-1-1 when the second level cache is config-
ured for a write-through policy. When the cycle is
decoded as a page miss, the PCMC switches the
MA[10:0] lines from the column address to the row
address and asserts WE#. The PCMC drives the

intal.

RCMWQ command on MIG[2:0] to enable the LBXs
to drive the first Qword of the write onto the memory
data lines. MEMDRYV is then driven to cause the
LBXs to continue to drive the first Qword. The RAS #
signal for the currently decoded row is negated to
precharge the DRAMs. RAS#: is then asserted to
cause the DRAMSs to latch the row address. The
PCMC then switches the MA[10:0] lines to the col-
umn address and asserts CAS[7:0] # to initiate the
first write. CAS[7:0] # are then negated and assert-
ed to perform the writes to the DRAMs as the
MA[1:0] lines advance through the Pentium micro-
processor burst order. A single write is similar to the
first write of the burst sequence. MIG[2:0] are driven
to NOPM in the clock after CAS[7:0] # are asserted.
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1 I 1 1 I I I I ! I I I 1 l I T T 1 I 1 |
WEB# [ | | N
O I I O O O S A (et A (O O TR R I
o S VR A VY A VI AR Y o
MDe30) L1 L L 1M T TguyT T "X Tawz | X 'aws ' ' laws | M
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Figure 6-7. Burst DRAM Write Cycle-Page Miss
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6.5.6 WRITE ROW MISS

Figure 6-8 depicts a CPU burst write row miss to
DRAM. The PCMC decodes the CPU write cycle as
a DRAM row miss. The HIG[4:0] lines are driven to
PCMWQ to post the write to the LBXs. In the figure,
the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write is posted to DRAM
at 3-1-1-1 when the second level cache is config-
ured for a write-through policy. When the cycle is
decoded as a row miss, the PCMC negates the al-
ready active RAS# signal, switches the MA[10:0]
lines from the column address to the row

82434LX

address and asserts the RAS# signal for the cur-
rently decoded row. The PCMC asserts WE# and
drives the RCMWQ command on MIG[2:0] to enable
the LBXs to drive the first Qword of the write onto
the memory data lines. MEMDRYV is then driven to
cause the LBXs to continue to drive the first Qword.
The PCMC then switches the MA[10:0] lines to the
column address and asserts CAS[7:0] # to initiate
the first write. CAS[7:0]# are then negated and as-
serted to perform the writes to the DRAMs as the
MA[1:0] lines advance through the Pentium micro-
processor burst order. A single write is similar to the
first write of the burst sequence. MIG[2:0] are driven
to NOPM in the clock after CAS[7:0] # are asserted.
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Figure 6-8. Burst DRAM Write Cycle-Row Miss
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6.5.7 REAP CYCLE, 0-ACTIVE RAS# MODE

When in O-active RAS# mode, every CPU cycle to
DRAM results in a RAS# and CAS# sequence.
RAS# is always negated after a cycle completes.
Figure 6-9 depicts a CPU burst read cycle from
DRAM where the PCMC is configured for 0-active
RAS# mode. When in 0-active RAS# mode, the
PCMC defaults to driving the row address on the
MA[10:0] lines. The PCMC asserts the RAS # signal
for the currently decoded row causing the DRAMs to
latch the row address. The PCMC then switches the
MA[10:0] lines to drive the column address and as-

B serts CAS[7:0]#. CMR (CPU Memory Read) is dri-

.

intel.
ven on the HIG[4:0] lines to enable the memory
data to host data path through the LBXs. The PCMC
advances the MA[1:0] lines through the Pentium mi-
croprocessor burst order, negating and asserting
CAS[7:0]# to read each Qword. The host data is
latched on the falling edge of MDLE, when
CASI[7:0] # are negated. The latch is opened again
when MDLE is sampled asserted by the LBXs. The
LBXs tri-state the host data bus when HIG[4:0]
change to NOPC and MDLE rises. A single read row
miss from DRAM is similar-to the first read of this
sequence. The HIG[4:0] lines are driven to NOPC
when BRDY # is asserted. RAS# is negated with
CAS[7:0]#.
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Figure 6-9. Burst DRAM Read Cycle, 0-Active RAS # Mode
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6.5.8 WRITE CYCLE, 0-ACTIVE RAS# MODE

When in 0-active RAS# mode, every CPU cycle to
DRAM results in a RAS# and CAS# sequence.
RAS# is always negated after a cycle completes.
Figure 6-10 depicts a CPU Burst Write Cycle to
DRAM where the PCMC is configured for 0-active
RAS# mode. The HIG[4:0] lines are driven to
PCMWQ to post the write to the LBXs. In the figure,
the write cycle is posted to the CPU-to-Memory
Posted Write Buffer at 4-1-1-1. The write is posted at
4-1-1-1 when the second level cache is configured
for a write-back policy. The write is posted to DRAM
at 3-1-1-1 when the second level cache is config-
ured for a write-through policy. When in 0-active
RAS# mode, the PCMC defaults to driving the row
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address on the MA[10:0] lines. The PCMC asserts
the RAS# signal for the currently decoded row
causing the DRAMSs to latch the row address. The
PCMC asserts WE# and drives the RCMWQ com-
mand on MIG[2:0] to enable the LBXs to drive the
first Qword of the write onto the memory data lines.
MEMDRYV is then driven to cause the LBXs to con-
tinue to drive the first Qword. The PCMC then
switches the MA[10:0] lines to the column address
and asserts CAS[7:0]# to initiate the first write.
CAS[7:0]1# are then negated and asserted to per-
form the writes to the DRAMs as the MA[1:0] lines
advance through the Pentium microprocessor burst
order. A single write is similar to the first write of the
burst sequence. MIG[2:0] are driven to NOPM in the
clock after CAS[7:0] # are asserted. ,
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Figure 6-10. Burst DRAM Write Cycle, 0-Active RAS # Mode
N
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6.6 Refresh

The refresh of the DRAM array can be performed by
either using RAS #-only or CAS #-before-RAS # re-
fresh cycles. When programmed for CAS # -before-
RAS# refresh, hidden refresh cycles are initiated
when possible. RAS # only refresh can be used with

. any type of second level cache configuration (i.e., no
second level cache is present, or either a burst
SRAM or standard SRAM second level cache is im-
plemented). CAS #-before-RAS # refresh can be en-
abled when either no second level cache is present
or a burst SRAM second level cache is implement-
ed. CAS #-before-RAS # refresh should not be used
when a standard SRAM second level cache is imple-
mented. The timing of internally generated refresh
cycles is derived from HCLK and is independent of
any expansion bus refresh cycles.

The DRAM controller contains an internal refresh
timer which periodically requests the refresh control
logic to perform either a single refresh or a burst of
four refreshes. The single refresh interval is 15.6 us.
The interval for burst of four refreshes is four times
the single refresh interval, or 62.4 ps. The PCMC is
configured for either single or burst of four refresh
" and either RAS#-only or CAS#-before-RAS# re-
fresh via the DRAM Control Register (offset 57h)..

To minimize performance impact, refresh cycles are
partially deferred until the DRAM interface is idle.
The deferment of refresh cycles is limited by the
DRAM maximum RAS # low time of 100 us. Refresh
cycles are initiated such that the RAS# maximum
low time is never violated.
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Hidden refresh cycles are run whehever all eight
CAS# lines are active when the refresh cycle is in-

~ ternally requested. Normal CAS #-before-RAS # re-

fresh cycles are run whenever the DRAM interface is
idle when the refresh is requested, or when any sub-
set of the CAS# lines is inactive as the refresh is
internally requested.

To minimize the power surge associated with re-
freshing a large DRAM array the DRAM interface
staggers the assertion of the RAS# signals during
both CAS#-before-RAS# and RAS#-only refresh
cycles. The order of RAS# edges is dependent on
which RAS # was most recently asserted prior to the
refresh sequence. The RAS# that was active will be
the last to be activated during the refresh sequence.
All RAS[5:0]# lines are negated at the end of re-
fresh cycles, thus, the first DRAM cycle after a re-

fresh sequence is a row miss. '

6.6.1 RAS#~ONLY REFRESH-SINGLE

Figure 6-11 depicts a RAS #-only refresh cycle when
the PCMC is programmed for single refresh cycles.
The diagram shows a CPU read cycle completing as
the refresh timing inside the PCMC generates a re-
fresh request. The refresh address is driven on the
MA[10:0] lines. Since the CPU cycle was to row 0,
RASO# is negated. RAS1 # is the first to be assert-

. ed. RAS2# through. RAS5# are then asserted se-

quentially while RASO# is driven high, precharging
the DRAMs in row 0. RASO# is then asserted after
RAS5#. Each RAS# line is asserted for six host
clocks.
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Figure 6-11. RAS # ~Only Refresh-Single
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6.6.2 CAS#-BEFORE-RAS# REFRESH-
SINGLE

Figure 6-12 depicts a CAS #-before-RAS# refresh
cycle when the PCMC is programmed for single re-
fresh cycles. The diagram shows a CPU read cycle
completing as the refresh timing inside the PCMC
generates a refresh request. The CPU read cycle is

intgl.

less than a Qword, therefore a hidden refresh is not
initiated. After the CPU read cycle completes, all of
the RAS# and CAS # lines are negated. The PCMC
then asserts CAS[7:0] # and then sequentially as-
serts the RAS# lines, starting with RAS1# since
RASO# was the last RAS# line asserted. Each .
RAS# line is asserted for six clocks.
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Figure 6-12. CAS # -before-RAS # Refresh-Single
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6.6.3 HIDDEN REFRESH-SINGLE

82434LX

therefore a hidden refresh is initiated. After the CPU
read cycle completes, RAS# is negated, but all

Figure 6-13 depicts a hidden refresh cycle which eight CAS# lines remain asserted. The PCMC then
takes place after a DRAM read page hit cycle. The sequentially asserts the RAS# lines, starting with
diagram shows a CPU read cycle completing as the RAS1# since RASO# was the last active RAS#
refresh timing inside the PCMC generates a refresh line. Each RAS # line is asserted for six clocks.
request. The CPU read cycle is an entire Qword, -
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Figure 6-13. Hidden Refresh-Single
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7.0 PCI INTERFACE

7.1 PCl Interface Overview

The PCMC and LBXs form a high performance
bridge from the Pentium microprocessor to PCl and
from PCI to main memory. During PCl-to-main mem-
ory cycles, the PCMC and LBXs act as a target on
the PCI Bus, allowing PC! masters to read from and
write to main memory. During CPU cycles, the
PCMC acts as a PCI master. The CPU can then read
and write I/0, memory and configuration spaces on
PCI. When the CPU accesses |1/0 mapped and con-
figuration space mapped PCMC registers, the PCMC
intercepts the cycles and does not forward them to
PCI. Although these CPU cycles do not result in a
PCI bus cycle, they are described in this section
since most of the PCMC internal registers are
mapped into PCI configuration space.

7.2 CPU-to-PCI Cycles

7.2.1 CPU WRITE TO PCI

Figure 7-1 depicts a series of CPU memory writes
which are posted to PCIl. The CPU initiates the cy-
cles by asserting ADS# and driving the memory -ad-
dress onto the host address lines. The PCMC as-
serts NA# in the clock after ADS# allowing' the
Pentium microprocessor to drive another cycle onto
the host bus two clocks later. The PCMC decodes
the memory address and drives PCPWL on the
HIG[4:0] lines, posting the host address bus and the
low Dword of the data bus to the LBXs. The PCMC
asserts BRDY #, terminating the CPU cycle with one
wait state. Since NA# is asserted in the second
clock of the first cycle, the Pentium microprocessor
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does not insert an idle cycle after this cycle com-
pletes, but immediately drives the next cycle onto
the: bus. Thus, the Pentium microprocessor maxi-
mum Dword write bandwidth of 89 MBytes/second
is achieved during back-to-back Dword writes cy-
cles. Each of the following write cycles is posted to
the LBXs in three clocks.

The PCMC is parked on PCI and therefore, does not
need to arbitrate for the bus. When parked, the
PCMC drives the SCPA command on the PIG[3:0]
lines and asserts DRVPCI, causing the host address
lines to be driven on the PCI AD[31:0] lines. After
the write is posted, the PCMC drives the DCPWA
command on the PIG[3:0] lines to drive the previ-
ously posted address onto the AD[31:0] lines. The
PCMC then drives DCPWD onto the PIG[3:0] lines,
to drive the previously posted write data onto the
ADI[31:0] lines. As this is occuring on PCI, the sec-
ond write cycle is being posted on the host bus. In
this case, the second write is to a sequential and
incrementing  address. Thus, the PCMC leaves
FRAME # asserted, converting the write cycle into a
PCI burst cycle. The PCMC continues to drive the
DCPWD command on the PIG[3:0] lines. The LBXs
advance the posted write buffer pointer to point to
the next posted Dword when DCPWD is sampled on
PIG[3:0] and TRDY # is sampled asserted. There-
fore, if the target inserts a wait state by negating
TRDY #, the LBXs continue to drive the data for the
current transfer. The remaining writes are posted on
the host bus, while the PCMC and LBXs complete
the writes on PCI.

CPU 1/0 write cycles to PCI differ from the memory
write cycle described here in that I/0 writes are nev-
er posted. BRDY # is asserted to terminate the cycle
only after TRDY # is sampled asserted, completing
the cycle on PCI.
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Figure 7-1. CPU Memory Writes to PCI
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7.2.2 CPU READ FROM PCI

Figure 7-2 depicts a CPU read cycle from PCI within
the Frame Buffer Range. The PCMC decodes the
cycle and drives the LCPRA command on the
HIG[4:0] lines, causing the LBXs to latch the read
address. The HIG[4:0] lines then transition to the
CPRF command to enable the LBXs to drive the PCI
read data onto the host data bus. The PCMC is not
parked on PCI in this case, and therefore must as-
sert REQ# and wait for GNT# to be sampled as-
serted before initiating the PCl cycle. When the
PCMC samples GNT # asserted, it drives SCPRA on
the PIG[3:0] lines. When the LBXs sample this com-
mand, the latched CPU read address is driven on
the PCI AD[31:0] lines. The PCMC then drives the
LCPRF command on the PIG[3:0] lines to direct the

intel.

read data into the first location in the CPU-to-PClI
read prefetch buffer. Since the read access is to the
Frame Buffer Range, the PCMC initiates a burst read
of four Dwords to fill the read prefetch buffer. The
CPU-to-PClI Prefetch bit in the Frame Buffer Range
Register (offsets 7Ch - 7Fh) must be set to 1 to en-
able the prefetching. The LCPRA command causes
the next read to be directed to the second location
in the prefetch buffer. Changing from LCPRA to
LCPRB causes the third Dword to be directed to the
third location in the prefetch buffer. Finally, changing
from LCPRB back to LCPRA causes the fourth
Dword to be directed to the fourth location in the
prefretch buffer. The first Dword returned by the tar-
get is dirven onto the host data bus and the cycle is
terminated with BRDY #. If a subsequent read cycle
hits on of the remaining Dwords in the prefetch buff-
er, the read data is driven from the prefetch buffer.

A31:3]

| LCPRAD |

HIG[4:0] |,

HD[63:0] 1

BRDY#
PCLK |

REQ# !

GNT# -

PIG[3:0] |

DRVPCI |

FRAME#

AD([31:0]

IRDY#

TRDY#

DEVSEL#

T T T T | '
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Figure 7-2. CPU Read from PCI Frame Buffer Range
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7.3 Register Access Cycles

The PCMC contains two registers which are mapped
into 1/0 space, the Configuration Space Enable
Register (I/0 port CF8h) and the Turbo-Reset Con-
trol Register (I/0 port CF9h). All other internal
PCMC configuration registers are mapped into PCl
configuration space. Configuration space must be
enabled by writing a non-zero value to the Key field
in the CSE Register before accesses to these regis-
ters can occur. These registers are mapped to loca-
tions CO00h through COFFh in PCI configuration
space. If the Key field is programmed with Oh, CPU
170 cycles to locations CO00h through CFFFh are
forwarded to PCI as ordinary 1/0 cycles. Externally,
accesses to the I/0 mapped registers and the con-
figuration space mapped registers use the same bus
transfer protocol. Only the PCMC internal decode of
the cycle differs. NA# is never asserted during
PCMC configuration register or PCl configuration
register access cycles. See Section 3.2, PCI Config-
uration Space Mapped Registers for details on the
PCMC configuration space mapping mechanism.

7.3.1 CPU WRITE CYCLE TO PCMC INTERNAL
REGISTER ‘

A write to an internal PCMC register (either CSE
Register, TRC Register or a. configuration space-

82434LX

mapped register) is shown in Figure 7-3. The cycle
begins with the address, byte enables and status
signals (W/R#, D/C# and M/IO#) being driven to
a valid state indicating an 1/0 write to either CF8h to
access the CSE register, CFSh to access the TRC
Register or COXXh when configuration space is en-
abled to access a PCMC internal configuration regis-
ter. The PCMC decodes the cycle and asserts
AHOLD to tri-state the CPU address lines. The
PCMC signals the LBXs to copy either the upper
Dword or the lower Dword of the data bus onto the
address lines. The PCMC makes the decision on
which Dword to copy based on the BE[7:0] # lines.
The HIG[4:0] lines are driven to DACPYH or DAC-

PYL depending on whether the lower Dword of the,

data bus or the upper Dword of the data bus needs

to be copied onto the address bus. The LBXs sam--

ple the HIG[4:0] command, and drive the data onto
the address lines. The PCMC samples the A[31:0]
lines on the second rising edge of HCLK after the
LBXs begin driving the data. Finally, the PCMC ne-
gates AHOLD and asserts BRDY #, terminating the
cycle.

If the write is to the CSE Register and the Key field is
programmed to 0000b then configuration space is
disabled. If the Key field is programmed to a non-
zero value then configuration space is enabled.

€PU Driving ) SR . X LBXHIL Driving

i _LBXL Driving
; T

| S -7 S S S S ey
AHOLD | P W : ‘ : V. i
HIG[4:0] NOPC ! . DACPYH or DACP\EIL X ' NoPC_ '
BRDY# | : i ; -~
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Figure 7-3. CPU Write to a PCMC Configuration Register
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7.3.2 CPU READ CYCLE FROM PCMC
INTERNAL REGISTER

A read from an internal PCMC register (either CSE
Register, TRC Register or ‘a configuration space-
mapped register) is shown in Figure 7-4. The 1/0
read cycle is from either CF8h to access the CSE
register, CF9h to access the TRC Register or COXXh
when configuration space is enabled to access a
configuration space-mapped register. The PCMC
decodes the cycle and asserts AHOLD to tri-state
the CPU address lines. The PCMC then drives the
contents of the addressed register onto the A[31:0]
lines. One byte is enabled on each rising HCLK edge
for four consecutive clocks. The PCMC signals the
LBXs that the current cycle is a read from an internal
PCMC register by issuing the ADCPY command to
the LBXs over the HIG[4:0] lines. The LBXs sample
the HIG[4:0] command and copy the address lines
onto the data lines. Finally, the PCMC negates
AHOLD, and asserts BRDY # terminating the cycle.

7.3.3 CPU WRITE TO PCI DEVICE .
CONFIGURATION REGISTER

In order to write to or read from a PCI device config-
uration register the Key field in the CSE register
must be programmed to a non-zero value, enabling
configuration space. When configuration space is
enabled, PCI device configuration registers are ac-
cessed by CPU |/O accesses within the range of
CnXXh where each PCI device has a unique non-
zero value of n. This allows a separate configuration
space for each of 15 devices on PCI. Recall that
when configuration space is enabled, the PCMC
configuration registers are mapped into 1/0 ports
C000h through COFFh.

n .

intel.
A write to a PCl device configuration register is
shown in Figure 7-5. The PCMC internally latches
the host address lines and byte enables. The PCMC
asserts AHOLD to tri-state the CPU address bus and
drives the address lines with the translated address
for the PCI configuration cycle. The translation is de-
scribed in Section 3.2, PCl Configuration Space
Mapped Registers. On the HIG[4:0] lines, the PCMC
signals the LBXs to latch either the upper Dword of
the host data bus or the lower Dword of the host
data bus to be driven onto PCI during the data phase
of the PCI cycle. On the PIG[3:0] lines, the PCMC
signals the LBXs to drive the latched host address
lines on the PCI AD[31:0] lines. The upper two bytes
of the address lines are used during configuration as
IDSEL signals for the PCI devices. The IDSEL pin on
each PCl device is connected to one of the
AD[31:17] lines.

The PCMC drives the command for a configuration
write (1011) onto the C/BE[3:0] # lines and asserts
FRAME # for one PCI clock. The PCMC drives the
PIG[3:0] lines signaling the LBXs to drive the con-
tents of the PCI write buffer onto the PCI AD[31:0]
lines. This command is driven for only one PCI clock
before returning to the SCPA command on the
PIG[3:0] lines. The LBXs continue to drive the
AD[31:0] lines with the valid write data as long as
DRVPCI is asserted. The PCMC then asserts
IRDY # and waits until sampling the TRDY # signal
active. When TRDY# is sampled asserted, the
PCMC negates DRVPCI tri-stating the LBX AD[31:0]
lines. BRDY # is asserted for one clock to terminate
the CPU cycle. )

HCLK j

ADS# |

A[31:24]

D30} — L |

AHOLD |  ©

HIG[4:0] — : Nope

BRODY# |
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Figure 7-4. CPU Read from PCMC Configuration Register
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Figure 7-5. CPU Write to PCI Device Configuration Register

7.3.4 CPU READ FROM PCI DEVICE
CONFIGURATION REGISTER

In order to write to or read from a PCI device config-
uration register the Key field in the CSE register
must be programmed to a non-zero value, enabling
configuration space. When configuration space is
enabled, PCI device configuration registers are ac-
cessed by CPU I/0 accesses within the range of
CnXXh where each PCI device has a unique non-
zero value of n. This allows a separate configuration
space for each of 15 devices on PCl. Recall that
when configuration space is enabled, the PCMC
configuration registers occupy /0 addresses
COXXH.

A CPU read from a PCI device configuration register
is shown in Figure 7- 6. The PCMC internally latches
“the host address lines and byte enables. The PCMC
asserts AHOLD to tri-state the CPU address bus.
The PCMC drives the address lines with the translat-

ed address for the PCIl configuration cycle. The
translation is described in Section 3.2, PCI Configu-
ration Space Mapped Registers. On the PIG[3:0]
lines, the PCMC signals the LBXs to drive the
latched host address lines on the PCl AD[31:0]
lines. The upper two bytes of the address lines are
used during configuration as IDSEL signals for the
PCI devices. The IDSEL pin on each PCI device is
connected to one of the AD[31:17] lines.

The PCMC drives the command for a configuration
read (1010) onto the C/BE[3:0] # lines and asserts
FRAME# for one PCI clock. The PCMC drives the
PIG[3:0] lines signaling the LBXs to latch the data
on the PCI AD[31:0] lines into the CPU-to-PCl first
read prefetch buffer. The PCMC then drives the
HIG[4:0] lines signaling the LBXs to drive the data
from the buffer onto the host data lines. The PCMC
asserts IRDY # and waits until sampling TRDY # ac-
tive. After TRDY # is sampled active, BRDY # is as-
serted for one clock to terminate the CPU cycle.
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Figure 7-6. CPU Read from PCI Device COhﬂgdration Register

During system initialization, the CPU typically at- attempted read from a configuration register of a .
tempts to read from the configuration space of all 15 non-existent device. If no device responds then the
possible PCI devices to detect the presence of the . PCMC aborts the cycle and sends the DRVFF com-
devices. If no device is present, DEVSEL# is not mand over the HIG[4:0] lines causing the LBXs to
asserted and the cycle is terminated, returning drive FF...FFh onto the host data lines.

FF..FFh to the CPU. Figure 7-7 depicts an :
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Figure 7-7. CPU Attempted Configuration Read from Non-existent PCI Device
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7.4 PCl-to-Main Memory Cycles

7.4.1 PCI MASTER WRITE TO MAIN MEMORY

Figure 7-8 depicts a PCl master burst write to main
memory. The PCl master begins by driving the ad-
dress on the AD[31:0] lines and asserting FRAME #.
Upon sampling FRAME # active, the PCMC drives
the LCPA command on the PIG[3:0] lines causing
the LBXs to retain the address that was latched on
the previous PCLK rising edge. The PCMC then
samples MEMCS # active, indicating that the cycle
is directed to main memory. The PCMC drives the
PPMWA command on the PIG[3:0] lines to move
the latched PCI address into the write buffer address
register. The PCMC then drives the DPWA com-
mand on the HIG[4:0] lines enabling the LBXs to
drive the PCI master write address onto the host
address bus. The PCMC asserts EADS # to initiate a
first level cache snoop cycle and simultaneously be-
gins an internal second level cache snoop cycle.
Since the snoop is a result of a PCl master write,

ivntelg

INV is asserted with EADS #. HITM# remains nega-’
ted and the snoop either hits an unmodified line or
misses in the second level cache, thus no write-back
cycles are required. If the snoop hit an unmodifed
line in either the first or second level cache, the line
is invalidated. The cycle is immediately forwarded to
the DRAM interface. The four posted Dwords are
written to main memory as two Qwords with two
CAS[7:0] # cycles. In this example, the DRAM inter-
face is configured for X-3-3-3 write timing, thus each
CASI[7:0] # low pulse is two HCLKSs in length.

The PCMC disconnects the cycle by asserting
STOP# when one of the two four-Dword-deep PCI-
to-Memory Posted Write Buffers is full. If the master
terminates the cycle before sampling STOP# as-
serted, then IRDY#, STOP# and DEVSEL# are

‘negated when FRAME # is sampled negated. If the

master intended to continue bursting, then the mas-
ter negates FRAME # when it samples STOP# as-
serted. IRDY#, STOP# and DEVSEL# are then
negated one clock later.
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Figure 7-8. PCl Master Write to Main Memory—Page Hit

1170



intal.

7.4.2 PClI MASTER READ FROM MAIN
MEMORY

Figure 7-9 depicts a PCl master read from main
memory. The PCl master initiates the cycle by driv-
ing the read address on the AD[31:0] lines and as-
serting FRAME #. The PCMC drives the LPMA com-
mand on the PIG[3:0] lines causing the LBXs to re-
tain the address latched on the previous PCLK rising
edge. The PCMC drives the DPRA command on the
HIG[4:0] lines enabling the LBXs to drive the read
address onto the host address lines. The snoop cy-
cle misses in the second level cache and either hits
an unmodifed line or misses in the first level cache.

82434LX

The cycle is then forwarded to the DRAM interface.
A read of four Qwords is performed. Each Qword is
posted in the PCl-Memory Read Prefetch Buffer.
The data is then driven onto PCl in an eight Dword
burst cycle. If the master terminates the cycle before
sampling STOP#, then IRDY#, STOP# and
DEVSEL# are all negated after FRAME # is sam-
pled inactive. If the master intended to continue
bursting, then the master negates FRAME # when it
samples STOP # asserted and IRDY #, STOP# and
DEVSEL # are negated one clock later.
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Figure 7-9. PC| Master Read from Main Memory—Page Hit
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8.0 SYSTEM CLOCKING AND RESET

8.1 Clock Domains

The PCMC and LBXs operate based on two clocks,
HCLK and PCLK. The CPU;, second level cache, and
the DRAM interfaces operate based on HCLK. The
PCl interface timing is based on PCLK.

8.2 Clock Generation and Distribution

Figure 8-1 shows the host clock distribution in the
CPU, cache and memory subsystem. HCLK is dis-
tributed to the CPU, PCMC, LBXs and the second
level cache SRAMs (in the case of a burst SRAM
second level cache).

The host clock originates from an oscillator which is
connected to the HCLKOSC input on the PCMC.
The PCMC generates six low skew copies of HCLK,
HCLKA-HCLKF. Clock loading is balanced with
each HCLK output driving two loads in the system.

]
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Each clock output should drive a trace of length &
with stubs at the end of the trace of length / connect-
ing to the two loads. The / and k parameters should
be matched for each of the six clock outputs to mini-
mize overall system clock skew. One of the HCLK
outputs is used to clock the PCMC and the Pentium
processor. Because the clock driven to the PCMC
HCLKIN- input and the Pentium processor CLK input
originates with the same HCLK output, clock skew
between the PCMC and the CPU c¢an be kept lower:
than between the PCMC and other system compo-
nents. Another copy of HCLK is used to clock the
LBXs. A 256 KByte burst SRAM second level cache
can be implemented with eight 32K x 9 synchronous
SRAMs. The four remaining copies of HCLK are
used to clock the SRAMs. Each HCLK output drives
two SRAMSs. A 512 KByte second level cache is im-
plemented with four 64K x 18 synchronous SRAMs.
Two of the four extra copies are used to clock the
SRAMs while the other two are unused. Any one of
the HCLK outputs can be used to clock the PCMC
and Pentium processor, the two LBXs or any pair of
SRAMs. All six copies are identical in drive strength.

PCMC |
HCLKOSC [« Oscillator
HCLKIN <————l
HCLKA o »| cLk
HCLKB .
HCLKC CPU
HCLKD
HCLKE "—ﬂ_’
HCLKF “—» | HoLK HCLK
v LBXL LBXH

To Burst SRAMs

290479-69

Figure 8-1. HCLK Distribution

1-172



=
intal. s2434LX
PCMC
—»
>
PCLKOUT—®| DRIVER PCI Devices
-
PCLKIN |«
290479-70

Figure 8-2. PCI Clock Distribution

Figure 8-2 depicts the PCI clock distribution.

The PCMC generates PCLKOUT with an internal
Phase Locked Loop (PLL). The PCLKOUT signal is
buffered using a single component to produce sev-
eral low skew copies of PCLK to drive the LBXs and
other devices on PCl. One of the outputs of the
clock driver is directed back to the PCLKIN input on
the PCMC. The PLL locks the rising edges of
PCLKIN in phase with the rising edges of HCLKIN.
The PLL effectively compensates for the delay of
the external clock driver. The resulting PCI clock is
one half the frequency of HCLK. Timing for all of the
PCl interface signals is based on PCLKIN. All PCi
interface inputs are sampled on PCLKIN rising

edges and all outputs transition as valid delays from
PCLKIN rising edges. Clock skew between the
PCLKIN pin on the PCMC and the PCLK pins on the
LBXs must be kept within 1.25 ns to guarantee prop-
er operation of the LBXs.

8.3 Phase Locked Loop Circuitry

The PCMC contains two internal Phase Locked
Loops (PLLs). Loop filters and power supply decou-
pling circuitry must be provided externally. Figure 8-3
shows the PCMC connections to. the external PLL
circuitry.
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Figure 8-3. PCMC PLL Circuitry Connections

One of the PCMC internal Phase Locked Loops
(PLL) locks onto the HCLKIN input. The PLL is used
by the PCMC in generating and sampling timing crit-
ical signals. An external loop filter is required. The

- PLLARC1 and PLLARC2 pins connect to the exter-
nal HCLK loop filter. Two resistors and a capacitor
form the loop filter. The loop filter circuitry should be

~ placed as close as possible to the PCMC loop filter
pins. The PLL also has dedicated power and ground
pins, PLLAVDD, PLLAVSS and PLLAGND. These
power pins require a low noise supply. PLLAVDD,
PLLAVSS and PLLAGND must be connected to the
RC network shown in Figure 8-3.

The second PCMC internal Phase Locked Loop
(PLL) locks the PCLKIN input in phase with the
HCLKIN input. The PLL is used by the. PCMC to
keep the PCI clock in phase with the host clock. An
external loop filter is required. The PLLBRC1 and
PLLBRC2 pins connect to the external PCLK loop
filter. Two resistors and a capacitor form the loop
filter. The loop filter circuitry should be placed as

1-174

close as possible to the PCMC loop filter pins. The
PLL also. has dedicated power and ground pins,
PLLBVDD, PLLBVSS and PLLBGND. These power
pins require a low noise supply. PLLBVDD,

~ PLLBVSS and PLLBGND must be connected to the

RC network shown in Figure 8-3.

The resistance and capacitance values for the exter-
nal PLL circuitry are listed below.

R1 = 15KQ +5%
R2 = 1000 +5%

R3 = 330 +5%

C1 = 0.047 uF £10%

C2 = 1.0 uF +10%

8.4 System Reset

Figure 8-4 shows the PCMC system reset éonneb- .
tions. The PCMC reset logic monitors PWROK and
generates CPURST, PCIRST# and INIT.
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Figure 8-4. PCMC System Reset Logic

When asserted, PWROK is an indicator to the PCMC
that VDD and HCLK have stabilized long enough for
proper system operation. CPURST is asserted to ini-
tiate hard reset. INIT is asserted to initiate soft reset.
PCIRST # is asserted to reset devices on PCl.

Hard reset is initiated by the PCMC in response to
one of two conditions. First, hard reset is. initiated
when power is first applied to the system. PWROK
must be driven inactive and must not be asserted
until 1 ms after VDD-and HCLK have stabilized at
their A.C. and D.C. specifications. While PWROK is
negated, the PCMC will assert CPURST and

PCIRST #. PWROK can be asserted asynchronous-
ly. When PWROK is asserted, the PCMC first en-
sures that it has been completely initialized before
negating CPURST and PCIRST #. CPURST is nega-

ted synchronously to the rising edge of HCLK.

PCIRST # is negated asynchronously.

When PWROK is negated, the PCMC asserts

. AHOLD causing the CPU to tri-state the host ad-

dress lines. Address lines A[31:28] are sampled by
the PCMC on the rising edge of PWROK. A[31:30]
are inverted and stored in configuration register 52h
bits 7 and 6. The A[31:30] strapping op'uons are de-
picted in Table 8-1.

Table 8-1. A[31:30] Strapping Options

Al31:30 Register 520, Sacondery
Bits [7:6]
11 00 Cache Not Populated
10 01 Reserved
01 10 256 KB Cache Installed
00 : 1 512 KB Cache Installed
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The value sampled on A29 is inverted inside the
PCMC and stored in the SRAM Type bit (bit 5) in the
SCC Register. A28 is required to be pulled high for
compatibility with future versions of the PCMC.

The PCMC also initiates hard reset when the System
Hard Reset Enable bit in the Turbo-Reset: Control
Register (I/0 address CF9h) is set to 1 and the Re-
set CPU bit toggles from 0 to 1. The PCMC drives
CPURST and PCIRST# active for a minimum of
1ms.

- B

intgl.
Table 8-2 shows the state of all PCMC output and bi- -
directional signals during hard reset. During hard re-
set both CPURST and PCIRST# are asserted.
When the hard reset is due to PWROK negation,
AHOLD is asserted. The PCMC samples the strap-
ping options on the A[31:28] lines on the rising edge
of PWROK. When hard reset is initiated via a write to
the Turbo-Reset Control Register (I/0 port CF9h)
AHOLD remains negated throughout the hard reset.

Table 8-2. Output and 1/0 Signal States During Hard Reset

Soft reset is initiated by the PCMC in response to
one of two conditions. First, when the System Hard
Reset Enable bit in the TRC Register is reset to 0,
and the Reset CPU bit toggles from 0 to 1, the
PCMC initiates soft reset by asserting INIT for a

1-176

Signal State Signal State
Al31:0] ~ Input IRDY # ~Input
AHOLD High/Low KEN# Undefined
BOFF # High MA[10:0] Undefined
BRDY # High MDLE ‘ High
CAA[6:3] Undefined MEMACK # High-Z
CAB[6:3] Undefined MIG[2:0] .~ Low
CADSI[1:0] # ‘ High NA# High
CADV[1:0] # : ~ High PAR " Input
CALE - High PEN# High
CAS|[7:0] # High PERR # Input
COE[1:0] # High PLOCK# ~ Input
CWE[7:0] # ~ High PIG3 * Low
C/BE[3:0] # Input PIG[2:0] High
DEVSEL# Input RAS[5:0] # " High
DRVPCI \ Low REQ# High-Z

' EADS# " High SERR# B Input
FRAME # Input STOP# Input
HIG[4:0] . Low TRDY # Input
INIT Low WE # ' / High
INV Low ‘

- minimum of 16 HCLKs. Second, the PCMC initiates

soft reset upon detecting a shutdown cycle from the
CPU. In this case, the PCMC first broadcasts a shut-
down special cycle on PCl and then asserts INIT for
a minimum of 16 HCLKs.
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9.0 ELECTRICAL
CHARACTERISTICS

9.1 Absolute Maximum Ratings

Case Temperature under Bias ... .... 0°Cto +85°C
Storage Temperature .......... —55°Cto +150°C

Voltage on Any Pin

with Respect to Ground ... —-0.3V to Vgg +0.3V

Supply Voltage )
with RespecttoVgg ........... —0.3Vto +6.5V
Maximum Power Dissipation ................ 2.0W

9.2 Thermal Characteristics

82,

NOTICE: This is a production data sheet. The specifi-
cations are subject to change without notice.

*WARNING: Stressing the device beyond the “Absolute
Maximum Ratings” may cause permanent damage.
These are stress ratings only. Operation beyond the
“Operating Conditions” is not recommended and ex-
tended exposure beyond the “Operating Conditions”
may affect device reliability.

The PCMC is designed for operation at case temperatures between 0°C and 85°C. The thermal resistances of

the package are given in Table 9-1.

Table 9-1. PCMC Package Thermal Resistance

Air Flow -
Parameter Meters/Second (Linear Feet per Minute)
0(0) 0.5 (98.4) 1.0 (196.9) 2.0 (393.7) 5.0 (984.3)
644 (CC/W) 31 27 245 23 19

| eiccow) | e
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9.3 D.C. Characteristics
Table 9-2. Functional Operating Range (Vcc = 5V +5%; Tcase = 0°C to +85°C)

intgl.

Symbol Parameter Min Max Unit Notes
Vit Input Low Voltage -0.3 0.8 v Note 1, Vg = 4.75V
VIH1 Input High Voltage 2.2 Ve + 0.3 \" Note 1, Vgg = 5.25V
ViL2 Input Low Voltage —-0.3 1.35 v Note 2, Vcg = 4.75V
ViH2 Input High Voltage 3.85 Vce + 0.3 \ Note 2, Vo = 5.25V
Vri- 32:1:‘;;233:; TEZE:M"’ 0.7 1.35 V | Note3, Vg = 5.0V
T+ 333;";27;&?:; gzg?m'd 1.4 22 V | Note3, Vg = 5.0V
VH1 Hysteresis Voltage 0.3 1.2 \" Note 3, Voc = 5.0V
Vra- %ﬂ:&:y‘:ﬁgﬁ; E’;’::m'd 1.25 2.3 Vv | Note3, Vog = 5.0V
Vra+ 32:::;22:2% ;:; Zs'w'd 23 3.7 V | Note3,Veg = 5.0V
VH2 Hysteresis Voltage 0.3 1.2 \" Note 3, Vgc = 5.0V
VoL1 Output Low Voltage 0.5 v Note 4
VOH1 Output High Voltage Vg — 0.5 v Note 4
VoL2 Output Low Voltage 0.4 v Note 5
VoH2 Output High Voltage 24 \" Note 5
loL1 Output Low Current 1 mA Note 6
loH1 Output High Current -1 mA Note 6
loL2 Output Low Current 3 mA Note 7
loH2 Output High Current -2 mA Note 7
loLs Output Low Current 6 mA Note 8
loHs Output High Current -2 mA Note 8
loLa Output Low Current 3 mA Note 9
loH4 Output High Current -1 mA Note 9
T Input Leakage Current +10 pA
e Input Leakage Current -10 MA
CiN Input Capacitance 12 pF Fc = 1MHz
Cout Output Capacitance 12 pF Fc = 1MHz
Cio 1/0 Capacitance 12 pF Fc = 1 MHz

NOTES:

1. Vii1 and Vi apply to the following signals: A[31:0], BE[7:0] #, D/C#, W/R+#, M/IO#, HLOCK#, ADS#, PCHK#,
HITM#, CACHE#, SMIACT#, PCLKIN, HCLKIN, HCLKOSC, FLSHBUF#, MEMCS+#, SERR#, PERR#, MEMREQ#,
GNT#, PLOCK#, STOP#, IRDY #, TRDY #, FRAME #, C/BE[3:0] #.

2. Vj2 and V|42 apply to the following signals: PPOUT[1:0}, EOL.
3. V11—, V11+ and V1 apply to PWROK. V1o, V124 and Vy2 apply to TESTEN.
4. Vor1 and Vo1 apply to the following signals: HIG[4:0], MIG[2:0], PIG[3:0], DRVPCI, MDLE.
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5. VoL2 and Vou2 apply to the following signals: REQ#, MEMACK #, FRAME #, C/BE[3:0] #, TRDY #, IRDY #, STOP#,
PLOCK#, DEVSEL#, PAR, PERR#, SERR#, BOFF#, AHOLD, BRDY#, NA#, EADS#, KEN#, INV, A[31:0],
PCLKOUT, HCLKA - HCLKF, CALE, COE[1:0]#, CWE[7:0]#, CADVI[1:0]#, CADS[1:0]#, CAA[6:3], CABI6:3],
RAS[5:0] #, CAS[7:0] #, MA[10:0], WE #. ’

SERR

© oNoO

loLt and loH1 apply to the following signals: HIG[4:0], MIG[2:0], PIG[3:0], DRVPCI, MDLE.

loLz and loHz apply to the following signals: C/BE[3:0] #, REQ#, MEMACK #, PCIRST #, MA[10:0], WE #.

loLs and lonHg apply to the following signals: FRAME #, TRDY #, IRDY #, STOP#, PLOCK#, DEVSEL #, PAR, PERR #,
#.

loLs and lons apply to the following signals: BOFF #, AHOLD, BRDY #, NA#, EADS#, KEN#, INV, CPURST, INIT,

A[31:0], PCLKOUT, CALE, COE[1:0]#, CADS[1:0]#, CADV[1:0]#, CWE[7:0]#, CAAI[6:3], CAB[6:3], RAS[5:0] #,

CAS[7:0] #.

9.4 A.C. Characteristics

The A.C. characteristics given in this section consist
of propagation delays, valid delays, input setup re-

quirments, input hold requirements, output float de-
lays, output enable delays, output-to-output delays,

In Figures 9-1 through 9-9, V-r = 1.5V for the following signals:

pulse widths, clock high and low times and clock
period specifications. Figures 9-1 through 9-9 define
these specifications. Sections 9.4.1 through 9.4.8 list
the A.C. Characteristics. Output test loads are listed
in the right column.

A[31:0], BE[7:0]#, PEN#, D/C#, W/R#, M/IO#, HLOCK#, ADS#, PCHK#, HITM#, EADS#, BRDY #,
BOFF #, AHOLD, NA#, KEN#, INV, CACHE #, SMIACT #, INIT, CPURST, CALE, CADVI[1:0] #, COE[1:0] #,
CWE[7:0] #, CADS[1:0]#, CAA[6:3], CAB[6:3], WE#, RAS[5:01#, CAS[7:0]#, MA[10:0], C/BE[3:0]#,
FRAME#, TRDY+#, IRDY#, STOP#, PLOCK#, GNT#, DEVSEL#, MEMREQ#, PAR, PERR#, SERR#,
REQ#, MEMCS#, FLSHBUF#, MEMACK#, PWROK, PCIRST#, HCLKIN, HCLKA-HCLKF, PCLKIN,

PCLKOUT.

V1 = 2.5V for the following signals:

PPOUTI[1:0], EOL, HIG[4:0], PIG[3:0], MIG[2:0], DRVPCI, MDLE.

9.4.1 HOST CLOCK TIMING, 66 MHz

Table 9-3. Functional Operating Range (Vcc = 4.9V t0 5.25V, Tcage = 0°C to +70°C)

Symbol Parameter Min Max Figure Notes
tla HCLKOSC High Time 6.0 9-6
t1b HCLKOSC Low Time 5.0 - 9-6
t2a HCLKIN Period 15 20 9-6
t2b HCLKIN Period Stability +100 , ps(1)
t2c HCLKIN High Time 9-6
tad HCLKIN Low Time 9-6
t2e HCLKIN Rise Time 1.5 9-7
t2f HCLKIN Fall Time 1.5 9-7
t3a HCLKA-HCLKF Output-to-Output Skew 0.5 9-9 0pF
t3b HCLKA-HCLKF High Time 5.0 ' 96 0pF
t3c HCLKA-HCLKF Low Time 5.0 9-6 0pF
NOTE:
1. Measured on rising edge of adjacent clocks at 1.5V.
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9.4.2 CPU INTERFACE TIMING 66 MHz
Table 9-4. Functional Operating Range (Vco = 4.9Vit0 5.25V; TCASE = 0°Cto +70°C)
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Symbol

Parameter Min | Max | Figure Notes
t10a ADS#, HITM#, W/R#, M/I0#, 4.6 9-3
D/C#, HLOCK #, CACHE #,
BE[7: 0] #, SMIACT # Setup Time to
HCLKIN Rlsmg
t10b ADS#, HITM#, W/R#, M/IO#, 0.8 9-3
D/C#, HLOCK #, CACHE #, ]
BE[7: ol #, SMIACT # Hold Time from
HCLKIN Rusmg
ti1a PCHK # Setup Time to HCLKIN Rising | 4.3 9-3
t11b PCHK # Hold Time from HCLKIN 1.1 9-3
Rising ,
t12a A[18:3] Rising Edge Setup Time to 45 9-3 Setup to HCLKIN Rising
HCLKIN Rising when ADS # is Sampled
, Active by PCMC.
t12aa A[18:3] Falling Edge Setup Time to 3.2 9-3 Setup to HCLKIN Rising
' HCLKIN Rising when ADS # is Sampled
) . ‘ Active by PCMC.
t12ab A[31:19] Rising Edge Setup Time to 4.7 9-3 | Setupto HCLKIN Rising
HCLKIN Rising . when ADS # is Sampled
) Active by PCMC. .
ti2ac A[31:19] Falling Edge Setup Time to 4.1 9-3 Setup to HCLKIN Rising
HCLKIN Rising _ when ADS # is Sampled
‘ . ' Active by PCMC.
t12b A[31:0] Hold Time from HCLKIN 0.5 93 Hold from HCLKIN Rising
Rising . Two Clocks after ADS# is
o Sampled Active by PCMC.
t12c " A[31:0] Setup Time to HCLKIN Rising 6.5 9-3 Setup to HCLKIN Rising -
} , o ) when EADS # is Sampled-
: ] Active by the CPU.
t12d A[31:0] Hold Time from HCLKIN 1.5 9-3 Hold from HCLKIN Rising
Rising . ~when EADS# is Sampled
) : ) Active by the CPU.
t12e “A[31:0] Output Enable from HCLKIN 0 13 9-5 '
Rising ‘ .
t12f A[31:0] Valid Delay from HCLKIN 1.3 | 18 92 0pF
) Rising ' .
t12g A[31:0] Float Delay from HCLKIN 0 13 9-4
Rising .
t12h Al2:0] Propagatnon Delay from 1 16 9-1 0pF
BE[7:0] #
t13a BRDY # Rising Edge Valid Delay from 1.7 7.8 9-2. 0pF
HCLKIN Rising’ i
't13b BRDY # Falling Edge Vahd Delay from 1.7 7.6 9-2 " 0pF
HCLKIN Rising )
t14 - NA# Valid Delay from HCLKIN Rising 1.3 7.8 9-2 0 pF
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Table 9-4. Functional Operating Range (Vcc = 4.9V t0 5.25V; Tcase = 0°Cto +70°C) (Continued)

82434LX

Symbol Parameter Min Max | Figure Notes
t15a AHOLD Valid Delay from 1.3 71 9-2 0pF
HCLKIN Rising :
t15b BOFF # Valid Delay from 1.8 71 9-2
HCLKIN Rising
t16a EADS#, INV, PEN #, Valid 1.3 74 9-2 0 pF
Delay from HCLKIN Rising
t16b CPURST Rising Edge Valid 0.9 7.5 9-2
Delay from HCLKIN Rising
t16¢ CPURST Falling Edge Valid 0.9 7.0 9-2
Delay from HCLKIN Rising
t16d KEN# Valid Delay from 1.3 7.6 9-2
HCLKIN Rising
t17 INIT High Pulse Width 16 HCLKs 9-8 Soft Reset via TRC
-5 Register or CPU
Shutdown Special Cycle, 0 pF
t18 CPURST High Pulse Width ims 9-8 Hard Reset via

TRC Register, 0 pF
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9.4.3 SECOND LEVEL CACHE STANDARD SRAM TIMING, 66 MHz
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Table 9-5. Functional Operating Range (Vcc = 4.9V to 5.25V; Tcase = 0°Cto +70°C)

Symbol Parameter Min Max | Figure Notes

t20a CAA[6:3]/CABI[6:3] 0 8.5 9-1 0 pF
Propagation Delay from A[6:3]

t20b CAA[6:3]/CABI6:3] Valid 0 7.2 9-2 0pF
Delay from HCLKIN Rising

t21a COE[1:0] # Falling Edge Valid 0 9 9-2 0 pF
Delay from HCLKIN Rising

t21b COE[1:0] # Rising Edge Valid 0 5.5 9-2 0pF
Delay from HCLKIN Rising

t22a CWE[7:0] #/CBS[7:0] # 2 14 9-2 CPU Burst or Single Write to
Falling Edge Valid Delay from Second Level Cache, 0 pF
HCLKIN Rising

t22b CWE([7:0] # /CBS[7:0] # Rising 3 14 9-2 CPU Burst or Single Write to
Edge Valid Delay from HCLKIN Write to Second Level Cache,
Rising OpF , :

t22¢ CWE([7:0] # /CBS[7:0] # Valid 1.4 7.7 9-2 Cache Line Fill, 0 pF
Delay from HCLKIN Rising )

t22d CWE[7:0] #/CBS[7:0] # Low 1 HCLK 9-8 0pF

) .Pulse Width :

t22e CWE([7:0] #/CBS[7:0] # -1 9-9 Last Write to Second Level
Driven High before CALE Cache during Cache Line Fill,
Driven High 0pF

t22f CAA[4:3]/CAB[4:3] Valid 1.5 9-9 CPU Burst Write to
before CWE(7:0] # Falling Second Level Cache, 0 pF

t23 CALE Valid Delay from 0 7.5 9-2 0 pF
HCLKIN Rising

t24 CR/WI[1:0] # Valid Delay from 15 7.6 9-2 0 pF
HCLKIN Rising

t25 CBS[7:0] # Valid Delay from 1.0 12.0 9-2 0 pF

: HCLKIN Rising, Reads from
Cache SRAMs
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9.4.4 SECOND LEVEL CACHE BURST SRAM TIMING, 66 MHz \
Table 9-6. Functional Operating Range (Voc = 4.9V to 5.25V; Tcasg = 0°C to +70°C)

Symbol Parameter Min | Max | Figure | Notes

t30a CAA[6:3]/CAB[6:3] Propagation Delay from A[6:3] 0 8.5 9-1 0pF “
t30b CAA[6:3]/CABI[6:3] Valid Delay from HCLKIN Rising 0 7.0 9-2 0 pF |
31 CADS[1:0] # Valid Delay from HCLKIN Rising 15 7.7 9-2 | OpF ‘
t32 CADV[1:0] # Valid Delay from HCLKIN Rising i1 1.5 71 9-2 0 pF “
t33 CWE[7:0] # Valid Delay from HCLKIN Rising 1.0 9.0 9-2 0pF

t34a COE[1:0] # Falling Edge Valid Delay from HCLKIN Rising 0 9.0 9-2 0 pF

t34b COE[1:0] # Rising Edge Valid Delay from HCLKIN Rising 0 5.5 9-2 0 pF

t35 CALE Valid Delay from HCLKIN Rising 0 7.5 9-2 0 pF ‘

9.4.5 DRAM INTERFACE TIMING, 66 MHz
Table 9-7. Functional Operating Range (Voo = 4.9V t0 5.25V; Tcasg = 0°C to +70°C)

Symbol Parameter Min Max | Figure Notes
t40a RASI[5:0] # Valid Delay 0 75 9-2 50 pF
: from HCLKIN Rising
t40b RAS[5:0] # Pulse Width 4HCLKs — 5 RAS # Precharge at Beginning
High , of Page Miss Cycle, 50 pF
t41a CAS[7:0]1# Valid Delay 0 75 9-2 50 pF
from HCLKIN Rising
t41b CASI[7:0] # Pulse Width 1 HCLK-5 CAS# Precharge
High _ during Burst Cycles, 50 pF
t42 WE # Valid Delay from 0 21 9-2 50 pF
HCLKIN Rising ' ‘
t43a MA[10:0] Propagation 0 23 9-1 . 50pF
: Delay from A[23:3] ‘
t43b MA[10:0] Valid Delay 0 10.1 9-2 50 pF
from HCLKIN Rising
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9.4.6 PClI CLOCK TIMING, 66 MHz
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Table 9-8. Functional Operating Range (Voc = 4.9V t0 5.25V; Tcase = 0°C to +70°C)

Symbol Parameter Min Max Figure Notes
t50a PCLKOUT High Time 13 9-6 20 pF
t50b PCLKOUT Low Time 13 9-6 20 pF
t51a PCLKIN High Time 12 9-6
t51b PCLKIN Low Time 12 9-6
t51c PCLKIN Rise Time 9-7
t51d PCLKIN Fall Time 3 9-7

9.4.7 PCI INTERFACE TIMING, 66 MHz
Table 9-9. Functional Operating Range (Voo = 4.9V t0 5.25V; Tcasg = 0°Cto +70°C)

Symbol Parameter Min | Max | Figure Notes
t60a C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 2 11 9-2 Min: 0 pF
STOP#, PLOCK #, PAR, PERR#, SERR #, Max: 50 pF
DEVSEL # Valid Delay from PCLKIN Rising
t60b C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 2 9-5
STOP#, PLOCK #, PAR, PERR #, SERR #, .
DEVSEL # Output Enable Delay from
PCLKIN Rising
t60c C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 2 28 9-4
STOP#, PLOCK #, PAR, PERR #, SERR #, Sl
DEVSEL # Float Delay from PCLKIN Rising
t60d C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 7 9-3
STOP#, PLOCK#, PAR, PERR #, SERR #,
DEVSEL # Setup Time to PCLKIN Rising
t60e C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 0 9-3
STOP#, PLOCK#, PAR, PERR #, SERR #,
DEVSEL # Hold Time from PCLKIN Rising
téla REQ#, MEMACK # Valid Delay from ‘ 2 12 9-2 Min: 0 pF
PCLKIN Rising ‘ : Max: 50 pF
té1b REQ#, MEMACK # Output Enable Delay 2 9-5 ‘
from PCLKIN Rising :
téic REQ#, MEMACK # Float Delay from 2 28 9-4
PCLKIN Rising :
t62a FLSHREQ#, MEMREQ# Setup Time to 12 9-3
PCLKIN Rising ‘
t62b FLSHREQ#, MEMREQ# Hold Time from 0 9-3
PCLKIN Rising
té3a GNT # Setup Time to PCLKIN Rising 10 9-3
t63b GNT # Hold Time from PCLKIN Rising 0 9-3
té4a MEMCS # Setup Time to PCLKIN Rising 9-3
t64b MEMCS # Hold Time from PCLKIN Rising 9-3
t65 PCIRST # Low Pulse Width 1ims 9-8 Hard Reset via
TRC Register, 0 pF
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9.4.8 LBX INTERFACE TIMING, 66 MHz
Table 9-10. Functional Operating Range (Vog = 4.9V t0 5.25V; Tgasg = 0°C to +70°C)

Symbol . Parameter Min | Max | Figure | Notes
t70 HIG[4:0] Valid Delay from HCLKIN Rising 0.8 6.5 9-2 0 pF
t71 MIG[2:0] Valid Delay from HCLKIN Rising 09 | 65 9-2 0 pF
| t72 PIG[3:0] Valid Delay from PCLKIN Rising 0.7 | 10.9 9-2 0 pF
t73 PCIDRYV Valid Delay from PCLKIN Rising : 1 135 9-2 0 pF %
74a MDLE Falling Edge Valid Delay from HCLKIN Rising 0.6 5.6 9-2. 0 pF
t74b MDLE Rising Edge Valid Delay from HCLKIN Rising 0.6 6.8 9-2 0 pF
t75a EOL, PPOUT[1:0] Setup Time to PCLKIN Rising 7.7 .93
t75b EOL, PPOUT[1:0] Hold Time from PCLKIN Rising 1.0 9-3

9.4.9 HOST CLOCK TIMING, 60 MHz
Table 9-11. Functional Operating Range (Voc = 5V 5%; Tcase = 0°Cto + 85°C)

Symbol ' Parameter ' Min “Max | Figure Notes
Ha HCLKOSC High Time : 6.0 9-6

tib HCLKOSC Low Time . 50 | 9-6

t2a HCLKIN Period 16.66 20 9-6

t2b - HCLKIN Period Stability +100 ps()
t2c HCLKIN High Time 4 v | 96

t2d - | HCLKIN Low Time 4 : 9-6

t2e | HCLKIN Rise Time | 15 9-7

t2f HCLKIN Fall Time - _ 15 9-7

t3a HCLKA-HCLKF Output-to-Output Skew | 0.5 9-9 0 pF
t3b HCLKA-HCLKF High Time 5.0 96 .| OpF
t3c HCLKA-HCLKF Low Time 5.0 9-6 - 0pF

NOTE:

1. Measured on rising edge of adjacent clocks at 1.5V.
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9.4.10 CPU INTERFACE TIMING, 60 MHz

Table 9-12. Functional Operating Range (Vo = 5V £5%; Tcasg =

0°Cto + 85°C)

Symbol Parameter Min | Max | Figure Notes
t10a ADS#, HITM#, W/R#, M/I0#, .~ 46 9-3
D/C#, HLOCK#, CACHE #,
BE[7: 0] #, SMIACT # Setup Time to
HCLKIN Rlsmg ‘
t10b ADS#, HITM#, W/R#, M/IO#, 0.8 9-3
D/C#, HLOCK#, CACHE #, | N
BE[7:0] #, SMIACT # Hold Time from
HCLKIN Rising
ti1a PCHK # Setup Time to HCLKIN Rising 43 . 9-3
t11b PCHK# Hold Time from HCLKIN 1.1 9-3
Rising
t12a Al18:3] Rising Edge Setup Time to 45 9-3 Setup to HCLKIN Rising
HCLKIN Rising when ADS # is' Sampled
. . Active by PCMC.
t12aa Al18:3] Falling Edge Setup Time to 3.2 9-3 ‘Setup to HCLKIN Rising
HCLKIN Rising when ADS # is Sampled -
Active by PCMC.
t12ab A[31:19] Rising Edge Setup Time to . 4.7 9-3 Setup to HCLKIN Rising
HCLKIN Rising when ADS # is Sampled
‘ Active by PCMC.
t12ac A[31:19] Falling Edge Setup Time to 4.1 9-3 Setup to HCLKIN Rising
HCLKIN Rising when ADS # is Sampled
Active by PCMC. .
t12b A[31:0] Hold Time from HCLKIN 0.5 9-3 Hold from HCLKIN Rising
Fhsmg Two Clocks after ADS # is
o Sampled Active by PCMC.
t12¢c A[31:0] Setup Time to HCLKIN Rising. | 6.5 9-3 | Setupto HCLKIN Rising
) when EADS # is Sampled
; , * Active by the CPU.
t12d A[31:0] Hold Time from HCLKIN 1.5 9-3 Hold from HCLKIN Rising
Rising when EADS # is Sampled
) Active by the CPU.
t12e A[31:0] Output Enable from HCLKIN 0 | 13 9-5
Rising
t12f Al[31:0] Valid Delay from HCLKIN 1.3 13 - 9-2 0 pF
- Rising
t12g A[31:0] Float Delay from HCLKIN 0 13. 9-4
Rising
t12h A[2:0] Propagation Delay from 1 16 9-1 0pF
BE[7:0] # . )
t13a BRDY # Rising Edge Valid Delay from | 2.1 7.9 9-2 0 pF
HCLKIN Rising :
t13b BRDY # Falling Edge Valid Delay from 21 | 79 9-2 - 0pF
: HCLKIN Rising '
t14 NA# Valid Delay from HCLKIN Rising | 1.4 | 8.4 9-2
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Table 9-12. Functional Operating Range (Vcc = 5V £5%; Tcasg = 0°C to +85°C) (Continued)

82434LX

Symbol Parameter Min Max | Figure Notes
t16a - AHOLD Valid Delay from 2.0 7.6 9-2 0pF
HCLKIN Rising ’
t15b BOFF # Valid Delay from 20 7.6 9-2
HCLKIN Rising
t16a EADS#, INV, PEN #, Valid 20 8.0 9-2 0 pF
Delay from HCLKIN Rising
t16b CPURST Rising Edge Valid 1.2 7.5 9-2
Delay from HCLKIN Rising
t16c CPURST Falling Edge Valid 1.2 7.5 9-2
Delay from HCLKIN Rising
t16d KEN# Valid Delay from 1.7 8.2 9-2
HCLKIN Rising
17 INIT High Pulse Width 16 HCLKs 9-8 Soft Reset via TRC
-5 i Register or CPU
Shutdown Special Cycle, 0 pF
118 CPURST High Pulse Width ims 9-8 Hard Reset via
. TRC Register, 0 pF
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9.4.11 SECOND LEVEJ:. CACHE STANDARD SRAM TIMING, 60 MHz

intel.

Table 9-13. Functional Operating Range (VCC' = 5V £5%; Tcase = 0°C to +85°C)

| HCLKIN Rising, Reads from

Cache SRAMs

Symbol Parameter Min Max | Figure Notes

t20a CAA[6:3]/CABI6:3] 0 85 | 91 0 pF
Propagation Delay from A[6:3] ~ . ,

t20b | CAAI6:3]/CAB[6:3] Valid 0 7.2 9-2 O pF
Delay from HCLKIN Rising .

t21a COE[1:0] # Falling Edge Valid 0 9.0 9-2 0 pF
Delay from HCLKIN Rising e

t21b COE[1:0] # Rising Edge Valid 0 55 9-2 OpF

) Delay from HCLKIN Rising . ; o

t22a CWE(7:0] #/CBS[7:0] # 2 14 9-2 CPU Burst or Single Write to
Falling Edge Valid Delay from ‘ Second Level Cache, 0 pF
HCLKIN Rising - '

t22b CWEI7:0] #/CBS[7:0] # Rising 3 15 9-2 CPU Burst or Single Write to

. Edge Valid Delay from HCLKIN® Write to Second Level Cache,

Rising | OpF

t22¢ CWEI(7:0] #/CBS[7:0] # Valid 14 7.7 9-2 Cache Line Fill, 0 pF
Delay from HCLKIN Rising ’

t22d CWE[7:0] #/CBS[7:0] # Low 1 HCLK 9-8 0pF .
Pulse Width

t22e CWE(7:0] #/CBS[7:0]# -1 9-9 Last Write to Second Level
Driven High before CALE - Cache during Cache Line Fill,
Driven High _ 0 pF

to2f CAA[4:3]/CAB[4:3] Valid ; 1.5 - 99 CPU Burst Write to
before CWE[7:0] # /CBS[7:0] # ‘ Second Level Cache, 0 pF
Falling

t23 CALE Valid Delay from 0 8 9-2 0pF

 HCLKIN Rising ‘
t24 CR/WI[1:0] # Valid Delay from 1.5, 8.2 9-2 0pF -
- HCLKIN Rising
t25 COBS[7:0] # Valid Delay from 1.0 12.0 9-2

'OpF
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9.4.12 SECOND LEVEL CACHE BURST SRAM TIMING, 60 MHz
Table 9-14. Functional Operating Range (Vcc = 5V £5%; Tcase = 0°Cto +85°C)

Symbol Parameter Min | Max | Figure | Notes ;
t30a CAA[6:3]/CAB[6:3] Propagation Delay from A[6:3] 0 8.5 9-1 0pF
t30b CAAI6:3]/CAB(6:3] Valid Delay from HCLKIN Rising 0 8.2 9-2 0 pF
31 CADS[1:0] # Valid Delay from HCLKIN Rising 1.5 8.2 9-2 0 pF
t32 CADV[1:0] # Valid Delay from HCLKIN Rising 1.5 8.2 9-2 0 pF |
133 CWEI7:0] # Valid Delay from HCLKIN Rising 10 | 105 | 92 0pF "
t34a COE[1:0] # Falling Edge Valid Delay from HCLKIN Rising 0 9.5 9-2 0 pF
t34b COE[1:0] # Rising Edge Valid Delay from HCLKIN Rising 0 6.0 9-2 0pF
t35 CALE Valid Delay from HCLKIN Rising 0 8.5 9-2 0 pF

9.4.13 DRAM INTERFACE TIMING, 60 MHz
Table 9-15. Functional Operating Range (Vcc = 5V +5%; Tcase = 0°C to +85°C)

Symbol Parameter Min Max | Figure Notes
t40a RAS[5:0] # Valid Delay 0 8.0 9-2 50 pF
from HCLKIN Rising
t40b . | RAS[5:0]# Pulse Width | 4 HCLKs — 5 RAS # Precharge at Beginning
High of Page Miss Cycle, 50 pF
t41a CAS[7:0] # Valid Delay 0 8.0 9-2 50 pF
from HCLKIN Rising
t41b CAS[7:0] # Pulse Width 1 HCLK-5 CAS# Precharge
High ‘ during Burst Cycles, 50 pF
t42 WE # Valid Delay from 0 21 9-2 . 50 pF
HCLKIN Rising
t43a MA[10:0] Propagation .0 23 9-1 50 pF
Delay from A[23:3]
t43b MA[10:0] Valid Delay 0 107 | 92 , 50 pF
from HCLKIN Rising
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9.4.14 PCI CLOCK TIMING, 60 MHz
Table 9-16. Functional Operating Range (Vcc = 5V to £5%; Tcasg = 0°C to +85°C)

intel.

Symbol Parameter Min Max Figure ‘ Notes
t50a PCLKOUT High Time 13 9-6 20 pF
t50b PCLKOUT Low Time 13 9-6 20 pF
ts1a PCLKIN High Time 12 © 9-6
t51b PCLKIN Low Time 12 9-6
ts1c PCLKIN Rise Time 9-7
t51d PCLKIN Fall Time 9-7

9.4.15 PCI INTERFACE TIMING, 60 MHz

Table 9-17. Functional Operating Range (Voc = 5V £5%; Tcase = 0°C to +85°C)

Symbol Parameter Min | Max | Figure Notes
t60a C/BEI[3:0] #, FRAME #, TRDY #, IRDY #, 2 11 9-2 Min: 0 pF
STOP#, PLOCK#, PAR, PERR #, SERR #, Max: 50 pF
DEVSEL # Valid Delay from PCLKIN Rising
t60b C/BE[3:0]#, FRAME #, TRDY #, IRDY #, 2 9-5
STOP#, PLOCK #, PAR, PERR #, SERR #,
DEVSEL# Output Enable Delay from
PCLKIN Rising
t60c C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 2 28 9-4
STOP#, PLOCK #, PAR, PERR #, SERR #,
DEVSEL # Float Delay from PCLKIN Rising
teod C/BEI[3:0] #, FRAME #, TRDY #, IRDY #, 9 9-3
STOP #, PLOCK #, PAR, PERR #, SERR #,
DEVSEL # Setup Time to PCLKIN Rising
t60e C/BE[3:0] #, FRAME #, TRDY #, IRDY #, 0 9-3
STOP#, PLOCK#, PAR, PERR#, SERR #,
DEVSEL # Hold Time from PCLKIN Rising
té1a REQ#, MEMACK # Valid Delay from 2 12 9-2 Min: 0 pF
PCLKIN Rising Max: 50 pF
t61b REQ#, MEMACK# Output Enable Delay 2 9-5
from PCLKIN Rising
té1c REQ#, MEMACK # Float Delay from 2 28 9-4
PCLKIN Rising
t62a FLSHREQ#, MEMREQ# Setup Time to 12 9-3
PCLKIN Rising
t62b FLSHREQ#, MEMREQ# Hold Time from 0 9-3
PCLKIN Rising
t63a GNT # Setup Time to PCLKIN Rising 10 9-3
t63b GNT # Hold Time from PCLKIN Rising 9-3
t64a MEMCS # Setup. Time to PCLKIN Rising 7 9-3
t64b MEMCS # Hold Time from PCLKIN Rising 0 9-3
165 PCIRST # Low Pulse Width 1ms 9-8 Hard Reset via
‘ ‘ TRC Register, 0 pF
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9.4.16 LBX INTERFACE TIMING, 60 MHz
Table 9-18. Functional Operating Range (Vcc = 5V £5%; Tcase = 0°C to +85°C)

Symbol Parameter Min | Max | Figure | Notes
t70 HIG[4:0] Valid Delay from HCLKIN Rising 0.8 6.7 9-2 0 pF
t71 MIG[2:0] Valid Delay from HCLKIN Rising 0.9 6.5 9-2 0 pF
t72 PIG[3:0] Valid Delay from PCLKIN Rising 15 12 9-2 0 pF
t73 PCIDRYV Valid Delay. from PCLKIN Rising 1 13 9-2 0 pF
t74a MDLE Falling Edge Valid Delay from HCLKIN Rising 0.6 6.8 9-2 0 pF
t74b MDLE Rising Edge Valid from HCLKIN Rising 06 | 68 9-2 0 pF
t75a EOL, PPOUT[1:0] Setup Time to PCLKIN Rising 7.7 9-3
t75b EOL, PPOUT[1:0] Hold Time from PCLKIN Rising 1 9-3

9.4.17 TIMING DIAGRAMS

Input Vr>é '
Propagation Delay
Output : VT;<

200479-73

Figure 9-1. Propagation Delay

Clock

<—Valid Delay:

Output VT

290479-74

Figure 9-2. Valid Delay from Rising Clock Edge
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1.5V
Clock
Setup Tlme Hold Time
» | 4P
Input VT
290479-75
Figure 9-3. Setup and Hold Times
Input VT
Float Delay
Output ;—
290479-76
Figure 9-4. Float Delay
Clock 1.5V
Output Enable Delay
———p
Output
- 290479-77
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High Time

Low Time
44—

<4+——Period—m»
290479-78

Figure 9-6. Clock High and Low Times and Period

—»! |<4—Rise Time
: 290479-79

Figure 9-7. Clock Rise and Fall Times

<+—Pulse Width——»
© 200479-80

Figure 9-8. Pulse Width

Output1 VT

<@ »

Output—to-OUtput Delay

Output2 : VT

290479-81

Figure 9-9. Output-to-Output Delay
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10.0 PINOUT AND PACKAGE INFORMATION

10.1 Pin Assignment
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Figure 10-1. PCMC Pin Assignment
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Table 10-1. Alphabetical Pin Assignment
Signal Pin # Type Signal Pin #|Type Signal Pin # | Type
A0 204 t/s BE2# 57 | in CWEO#/CBSO# | 100 | out
Al 205 t/s BE3# 59 | in CWE1#/CBS1#| 99 | out
A2 206 t/s BE4# 55 | in CWE2#/CBS2# | 98 | out
A3 12 t/s BE5# 54 | in CWE3#/CBS3# | 97 | out
A4 9 t/s BE6# 58 | in CWE4#/CBS4# | 96 | out
A5 10 t/s BE7# 60 | in CWE5#/CBS5# | 95 | out
A6 11 t/s BOFF # 30 | out CWE6#/CBS6# | 91 | out
A7 14 t/s BRDY # 32 | out CWE7#/CBS7#| 90 | out
A8 13 t/s CAA3 82 | out D/C# 68 | in
A9 16 t/s CAA4 80 | out DEVSEL# 170 |s/t/s
A10 15 t/s CAA5 78 | out DRVPCI 186 | out
A11 18 t/s CAA6 76°| out EADS# 34 | out
A12 17 t/s CAB3 84 | out EOL 161 | in
A13 19 t/s CAB4 81 | out FLSHREQ# 162 | in
Al4 21 t/s CABS 79 | out FRAME # - 173 | s/t/s
A15 22 t/s CAB6 77 | out GNT# 163 | in
A16 201 t/s CACHE # 64 | in HCLKA 42 | out
A7 202 t/s CADSO0#, CR/WO0#| 93 | out HCLKB 41 | out
A18 203 t/s CADS1#,CR/W1#| 94 | out HCLKC 40 | out
A19 6 t/s CADVO # 88 | out HCLKD 39 | out
A20 7 t/s CADV1 # 89 | out HCLKE 38 | out
A21 200 t/s CALE 101 | out HCLKF 37 | out
A22 4 t/s CASO# 135 | out HCLKIN 50 | in
A23 196 t/s CAS1# 137 | out HCLKOSC 52 | in
A24 3 t/s CAS2# 133 | out HIGO 184 | out
A25 8 t/s CAS3# 131 | out HIG1 183 | out
A26 t/s CAS4 # 136 | out HIG2 182 | out
A27 197 t/s CAS5 # 138 | out HIG3 181 | out
A28 2 t/s CAS6 # 134 | out HIG4 180 | out
A29 198 t/s CAS7# 132 | out HITM# 65 | in
A30 207 t/s CBEO# 146 | t/s HLOCK # 71| in
A31 199 t/s CBE1 # 145 | t/s INIT 26 | out
ADS# 66 in CBE2# 144 | t/s INV 28 | out
AHOLD 33 out CBE3# 143 | t/s IRDY # 142 | s/t/s
BEO# 56 in COEO # 87 | out KEN # 29 | out
BE1# 53 in COE1# 85 | out M/IO# 61 | in
CPURST 25 | out
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) Table 10-1. Alphabetical Pin Assignment (Continued)

Signal | Pin # | Type Signal Pin # | Type Signal Pin # Type
MAO 122 | out’ PIG3 187 out Vpp 86 V'
MA1 121 out PLLAGND 45 Y Vop 102 |V

| MA10 110 | out PLLARCH 46 in Vop 103 Vv
MA2 119 | out PLLARC2 48 in Vpp 120 Vv
MA3 118 out PLLAVDD 49 v Voo 130 v
MA4 117 | out PLLAVSS 47 Y Vop 139 Vv
MA5 116 | out PLLBGND | 151 Y Vop 149 v
MA6 114 | out PLLBRCT 152 in Vop 158 v

| MaA7 113 | out PLLBRC2 | 154 in Vop 176 v
MA8 112 | out PLLBVDD | 155 Vv Vop 188 v
MA9 11 out PLLBVSS | 153 Vv Vpp 208 v
MDLE 185 | out PLOCK # 168 | s/t/s Vss 1 v
MEMACK# | 195 | out PPOUTO 159 in Vss 24 v
'MEMCS# 164 in PPOUTY 160 in Vss 36 | Vv
MEMREQ# | 165 in PWROK 62 in Vss 44 v
MIGO 179 out RASO # 127 out Vss 51 Y
MIG1 178 | out RAS1# 125 out Vss 75 Y
MIG2 175 | out RAS2# 126 out Vss " 83 v
NA# 31 out RAS3# 124 out Vss 92 v
NC 70 | 'NC RAS4# 128 out Vss 104 v
NC 105 | NC RASS5 # 123 out Ves 107 v
NG 106 | NC 'REQ# 194 out Vss 115 v
NC 109 | NC SERR # 172 | s/o/d Vss 129 Vv
PAR 171 t/s SMIACT# | 69 in . Vss 140 v
PCHK # 72 in STOP# 167 s/t/s Vss 148’ v
PCIRST # 147 | out TESTEN 63 in Vss 150 v
PCLKIN 156 in | TRDY# 141 | s/t/s Vss 157 v
PCLKOUT 174 | out Voo 20 v Vss 166 Y
PEN# 27 | out VoD 23 v Vss 177 v
PERR# 169 | s/o/d Vpp 35 Vv Vss 189 v
PIGO 193 out “Vpp 43 | v Vss 190 Y
PIG1 192 | out VoD 73 \ W/R# 67 in
PIG2 191 | out Vob 74 v WE # 108 out
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Table 10-2. Numerical Pin Assignment
Pin # Signal Type Pin # Signal Type Pin # Signal Type

1 Vss v 37 HCLKF out 73 |Vobp v

2 A28 t/s 38 HCLKE out 74 |Vpp \

3 A24 t/s 39 HCLKD out 75 |Vss v

4 A22 t/s 40 HCLKC out 76 |CAA6 out

5 A26 t/s 41 HCLKB out 77 |CAB6 out

6 A19 t/s 42 HCLKA out 78 [CAA5 out

7 A20 t/s 43 Vbb v 79 |CABS out

8 A25 t/s 44 Vss v 80 |CAA4 out

9 A4 t/s 45 PLLAGND Vv 81 |CAB4 out
10 A5 t/s 46 PLLARC1 in 82 |CAA3 out
" A6 t/s 47 PLLAVSS \' 83 |Vss \
12 A3 t/s 48 PLLARC2 in 84 |CAB3 out
13 A8 t/s 49 PLLAVpp \ 85 |[COE1# out
14 A7 t/s 50 HCLKIN in 86 |Vpp v
15 A10 t/s 51 Vss v 87 |COEO# out
16 A9 t/s 52 . HCLKOSC in 88 [CADVO# out
17 A12 t/s 53 BE1# in 89 |CADV1# out
18 A1 t/s 54 BE5# in 90 |CWE7#/CBS7# out
19 A13 t/s 55 BE4 # in 91 |CWE6+#/CBS6 # out
20 VoD Vv 56 | BEO# in 92 |Vss Vv
21 A14 t/s 57 BE2# in 93 [CADSO#, CR/WO#| out
22 A15 t/s 58 BE6# in 94 |CADS1#,CR/W1#| out
23 Vob v 59 BE3# in 95 |CWE5#/CBS5# | out
24 Vss v 60 BE7 # in 96 |CWE4#/CBS4# out
25 CPURST out 61 M/I0# in - 97 |CWE3#/CBS3# out
26 INIT out 62 PWROK in 98 |CWE2#/CBS2# out
27 PEN# out 63 TESTEN in 99 |CWE1#/CBS1# out
28 INV out 64 CACHE # in 100 {CWEO#/CBS0# out
29 KEN# v out 65 HITM # in 101 |CALE out
30 BOFF # out 66 ADS # in 102 (Vpp v
31 NA# out 67 W/R# in 103 |Vpp \"
32 BRDY # out 68 D/C# in 104 |Vgs %
33 AHOLD ~out 69 SMIACT # in 105 [NC NC
34 EADS # out 70 NC NC 106 |NC ' NC
35 Vop v 71 HLOCK # in 107 |Vss v
36 Vss \ 72 PCHK # in 108 |WE# out
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Table 10-2. Numerical Pin Assignment (Coniinued) o
Pin # , “Signal Type Pin # Signal ' Type Pin # _Signal | Type
109 | NC. NC 142 | IRDY# s/t/s 175 | MIG2 out
110 MA10 out 143 | CBE3# t/s 176 | Vpp v
111 MA9 out 144 | CBE2# t/s 177 | Vss v
112 MAS8 out 145 CBE1# t/s 178 MIG1 out
113 MA7 out 146 CBEO# s 179 MIGO out
114 MA6 out 147 PCIRST # out 180 HIG4 > out
115 Vss Vv 148 | Vgs \ 181 HIG3 out
116 MA5 out 149 | Vpp v 182 | HIG2 out
117 MA4 out 150 Vss \ 183, | HIG1 out
118 MA3 out 151 PLLBGND vV 184 | HIGO out
119 MA2 out 162 PLLBRC1 in 185 MDLE out
120 Vpp V. 153 | PLLBVSS % 186 | DRVPCI out
121 MA1 out . 154 PLLBRC2 in 187 PIG3 out
122 MAO out 155 PLLBVDD \ 188 Vbbb v
123 RAS5# out 156 PCLKIN in 189 | Vss v
124 RAS3 # out 157 | Vss v 190 | Vss v
125 RAS1 # out 158 | Vpp v 191 | PIG2 out
126 RAS2 # out 159 PPOUTO in 192 PIG1 out
127 RASO # out 160 PPOUT1 in 193 PIGO out
128 RAS4 # out 161 EOL in 194 REQ# out
129 Vss \ 162 FLSHREQ# in 195 MEMACK # out
130 VoD % 163 | GNT# in | 196 | A23 /s
- 131 - CAS3# out 164 MEMCS # in - 197 A27 t/s
132 CAS7 # out 165 | MEMREQ# in 198 | A29 t/s
133 CAS2# out 166 | Vss "V 199 | A31 t/s -
134 CAS6 # out 167 STOP # s/t/s 200 | A21 t/s
135 CASO# out 168 | PLOCK# s/t/s 201 A16 - t/s
136 CAS4 # ~out 169 PERR # s/o/d 202 A17 t/s
137 CAS1# _out 170 DEVSEL# s/t/s 203 A18 t/s
- 138 CAS5# “out 171 PAR t/s 204 A0 t/s
139 Vpp Vv 172 | SERR# s/o/d 205 | A1 t/s
140 Vss v 173 | FRAME# s/t/s 206 | A2 t/s
141 TRDY# | s/t/s 174 | PCLKOUT out 207 | A30 t/s
‘ ‘ 208 | Vpp v
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10.2 Package Characteristics

82434LX
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Figure 10-2. 208 Pin Quad Flat Pack (QFP) Dimensions
Symbol Description Value (mm)
A Seating Height 3.5 (max)
A1  Stand-off Height - 0.35 +0.1
A2 Package Height 3.0 (nomimal)
B Lead Width 0.18 +0.1/-0.05 -
D Package Length and Width, including pins ' 30.6 +0.3
D1 Package Length and Width, excluding pins 28 £0.1
e Linear Lead Pitch " 0.5 £0.1
G Lead Coplanarity - 041
L Lead Length B 0.5 0.2
0 Lead Angle 0°-10°
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. 11.0 TESTABILITY

A NAND tree is provided in the PCMC for Automated
Test Equipment (ATE) board level testing. The
NAND tree allows the tester to test the connectivity
of a subset of the PCMC signal pins. The output of
the NAND tree is driven on pin 109. The NAND tree
is enabled when A25 = 0, A26 = 1, and TESTEN
1 at the rising edge of PWROK. PLL Bypass
mode is enabled when A25 = 1, A26 = 1 and
TESTEN = 1 at the rising edge of PWROK. In PLL

intel.

Bypass mode, the PCMC A.C. specifications are af-
fected in the following ways. Output valid delays in-
crease by 20 ns. All hold times are 20 ns. Setup
times and propagation delays are unaffected. Input
clock high and low'times are 100 ns. In both NAND
tree test mode and PLL Bypass mode, TESTEN

must remain asserted throughout testing.

Table 11-1 shows the order of the NAND tree inside
the PCMC.

Table 11-1. NAND Tree

Order | Pin # Signal Order Pin # Signal Order | Pin # Signal

1 141 | TRDY# 25 199 A31 49 17 | A12

2 142 | IRDY# 26 200 A21 50 18 | AN

3 143 | CBE3# 27 201 A16 51 19 | A13

4 144 | CBE2# 28 202 A17 52 21 A4

5 145 | CBE1# 29 203 A18 53 22 | A5

6 146 | CBEO# 30 204 A0 54 53 | BE1#

7 159 | PPOUTO 31 205 A1 55 54 | BE5#

8 160 | PPOUT1 32 206 A2 56 55 | BE4#

9 161 | EOL 33 207 A30 57 56 | BEO#
10 162 | FLSHBUF# 34 2 A28 58 57 | BE2#
11 163 | GNT# 35 3 A24 59 | 58 | BE6#
12 164 | MEMCS# 36 4 A22 60 59 | BE3#
13 | 165 | MEMREQ# 37 5 A26 61 60 | BE7#
14 167 | STOP# 38 6 A19 62 61 M/IO#
15 168 | PLOCK# 39 7 A20 63 64 | CACHE#
16 169 | PERR# 40 8 A25 64 65 | HITM#
17 170 | DEVSEL# 41 9 A4 65 66 | ADS#
18 171 | PAR 42 10 A5 66 67 | W/R#
19 172 | SERR# 43 1 A6 67 68 | D/C#
20 173 | FRAME# 44 12 A3 68 69 | SMIACT#
21 194 | REQ# 45 13 A8 69 71 HLOCK #
22 196 | A23 46 14 A7 70 72 | PCHK#
23 197 | A27 47 15 A10 71 63 | TESTEN
24 198 | A29 48 16 A9

Additional Testing Notes:
. HCLKOUTI6:1] can be toggled via HCLKIN.

NOO A WN =

. PCIRST is the NAND Tree output of Tree Cell 6.
. INIT is the NAND Tree output of Tree Cell 53.
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. CAx[6:3] are flow through outputs via A[6:3] after PWROK transitions high.

. MA[10:0] are flow through outputs via A[13:3] after PWROK transitions high.
. CAS[7:0] # outputs can be tested by performing a DRAM read cycle.

. PCLKOUT .can be tested in PLL bypass mode, frequency is HCLK/2.
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REVISION HISTORY

The following list represents the key differences between version 001 and version 002 of the 82434LX PClI,
Cache and Memory Controller (PCMC) Data Sheet.

Section 2.1

Section 2.3

Section 3.1

Section 3.2

Section 3.2.3
Section 3.2.4
Section 3.2.5

Section 3.2.6
Section 3.2.8

Sections 3.2.7
through 3.2.9

Section 3.2.10
Section 3.2.12
Section 3.2.11
Section 3.2.13
Section 3.2.14

Section 3.2.16
Section 3.2.17
Section 3.2.18
Section 5.2.20

Section 3.2.21

Sectidon 3.2.22
Section 3.2.23
Section 3.2.24

Section 3.2.25

Note added that the SMIACT # signal is qualified with values stored in the SMRAM Space
Register.

CR/WI1:0] # and CBS[7:0] # are multiplexed onto the CADS[1:0] # and CWE[7:0] # lines
respectively. The new signals enable support of 64K x 16/18 asynchronous cache SRAMs
with dual byte select lines.

Changes made to reflect the Function Number field in the CSE Register. The BIST Enable
bit in the TRC Register is now reserved.

Section rewritten to describe Type 0 and Type 1 Configuration Cycles:
Notes added to bits 6 and 8 in the PCI Command Register Description. '
The description of the DEVSEL # Timing bit in the PCI Status Register has been extended.

In the PCI Status Register, bit 15 is changed to a reserved bit and bit 8 is the Data Parity
Detected bit.

The revision ID is now 03h.

The Special Cycle Address Register has been remoVed from the PCMC, hence this section
has been removed and replaced with the SCCD Register description.

These sections have been added to indicate the RPLI, SCCD and BCCD registers.

The MLT Register has been truncated to a 4 bit register.

. The Host Operating Frequency field has been shortened from two bits to one bit.

All bits of this register are Read Only.

Bits 5 through 0 of the Deturbo Frequency Control Register are now reserved.

Two new bits are defined in the Secondary Cache Control Register. Bit 4 controls
Secondary Cache Aliocation and bit 3 determines the Cache Byte Control. The description
for bits 7 and 6 has been modified. Bit descriptions for bits 4 and 3 have been added. A
clarification has been added to the bit 0 description. When bit 0 is reset to 0, the

CWEI(7:0] # lines will remain inactive, however COE[1:0] # may toggle.

Bit 2 description has been extended. If the: PCl TRDY # signal is connected to the LBXs
TRDY # pin, this bit must be set before the CPU writes to PCI.

Bits 7 and 6 of the DRAM Control Register have been changed to reserved bits. X-3-3-3
burst timing is no longer supported. SMRAM Enable bit description has been extended.

This section covers the new DRAM Timing Register which provndes additional control over
the leadoff cycle on reads from DRAM.

Several bits in the DRB Registers are now reserved

Note added to indicate that bit 6 and 8 of the PCl Command Register are the master
enables for bits 7, 6, 5, 4, and 1 of the Error Command Register. Bit 6 of the PCl Command
Register is the master enable for bit 3 of the Error Command Register.

Bits 5 and 4 of the Error Status Register are now reserved.
SMRAM Space Register has been added.

'Notes added to indicate that the Memory Space Gap startmg address must be a multiple of

the Memory Space Gap size.
Bit 10 of the Frame Buffer Range Reglster is now reseved The Read-around-Write feature

is no longer supported. The Buffer Offset field description has been extended.
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Section 4.2
Section 5.1

Section 5.3.1

Section 5.3.2
Section 5.3.3
Section 5.4.1

Seétion 6.0

Section 6.4
Section 6.6
Section 7.3.1

Section 7.3.2

Section 7.4.1
Section 8.3
Section 8.4

Section 9.4

Section 11.0
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Modified to include the features of the SMRAM Space Register.

Additions made to describe the new Secondary Cache Allocation register bit and the new
dual-byte-select SRAM support. Figure 5-5 shows the PCMC connections to dual-byte-
select SRAMs.

Description added for CPU read cycles when the SCA bit.in the Secondary Cache Control
Register is set and CACHE # is inactive. A new figure has been added to depict a CPU read
cycle with dual-byte-select SRAMs.

A new figure has been added to depict a CPU write cycle with dual-byte-select SRAMs.
A new figure has been added to depict a cache line fill with dual-byte-select SRAMs.

Description added for CPU read cycles when the SCA bit in the Secondary Cache Control
Register is set and CACHE # is inactive.

~ All references to X 3-3-3 burst timing have been removed throughout the DRAM interface

section.
Paragraph modified for clarification.
Description added on when CAS # -before-RAS # refresh can be used.

The figure which depicts a write cycle to a PCMC internal configuration register has been
modified.

The figure which depicts a read cycle from a PCMC internal configuration reglster has been
modified. i

The figure which depicts a PCI master write to main memory has been modified.
Modifications made to the Phase Locked Loop circuitry.

The strapping options on A[31:29] have been changed. The values sampled on these lines
are inverted and then stored in the Secondary Cache Control Register. References to the
BIST Enable bit and the invoking of BIST in the CPU have been removed. Table 8-2 now
indicates that INIT is always driven low during hard reset.

The A.C. Specifications have been separated for 60 and 66 MHz operation. Several changes
have been made to the A.C. Specifications. The 66 MHz A.C. Specifications have a different
Functional Operating Range than the 60 MHz A.C. Specifications. For 66 MHz operation, -
Vg ranges between 4.9 and 5.25 Volts and the maximum case temperature is 70°C.

This section has been added to document the testability features of the PCMC. This section
includes the details of PLL Bypass mode and the NAND Tree inside: the PCMC.: The effect of

PLL Bypass mode on A.C. Specifications is detalled
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Intel’'s 82420 PClset enables workstation level of performance for Intel4d86™ CPU desktop systems. The
Peripheral Component Interconnect Bus (PCl) is driving a new architecture for PC’s—eliminating the 1/0
bottleneck of standard expansion busses. PCl provides a glueless interface for high performance peripherals
such as graphics, SCSI, LAN and video to be placed onto a fast local bus. By utilizing this technology and
incorporating read/write bursts along with write buffers into the 82420 PClset, a new level of performance is
now possible for today’s Intel486 CPU desktop systems.

The Intel 82420 PClset is comprised of three components: the 82424 Cache DRAM Controller (CDC), the
82423 Data Path Unit (DPU), and the 82378 System 1/0 (SIO). The CDC and DPU provide the core system
architecture while the SIO is a PCl master/slave agent which bridges the core architecture to the ISA standard
expansion bus. Intel also offers two components, the 82374EB (ESC) and 82375EB (PCEB), that work in
conjunction to bridge the PCIl bus to the EISA expansion bus. Refer to the ESC and PCEB data sheets for
information regarding the EISA bridge components.

The chip set supports the Intel486 CPU family as well as the write-back caching capability of Intel’s future
OverDrive™ processor for the Intel486 DX2 CPU. The high performance memory subsystem supports concur-
rent operation between PCI bus masters while the CPU accesses memory. An integrated second level cache
can be programmed for write-through or write-back operation.

82420 PClset
i486™ DX2 OverDrive™ :—6;0’;; SRAM :
i486™ DX/SX lG«i»KB - 512KB |
< CPU/HOST Bus >
DRAM [
2M-128M
| -

— =T T~

"| GRAPHICS/ scst LAN
VIDEO
spepr| Jso ATC
|SI} Expansion Buffers
]mm:[ ISA Bus >[K X-Bus . >

290467-1

Intel486 and OverDrive are trademarks, of Intel Corporation.

October 1993 ‘
Order Number: 290467-003 1-203
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Product Highlights

82378—System 1/0 Component (SI0)

82424—Cache DRAM Controller (CDC) m Supports Fast DMA Type A, B, or F

m Concurrent Linefill during Copyback Cycles
Cycles  m Supports DMA Scatter/Gather
. g%zfgg:elgtgzzgs%:g Family and m Arbitration Logic for Four PCl Masters
m Supports Future OverDrive Upgrade m Reusable across Multiple Platforms
- Processor in Write-Back Cache Mode m Directly Drives Six External ISA Slots
m 64K-512K Level 2 Cache Support m Integrates Many of Today’s Common

m Level 2 Cache Configurable as Write- 170 Functions /
Back or Write-Through 208-Pin QFP Package

m 208-Pin QFP Package

82423—Data Path Unit (DPU)

m Highly Integrated

m Four Dword Write Buffers

m Zero Wait States for CPU Write Cycles
m PCI Burst Write Capability

m 160-Pin QFP Package

Product Description

The 82424 Cache DRAM Controller (CDC) is a single-chip bridge from the CPU to the PCI bus. It provides the
integrated functionality of a second level cache controller, a DRAM controller, and a PCl bus controller. It also
features an optimized memory subsystem. The CDC is a dual ported device with one port as the host port and
the other as the PCI port.

The 82423 Data Path Unit (DPU) integrates the host data, memory data, and PCl data interface, DPU control/
parity and four deep posted write buffers. With glue and buffers integrated directly into the DPU, the Intel:
82420 PClset reduces board space requlrements The DPU’s posted write buffers allow CPU write cycles to be
executed as 0 wait states.

The 82378 System 1/0 (SIO) is a dual ported device which acts as a bridge between the PCl and standard ISA

1/0 bus. The SIO integrates the functionality of an ISA controller, PCI controller, fast 32-bit DMA controller,
and standard system 1/0 functions.
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DATA PATH UNIT (DPU)

m A 32-bit High Performance Host/PCl/
Memory Data Path

82423

82420 PClset

m Byte Parity Support for the Host and

m Operates Synchronous to the CPU and

PCI Clocks
m Dual-Port Architecture Allows

Concurrent Operations on the Host and

PCIl Buses

B Burst Read of Memory from the Host
and PCI Buses

| Host-to-Memory and Host-to-PCl Post

Buffers Permit Zero Wait State Write
Performance

Memory Buses

— Optional Parity Generation for Host-
to-Memory Transfers

— Optional Parity Checking for the

Secondary Cache Residing on the
Host Data Bus
— Parity Checking for Host and PCI
Memory Reads
— Parity Generation for PCi-to-Memory

Writes

Force Bad Parity to Memory Capability
for Diagnostic Purposes

The 82423 Data Path Unit (DPU) provides the 32-bit data path connections between the Host (CPU/cache),
main memory, and the Peripheral Component Interconnect (PCIl) Bus. The dual-port architecture allows con-
current operati