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PENTIUM™ PROCESSOR AT iCOMP INDEX 510\60 MHZ
PENTIUM™ PROCESSOR AT iCOMP INDEX 567\66 MHZ

m Binary Compatible with Large
Software Base
— DOS*, 0S/2*, UNIX*, and Windows*

@ 32-Bit Microprocessor
— 32-Bit Addressing
— 64-Bit Data Bus

m Superscalar Architecture
— Two Pipelined Integer Units
— Capable of Under One Clock per
Instruction
— Pipelined Floating-Point Unit

Separate Code and Data Caches

— 8K Code, 8K Write Back Data

— 2-Way 32-Byte Line Size

— Software Transparent

— MESI Cache Consistency Protocol

Advanced Design Features
— Branch Prediction
— Virtual Mode Extensions

The Pentium™ processor provides the new
generation of power for high-end workstations and
servers. The Pentium processor is compatible with
the entire installed base of applications for DOS,
Windows, 0S/2, and UNIX. The Pentium processor's
superscalar architecture can execute two
instructions per clock cycle. Branch Prediction and
separate caches also increase performance. The
pipe-lined floating point  unit of the Pentium
processor delivers workstation level performance.
Separate code and data caches reduce cache
conflicts while remaining software transparent. The
Pentium processor has 3.1 million transistors and is
built on Intel's 0.8 Micron BiCMOS silicon technology.

273-Pin Grid Array Package
BiCMOS Silicon Technology

Increased Page Size
— 4M for Increased TLB Hit Rate

Multi-Processor Support
— Multiprocessor Instructions
— Support for Second Level Cache

Internal Error Detection

— Functional Redundancy Checking
— Built in Self Test

— Parity Testing and Checking

IEEE 1149.1 Boundary Scan
Compatibility

Performance Monitoring
Counts Occurrence of internal Events

Traces Execution through Pipelines

Upgradable with a Future Pentium™
OverDrive™ Processor
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PENTIUM® PROCESSOR AT iCOMP® INDEX
610\75 MHZ, 735\90 MHZ, 815\100 MHZ,
1000\120 MHZ, AND 1110\133 MHZ

Compatible with Large Sofiware Base
— MS-DOS#, Windowst, 0S/2%, UNIXE

32-Bit CPU with 64-Bit Data Bus

Superscalar Architecture

— Two Pipelined Integer Units Are
Capable of 2 Instructions/Clock

— Pipelined Floating Point Unit

Separate Code and Data Caches
— 8K Code, 8K Write Back Data
— MESI Cache Protocol

Advanced Design Features
— Branch Prediction
— Virtual Mode Extensions

3.3V BiCMOS Silicon Technology
4M Pages for Increased TLB Hit Rate
IEEE 1149.1 Boundary Scan

Dual Processing Configuration

Muiti-Processor Support
— Multiprocessor Instructions
— Support for Second Level Cache

On-Chip Local APIC Controller
— MP Interrupt Management
— 8259 Compatible

Internal Error Detection Features

Upgradable with a Future Pentium®
OverDrive® Processor

Power Management Features
— System Management Mode
— Clock Control

Fractional Bus Operation

— 133-MHz Core/66-MHz Bus
— 120-MHz Core/60-MHz Bus
— 100-MHz Core/66-MHz Bus
— 100-MHz Core/50-MHz Bus
— 90-MHz Core/60-MHz Bus
— 75-MHz Core/50-MHz Bus

The Pentium® Processor 75/90/100/120/133 extends the Pentium processor family, providing performance
needed for mainstream desktop applications as well as for workstations and servers. The Pentium processor is
compatible with the entire installed base of applications for DOS, Windows, OS/2, and UNIX. The Pentium
Processor 75/90/100/120/133 superscalar architecture can execute two instructions per clock cycle. Branch
prediction and separate caches also increase performance. The pipelined floating point unit delivers workstation
level performance. Separate code and data caches reduce cache conflicts while remaining software transparent.
The Pentium Processor 75/90/100/120/133 has 3.3 miillion transistors and is built on Intel's advanced 3.3V
BiCMOS silicon technology. The Pentium Processor 75/90/100/120/133 has on-chip dual processing support, a
local multiprocessor interrupt controller, and SL power management features.
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1.1.1.

PINOUT AND PIN DESCRIPTIONS

CHAPTER 1

Pentium® Processor (510\60, 567\66) Pinout

PINOUT

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
A0 o O OO OO0 O OO0 OO0 OO0 0O O OO0 O],
INV M/IO# EWBE# Vcc Vcec Vee Vece Vee DP2 D23 Vee Vee Vec Vee Vee Vec Vec Vee DP5 D43 D45
| O O O O O O O OO0 O OO OO0 o0 O B
v BP2 BP3 D6 Vss Vss Vss Vss D17 D24 Vss Vss Vss Vss Vss Vss Vss Vss D41 D47 D48
c O O O OO0 OO0 OO0 0O OO0 OO0 0O O OO0 O]
Vcc IERR# PM1/BP1 D4 DP1 D18 D22 D25 D29 D31 D26 D9 D10 D12 D18 D21 D33 D36 D34 D50 D52
D O O O O O O O O O O O O O O O O |,
Vec PMo/BPO DO D13 D15 D16 D20 DP3 D27 D32 D28 D30 Di4 D40 D39 D37 D35 DP4 D38 D42 D44
efO O O 0 O 0 Ol
Vee Vss D1 D2 D11 D46 DP6 D54 DP7
flO O o) 0 0 O
Vee Vss D3 D8 D51 D49 D57 Vcc

e (©] )
Vee Vss Ds D7 D53 D55 Vss Vcc
Wl O o O O 0 0 Ol
Vee Vss FERR# DPO D63 D59 Vss D56
JOo o o o o 0 of,
Vss U KEN# CACHE# D58 D62 Vss Vcc
K o O O "
Vss Vss NA# BOFF# CLK D61 Vss Vce
JOo o o o Top View 0 L
Vss AHOLD NC BRDY# RESET D60 Vss Vecc
MO O o O O O O Ol
Vss WB/WT# EADS# HITM# PEN# FRCMC# Vss Vcc
N O O O O
Vee  Vss WIQM 9c INTR NMI Vss vee|N
P O O O
%c %, 9: Apos, SMI¥ TMS Vss Vec|P
a| O o O O O O O O
Vcc  Vss HLDA BE1# Vec  NC Vss Vee|?
R O O O O O 0 O
Vcc  Vss PCHK# scyc RIS#  NC Vss Vee
s O o 0 O O 0Ol
Vee Vss PWT BES# TRST# NC IGNNE# TDO|
T O O O OO0 0O 0O 0O o0 0 O O O O O O O O,
Vee VssBUSCHK# TCKSMIACT# BE4# BT2 BTO0 A26 A19 A17 A15 A13 A11 A9 A7 A3 NC BT INIT TDI
u O O O O O O O O u
Vecc FLUSH# PRDY BEO# A20M#¥BE2# BE6# A24 A22 A20 A18 A16 At14 A12 A10 A8 A6 AS A25 A23 A21
Vi O O O O O 00O OO O0OO0OO0O OO0 OO O O O O (v
BE3# BREQ LOCK# D/C# HOLD A28 Vss Vss Vss Vss Vss Vss Vss Vss Vss Vss Vss Vss A31 A29 A27
Wi O O O O O O O O O O |w
BE7# HIT# APCHK# PCD A30 Vecc Vec Vec Vec Vee Vee Vee Vee Vee Vee  Vee Vee Vee A4 BT3 BTH
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
PDB82
Figure 1-1. Pentium® Processor (510\60, 567\66) Pinout (Top View)
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Figure 1-2. Pentium® Processor (510\60, 567\66) Pinout (Bottom View)
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Table 1-1. Pentium® Processor (51060, 567\66) Pin Cross Reference Table by Pin Name

Signal Location Signal Location
A3 T17 A20M# uos
A4 w19 ADS# P04
A5 u18 AHOLD Lo2
A6 U17 AP P03
A7 T16 APCHK# Wo3
A8 uteé BEO# uo4
A9 T15 BE1# Qo4
A10 ui15 BE2# uo6
A1 T14 BE3# Vo1
A12 ui4 BE4# TO6
A13 T13 BES# S04
A14 uU13 BE6# uo7
A15 T12 BE7# Wo1
A16 u12 BOFF# K04
A17 T BP2 B02
A18 ut1 BP3 B03
A19 T10 BRDY# Lo4
A20 U10 BREQ Vo2
A21 u21 BTO* TO8
A22 uo9 BT1* w21
A23 u20 BT2* T07
A24 uos BT3* W20
A25 u19 BUSCHK# TO3
A26 TO9 CACHE# Jo4
A27 va1 CLK K18
A28 V06 DO D03
A29 V20 D1 E03
A30 WO05 D2 E04
A31 V19 D3 Fo3
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Table 1-1. Pentium® Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name

1-4

(Contd.)

Signal Location Signal Location
D4 Co4 D33 Cc17
D5 GO03 D34 C19
Dé B0O4 D35 D17
D7 Go4 D36 C18
D8 Fo4 D37 D16
D9 Ci2 D38 D19
D10 C13 D39 D15
D11 EO5 D40 D14
D12 Ci14 D41 B19
D13 D04 D42 D20
D14 D13 D43 A20
D15 D05 D44 D21
D16 D06 D45 A21
D17 B09 D46 E18
D18 Co06 D47 B20
D19 Ci15 D48 B21
D20 D07 D49 F19
D21 C16 D50 C20
D22 co7 D51 F18
D23 A10 D52 C21
D24 B10 D53 G18
D25 Cco8 D54 E20
D26 C11 D55 G19
D27 D09 D56 H21
D28 D11 D57 F20
D29 C09 D58 J18
D30 D12 D59 H19
D31 C10 D60 L19
D32 D10 D61 K19
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Table 1-1. Pentium® Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name

(Contd.)

Signal Location Signal Location
D62 J19 Iv* BO1
D63 H18 KEN# Jo3
D/C# Vo4 LOCK# Vo3
DPO HO4 M/IO# A02
DP1 Co05 NA# KO3
DP2 A9 NMI N19
DP3 Dos PCD W04
DP4 D18 PCHK# RO3
DP5 A19 PEN# M18
DP6 E19 PMO0/BPO D02
DP7 E21 PM1/BP1 Cco3
EADS# MO03 PRDY uo3
EWBE# AO3 PWT S03
FERR# HO3 RESET L18
FLUSH# uo2 R/S# R18
FRCMC# M19 SCYC R04
HIT# wo2 SMI# P18
HITM# Mo4 SMIACT# TO5
HLDA Qo3 TCK T04
HOLD Vo5 TDI T21
IBT* T19 TDO S21
IERR# Cco2 TMS P19
IGNNE# S20 TRST# S18
INIT T20 WB/WT# Mo2
INTR N18 W/R# NO3
INV AO1 NC L03, N0o4, Q19, R19, S19, T18
u* Joz2
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Table 1-1. Pentium® Processor (510\60, 567\66) Pin Cross Reference Table by Pin Name

(Contd.)
Signal Location
Vee A04, A05, A06, A07, A08, A11, A12, A13, A14, A15, A16, A17, A18, CO1, DO1, EO1, FO1,

F21, G01, G21, HO1, J21, K21, L21, M21, NO1, N21, P01, P21, Q01, Q18, Q21, R01, R21,
S01, T01,U01, W06, W07, W08, W09, W10, W11, W12, W13, W14, W15, W16, W17, W18

Vss B05, B06, B07, B08, B11, B12, B13, B14, B15, B16, B17, B18, E02, F02, G02, G20, H02,
H20, J01, J20, K01, K02, K20, L01, L20, M01, M20, N02, N20, P02, P20, Q02, Q20, R02,
R20, S02, T02, V07, V08, V09, V10, V11, V12, V13, V14, V15, V16, V17, V18

NOTE:
*Not supported on the future Pentium® OverDrive® processor.

1.2. DESIGN NOTES

For reliable operation, always connect unused inputs to an appropriate signal level. Unused
active low inputs should be connected to Vcc. Unused active HIGH inputs should be
connected to GND.

No Connect (NC) pins must remain unconnected. Connection of NC pins may result in
component failure or incompatibility with processor steppings.

Note: The No Connect pin located at L03 (BRDYC#) along with BUSCHK# are sampled by
the Pentium processor at RESET to configure the I/O buffers of the processor for use with the
82496 Cache Controller/82491 Cache SRAM secondary cache as a chip set (refer to the
82496 Cache Controller/82491 Cache SRAM Data Book for Use with the Pentium™ft
Processor, Order Number 241814, for further information).

1.3. QUICK PIN REFERENCE

This section gives a brief functional description of each of the pins. For a detailed
description, see the Hardware Interface chapter in this manual. Note that all input pins
must meet their AC/DC specifications to guarantee proper functional behavior. In this
section, the pins are arranged in alphabetical order. The functional grouping of each pin is
listed at the end of this chapter.

The # symbol at the end of a signal name indicates that the active, or asserted state occurs
when the signal is at a low voltage. When a # symbol is not present after the signal name,
the signal is active, or asserted at the high voltage level.

1-6 I
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Table 1-2. Quick Pin Reference

Symbol

Type*

Name and Function

A20M#

When the address bit 20 mask pin is asserted, the Pentium® processor emulates
the address wraparound at one Mbyte which occurs on the 8086. When A20Mi#
is asserted, the Pentium processor masks physical address bit 20 (A20) before
performing a lookup to the internal caches or driving a memory cycle on the bus.
The effect of A20M# is undefined in protected mode. A20M# must be asserted
only when the processor is in real mode.

A31-A3

11O

As outputs, the address lines of the processor along with the byte enables define
the physical area of memory or I/O accessed. The external system drives the
inquire address to the processor on A31-A5.

ADS#

The address status indicates that a new valid bus cycle is currently being driven
by the Pentium processor (510\60, 567\66).

AHOLD

In response to the assertion of address hold, the Pentium processor will stop
driving the address lines (A31-A3), BT3-BTO and AP in the next clock. The rest
of the bus will remain active so data can be returned or driven for previously
issued bus cycles.

AP

/0

Address parity is driven by the Pentium processor with even parity information on
all Pentium processor generated cycles in the same clock that the address is
driven. Even parity must be driven back to the Pentium processor during inquire
cycles on this pin in the same clock as EADS# to ensure that the correct parity
check status is indicated by the Pentium processor.

APCHK#

The address parity check status pin is asserted two clocks after EADS# is
sampled active if the Pentium processor has detected a parity error on the
address bus during inquire cycles. APCHK# will remain active for one clock each
time a parity error is detected.

BE7#-BEO#

The byte enable pins are used to determine which bytes must be written to
external memory, or which bytes were requested by the CPU for the current
cycle. The byte enables are driven in the same clock as the address lines
(A31-3).

BOFF#

The backoffinput is used to abort all outstanding bus cycles that have not yet
completed. In response to BOFF#, the Pentium processor will float all pins
normally floated during bus hold in the next clock. The processor remains in bus
hold until BOFF# is negated at which time the Pentium processor restarts the
aborted bus cycle(s) in their entirety.

BP[3:2]
PM/BP[1:0]

The breakpoint pins (BP3-0) correspond to the debug registers, DR3-DRO.
These pins externally indicate a breakpoint match when the debug registers are
programmed to test for breakpoint matches.

BP1 and BP0 are multiplexed with the Performance Monitoring pins (PM1 and
PMO). The PB1 and PBO bits in the Debug Mode Control Register determine if
the pins are configured as breakpoint or performance monitoring pins. The pins
come out of reset configured for performance monitoring (for more information
see Appendix A). Because of the fractional speed bus implemented in the future
Pentium OverDrive® processor, the breakpoint pins, BP[3:0], may indicate that
one or more BP matches occurred.
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Table 1-2. Quick Pin Reference (Contd.)

Symbol

Type*

Name and Function

BRDY#

The burst ready input indicates that the external system has presented valid data
on the data pins in response to a read or that the external system has accepted
the Pentium processor data in response to a write request. This signal is sampled
in the T2, T12 and T2P bus states.

BREQ

The bus request output indicates to the external system that the Pentium
processor has internally generated a bus request. This signal is always driven
whether or not the Pentium processor is driving its bus.

If the internal request for the bus is removed, the BREQ pin will be deasserted.
Note that this means that every assertion of BREQ is NOT guaranteed to have a
corresponding assertion of ADS#. For example, assume that the processor has
internally requested a code prefetch which is a miss in the processor's code
cache. BREQ is asserted to indicate that the processor has a bus request
pending internally. If the request can not be serviced immediately (due to bus
HOLD or AHOLD, or because the bus is busy), and a branch or serializing
instruction is executed, the Pentium processor may recall the request for the
code prefetch and deassert BREQ without ever having driven the code prefetch
cycle to the bus.

BT3-BTO

The branch trace outputs provide bits 2-0 of the branch target linear address
(BT2-BT0) and the default operand size (BT3) during a branch trace message
special cycle. These signals are not supported on the future Pentium OverDrive
processor.

BUSCHK#

The bus check input allows the system to signal an unsuccessful completion of a
bus cycle. f this pin is sampled active, the Pentium processor will latch the
address and control signals in the machine check registers. If in addition, the
MCE bit in CR4 is set, the Pentium processor will vector to the machine check
exception.

CACHE#

For Pentium processor-initiated cycles the cache pin indicates internal
cacheability of the cycle (if a read), and indicates a burst writeback cycle (if a
write). If this pin is driven inactive during a read cycle, Pentium processor will not
cache the returned data, regardless of the state of the KEN# pin. This pin is also
used to determine the cycle length (number of transfers in the cycle).

CLK

The clock input provides the fundamental timing for the Pentium processor. Its
frequency is the internal operating frequency of the Pentium processor and
requires TTL levels. All external timing parameters except TDI, TDO, TMS and
TRST# are specified with respect to the rising edge of CLK. It is recommended
that CLK begin toggling within 150 ms after V¢ reaches its proper
operating level. This recommendation is only to ensure long-term reliability
of the device.

D/C#

The Data/Code output is one of the primary bus cycle definition pins. It is driven
valid in the same clock as the ADS# signal is asserted. D/C# distinguishes
between data and code or special cycles.

D63-DO

/0

These are the 64 data lines for the processor. Lines D7-DO0 define the least
significant byte of the data bus; lines D63-D56 define the most significant byte of
the data bus. The Pentium processor’s data bus (D63-D0) is floated during T1,
TD, or Ti bus states. During write cycles, the data bus is driven during the T2,
T12, or T2P states. During read cycles, the processor samples the data bus
when BRDY# is returned.
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Table 1-2. Quick Pin Reference (Contd.)

Symbol

Type*

Name and Function

DP7-DPO

1/0

These are the data parity pins for the processor. There is one for each byte of the
data bus. They are driven by the Pentium processor with even parity information
on writes in the same clock as write data. Even parity information must be driven
back to the Pentium processor on these pins in the same clock as the data to
ensure that the correct parity check status is indicated by the Pentium processor.
DP7 applies to D63-D56, DPO applies to D7-D0.

EADS#

This signal indicates that a valid external address has been driven onto the
Pentium processor address pins to be used for an inquire cycle.

EWBE#

The external write buffer empty input, when inactive (high), indicates that a write
cycle is pending in the external system. When the Pentium processor generates
a write, and EWBE# is sampled inactive, the Pentium processor will hold off all
subsequent writes to all E or M-state lines in the data cache until all write cycles
have completed, as indicated by EWBE# being active.

FERR#

The floating-point error pin is driven active when an unmasked floating-point
error occurs. FERR# is similar to the ERROR# pin on the Intel387™ math
coprocessor. FERR# is included for compatibility with systems using DOS type
floating-point error reporting.

FLUSH#

When asserted, the cache flush input forces the Pentium processor to writeback
all modified lines in the data cache and invalidate its internal caches. A Flush
Acknowledge special cycle will be generated by the Pentium processor indicating
completion of the writeback and invalidation.

If FLUSH# is sampled low when RESET transitions from high to low, tristate test
mode is entered.

FRCMC#

The Functional Redundancy Checking Master/Checker mode input is used to
determine whether the Pentium processor is configured in master mode or
checker mode. When configured as a master, the Pentium processor drives its
output pins as required by the bus protocol. When configured as a checker, the
Pentium processor tristates all outputs (except IERR# and TDO) and samples the
output pins.

The configuration as a master/checker is set after RESET and may not be
changed other than by a subsequent RESET.

HIT#

The hitindication is driven to reflect the outcome of an inquire cycle. If an inquire
cycle hits a valid line in either the Pentium processor data or instruction cache,
this pin is asserted two clocks after EADS# is sampled asserted. If the inquire
cycle misses Pentium processor cache, this pin is negated two clocks after
EADS#. This pin changes its value only as a result of an inquire cycle and
retains its value between the cycles.

HITM#

The hit to a modified line output is driven to reflect the outcome of an inquire
cycle. Itis asserted after inquire cycles which resulted in a hit to a modified line
in the data cache. It is used to inhibit another bus master from accessing the
data until the line is completely written back.

1-9
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Table 1-2. Quick Pin Reference (Contd.)

Symbol

Type*

Name and Function

HLDA

The bus hold acknowledge pin goes active in response to a hold request driven to
the processor on the HOLD pin. Itindicates that the Pentium processor has
floated most of the output pins and relinquished the bus to another local bus
master. When leaving bus hold, HLDA will be driven inactive and the Pentium
processor will resume driving the bus. If the Pentium processor has bus cycle
pending, it will be driven in the same clock that HLDA is deasserted.

HOLD

In response to the bus hold request, the Pentium processor will float most of its
output and input/output pins and assert HLDA after completing all outstanding
bus cycles. The Pentium processor will maintain its bus in this state until HOLD
is deasserted. HOLD is not recognized during LOCK cycles. The Pentium
processor will recognize HOLD during reset.

IBT

The instruction branch taken pin is driven active (high) for one clock to indicate
that a branch was taken. This output is always driven by the Pentium processor
(510\60, 567\66). This signal is not supported on the future Pentium OverDrive
processor.

IERR#

The internal error pin is used to indicate two types of errors, internal parity errors
and functional redundancy errors. If a parity error occurs on a read from an
internal array, the Pentium processor will assert the IERR# pin for one clock and
then shutdown. If the Pentium processor is configured as a checker and a
mismatch occurs between the value sampled on the pins and the corresponding
value computed internally, the Pentium processor will assert IERR# two clocks
after the mismatched value is returned.

IGNNE#

This is the ignore numeric errorinput. This pin has no effect when the NE bit in
CRO is set to 1. When the CRO.NE bit is 0, and the IGNNE# pin is asserted, the
Pentium processor will ignore any pending unmasked numeric exception and
continue executing floating-point instructions for the entire duration that this pin is
asserted. When the CRO.NE bit is 0, IGNNE# is not asserted, a pending
unmasked numeric exception exists (SW.ES = 1), and the floating-point
instruction is one of FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW, FENI,
FDISI, or FSETPM, the Pentium processor will execute the instruction in spite of
the pending exception. When the CRO.NE bit is 0, IGNNE# is not asserted, a
pending unmasked numeric exception exists (SW.ES = 1), and the floating-point
instruction is one other than FINIT, FCLEX, FSTENV, FSAVE, FSTSW, FSTCW,
FENI, FDISI, or FSETPM, the Pentium processor will stop execution and wait for
an external interrupt.

INIT

The Pentium processor initialization input pin forces the Pentium processor to
begin execution in a known state. The processor state after INIT is the same as
the state after RESET except that the internal caches, write buffers, and floating-
point registers retain the values they had prior to INIT. INIT may NOT be used in
lieu of RESET after power-up.

If INIT is sampled high when RESET transitions from high to low the Pentium
processor will perform built-in self test prior to the start of program execution.
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Table 1-2. Quick Pin Reference (Contd.)

Symbol

Type*

Name and Function

INTR

An active maskable interrupt input indicates that an external interrupt has been
generated. If the IF bit in the EFLAGS register is set, the Pentium processor will
generate two locked interrupt acknowledge bus cycles and vector to an interrupt
handler after the current instruction execution is completed. INTR must remain
active until the first interrupt acknowledge cycle is generated to assure that the
interrupt is recognized.

INV

The invalidation input determines the final cache line state (S or I) in case of an
inquire cycle hit. It is sampled together with the address for the inquire cycle in
the clock EADS# is sampled active.

The u-pipe instruction complete output is driven active (high) for 1 clock to
indicate that an instruction in the u-pipeline has completed execution. This pin is
always driven by the Pentium processor (510\60, 567\66). This signal is not
supported on the future Pentium OverDrive processor.

The v-pipe instruction complete output is driven active (high) for one clock to
indicate that an instruction in the v-pipeline has completed execution. This pin is
always driven by the Pentium processor (510\60, 567\66). This signal is not
supported on the future Pentium OverDrive processor.

KEN#

The cache enable pin is used to determine whether the current cycle is
cacheable or not and is consequently used to determine cycle length. When the
Pentium processor generates a cycle that can be cached (CACHE# asserted)
and KEN# is active, the cycle will be transformed into a burst line fill cycle.

LOCK#

The bus lock pin indicates that the current bus cycle is locked. The Pentium
processor will not allow a bus hold when LOCK# is asserted (but AHOLD and
BOFF# are allowed). LOCK# goes active in the first clock of the first locked bus
cycle and goes inactive after the BRDY# is returned for the last locked bus cycle.
LOCK# is guaranteed to be deasserted for at least one clock between back to
back locked cycles.

M/IO#

The Memory/Input-Outputis one of the primary bus cycle definition pins. itis
driven valid in the same clock as the ADS# signal is asserted. M/IO#
distinguishes between memory and I/O cycles.

NA#

An active next address input indicates that the external memory system is ready
to accept a new bus cycle although all data transfers for the current cycle have
not yet completed. The Pentium processor will drive out a pending cycle two
clocks after NA# is asserted. The Pentium processor supports up to two
outstanding bus cycles.

NMI

The non-maskable interrupt request signal indicates that an external non-
maskable interrupt has been generated.

PCD

The page cache disable pin reflects the state of the PCD bit in CR3, the Page
Directory Entry, or the Page Table Entry. The purpose of PCD is to provide an
external cacheability indication on a page by page basis.
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Table 1-2. Quick Pin Reference (Contd.)

Symbol

Type*

Name and Function

PCHK#

The parity check output indicates the result of a parity check on a data read. It is
driven with parity status two clocks after BRDY# is returned. PCHK# remains
low one clock for each clock in which a parity error was detected. Parity is
checked only for the bytes on which valid data is returned.

PEN#

The parity enable input (along with CR4.MCE) determines whether a machine
check exception will be taken as a result of a data parity error on a read cycle. If
this pin is sampled active in the clock a data parity error is detected, the Pentium
processor will latch the address and control signals of the cycle with the parity
error in the machine check registers. If in addition the machine check enable bit
in CR4 is set to "1," the Pentium processor will vector to the machine check
exception before the beginning of the next instruction.

PM/BP[1:0]BP
[3:2]

For more information on the performance monitoring pins, see Appendix A.

The breakpoint pins BP[1:0] are multiplexed with the Performance Monitoring pins
PM[1:0]. The PB1 and PBO bits in the Debug Mode Control Register determine if
the pins are configured as breakpoint or performance monitoring pins. The pins
come out of reset configured for performance monitoring (for more information
see Appendix A).

PRDY

The PRDY output pin indicates that the processor has stopped normal execution
in response to the R/S# pin going active, or Probe Mode being entered (see
Appendix A for more information). This pin is provided for use with the Intel debug
port described in the "Debugging" chapter.

PWT

The page writethrough pin reflects the state of the PWT bit in CR3, the Page
Directory Entry, or the Page Table Entry. The PWT pin is used to provide an
external writeback indication on a page by page basis.

R/S#

The R/S# input is an asynchronous, edge sensitive interrupt used to stop the
normal execution of the processor and place it into an idle state. A high to low
transition on the R/S# pin will interrupt the processor and cause it to stop
execution at the next instruction boundary. This pin is provided for use with the
Intel debug port described in the "Debugging” chapter.

RESET

Reset forces the Pentium processor to begin execution at a known state. All the
Pentium processor internal caches will be invalidated upon the RESET. Modified
lines in the data cache are not written back.

FLUSH#, FRCMC# and INIT are sampled when RESET transitions from high to
low to determine if tristate test mode or checker mode will be entered, or if BIST
will be run.

SCYC

The split cycle output is asserted during misaligned LOCKed transfers to indicate
that more than two cycles will be locked together. This signal is defined for
locked cycles only. It is undefined for cycles which are not locked.

SMI#

The system Management Interrupt causes a system management interrupt
request to be latched internally. When the latched SMI# is recognized on an
instruction boundary, the processor enters System Management Mode.

SMIACT#

An active system management interrupt active output indicates that the processor
is operating in System Management Mode (SMM).
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Table 1-2. Quick Pin Reference (Contd.)

Symbol Type* Name and Function

TCK | The testability clock input provides the clocking function for the Pentium
processor boundary scan in accordance with the IEEE Boundary Scan interface
(Standard 1149.1). ltis used to clock state information and data into and out of
the Pentium processor (510\60, 567\66) during boundary scan.

TDI | The test data input s a serial input for the test logic. TAP instructions and data
are shifted into the Pentium processor on the TDI pin on the rising edge of TCK
when the TAP controller is in an appropriate state.

TDO (@] The test data output is a serial output of the test logic. TAP instructions and data
are shifted out of the Pentium processor on the TDO pin on the falling edge of
TCK when the TAP controller is in an appropriate state.

T™S | The value of the test mode select input signal sampled at the rising edge of TCK
controls the sequence of TAP controller state changes.

TRST# 1 When asserted, the test reset input allows the TAP controller to be
asynchronously initialized.

W/R# o] Write/Read is one of the primary bus cycle definition pins. It is driven valid in the
same clock as the ADS# signal is asserted. W/R# distinguishes between write
and read cycles.

WB/WT# | The writeback/writethrough input allows a data cache line to be defined as
writeback or writethrough on a line by line basis. As a result, it determines
whether a cache line is initially in the S or E state in the data cache.

NOTES:

*The pins are classified as Input or Output based on their function in Master Mode. See the Functional
Redundancy Checking section in the ‘Error Detection' chapter for further information.
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Table 1-3. Output Pins

Name Active Level When Floated

ADS# Low Bus Hold, BOFF#
APCHK# Low

BE7#-BEO# Low Bus Hold, BOFF#
BREQ High

BT3-BTO n/a

CACHE# Low Bus Hold, BOFF#
FERR# Low

HIT# Low

HITM# Low

HLDA High

IBT* High

IERR# Low

u* High

Iv* High

LOCK# Low Bus Hold, BOFF#
M/IO#, D/C#, W/R# n/a Bus Hold, BOFF#
PCHK# Low

BP3-2, PM1/BP1, PM0/BPO High

PRDY High

PWT, PCD High Bus Hold, BOFF#
SCYC High Bus Hold, BOFF#
SMIACT# Low

TDO n/a All states except Shift-DR and Shift-IR
NOTE:

All output and input/output pins are floated during tristate test mode and checker mode (except IERR#).
*These signals will be internally tied inactive (low) on the future Pentium® OverDrive® processor.
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Table 1-4. Input Pins
Synchronous/

Name Active Level Asynchronous Internal Resistor Qualified
A20M# LOW Asynchronous
AHOLD HIGH Synchronous
BOFF# LOW Synchronous
BRDY# LOow Synchronous Bus State T2,T12,T2P
BUSCHK# LOW Synchronous Pullup BRDY#
CLK n/a
EADS# Low Synchronous
EWBE# Low Synchronous BRDY#
FLUSH# Low Asynchronous
FRCMC# LOow Asynchronous
HOLD HIGH Synchronous
IGNNE# LOW Asynchronous
INIT HIGH Asynchronous
INTR HIGH Asynchronous
INV HIGH Synchronous EADS#
KEN# LOW Synchronous First BRDY#/NA#
NA# Low Synchronous Bus State T2,TD,T2P
NMI HIGH Asynchronous
PEN# LOW Synchronous BRDY#
R/S# n/a Asynchronous Pullup
RESET HIGH Asynchronous
SMi# LOW Asynchronous Pullup
TCK n/a Pullup
TDI n/a Synchronous/TCK Pullup TCK
T™MS n/a Synchronous/TCK Pullup TCK
TRST# LOW Asynchronous Puliup
WB/WT# n/a Synchronous First BRDY#/NA#
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Table 1-5. Input/Output Pins
Qualified
Name Active Level When Floated (When an Input)
A31-A3 n/a Address hold, Bus Hold, BOFFi# EADS#
AP n/a Address hold, Bus Hold, BOFF# EADS#
D63-DO n/a Bus Hold, BOFF# BRDY#
DP7-DPO n/a Bus Hold, BOFF# BRDY#

NOTE: All output and input/output pins are floated during equal tristate test mode (except TDO) and checker
mode (except IERR# and TDO).
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1.5. PIN GROUPING ACCORDING TO FUNCTION
Table 1-6 organizes the pins with respect to their function.
Table 1-6. Pin Functional Grouping
Function Pins

Clock CLK

Initialization RESET, INIT

Address Bus A31-A3, BE7# - BEO#

Address Mask A20M#

Data Bus D63-DO

Address Parity AP, APCHK#

Data Parity DP7-DPO, PCHK#, PEN#

Internal Parity Error |ERR#

System Error BUSCHK#

Bus Cycle Definition M/IO#, D/C#, W/R#, CACHE#, SCYC, LOCK#
Bus Control ADS#, BRDY#, NA#

Page Cacheability PCD, PWT

Cache Control KEN#, WB/WT#

Cache Snooping/Consistency AHOLD, EADS#, HIT#, HITM#, INV
Cache Flush FLUSH#

Wirite Ordering EWBE#

Bus Arbitration BOFF#, BREQ, HOLD, HLDA

Interrupts INTR, NMI

Floating-Point Error Reporting FERR#, IGNNE#

System Management Mode SMI#, SMIACT#

Functional Redundancy Checking FRCMCi# (IERR#)

TAP Port TCK, TMS, TDI, TDO, TRST#
Breakpoint/Performance Monitoring PMO0/BPO, PM1/BP1, BP3-2

Execution Tracing BT3-BTO, IU, IV, IBT

Probe Mode R/S#, PRDY
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1.6. OUTPUT PIN GROUPING ACCORDING TO WHEN DRIVEN

This section groups the output pins according to when they are driven.

Group 1

The following output pins are driven active at the beginning of a bus cycle with ADS#. A31-
A3 and AP are guaranteed to remain valid until AHOLD is asserted or until the earlier of the
clock after NA# or the last BRDY#. The remaining pins are guaranteed to remain valid until
the earlier of the clock after NA# or the last BRDY#:

A31-A3, AP, BE7#-0#, CACHE#, M/IO#, W/R#, D/C#, SCYC, PWT, PCD.

Group 2

As outputs, the following pins are driven in T2, T12, and T2P. As inputs, these pins are
sampled with BRDY#:

D63-0, DP7-0.

Group 3
These are the status output pins. They are always driven:

BREQ, HIT#, HITM#, IU, 1V, IBT, BT3-BT0O, PM0/BPO, PM1/BP1, BP3, BP2, PRDY,
SMIACT#.

Group 4
These are the glitch free status output pins.
APCHK#, FERR#, HLDA, IERR#, LOCK#, PCHK#.
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CHAPTER 2

MICROPROCESSOR ARCHITECTURE OVERVIEW

The Pentium processor is the next generation member of the Intel386™ and Intel486™
microprocessor family. It is 100% binary compatible with the 8086/88, 80286, Intel386 DX
CPU, Intel386 SX CPU, Intel486 DX CPU, Intel486 SX and the Intel486 DX2 CPUs.

The Pentium processor (510\60, 567\66) contains all of the features of the Intel486 CPU, and
provides significant enhancements and additions including the following:
Superscalar Architecture

Dynamic Branch Prediction

Pipe-lined Floating-Point Unit

Improved Instruction Execution Time

Separate 8K Code and Data Caches

Writeback MESI Protocol in the Data Cache

64-Bit Data Bus

Bus Cycle Pipe-lining

Address Parity

Internal Parity Checking

Function Redundancy Checking

Execution Tracing

Performance Monitoring

IEEE 1149.1 Boundary Scan

System Management Mode

Virtual Mode Extensions

Upgradable with a future Pentium OverDrive® processor

The application instruction set of the Pentium processor family includes the complete
Intel486 CPU instruction set with extensions to accommodate some of the additional
functionality of the Pentium processor. All application software written for the Intel386 and
Intel486 microprocessors will run on the Pentium processor without modification. The on-
chip memory management unit (MMU) is completely compatible with the Intel386 and
Intel486 CPUs.

The Pentium processor family implements several enhancements to increase performance.
The two instruction pipe-lines and floating-point unit on the Pentium processor are capable
of independent operation. Each pipe-line issues frequently used instructions in a single clock.
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Together, the dual pipes can issue two integer instructions in one clock, or one floating-point
instruction (under certain circumstances, 2 floating-point instructions) in one clock.

Branch prediction is implemented in the Pentium processor. To support this, the Pentium
processor implements two prefetch buffers, one to prefetch code in a linear fashion, and one
that prefetches code according to the BTB so the needed code is almost always prefetched
before it is needed for execution.

The floating-point unit has been completely redesigned over the Intel486 CPU. Faster
algorithms provide up to a 10X speed-up for common operations including ADD,
MULTIPLY, and LOAD. Many applications can achieve five times the performance or more
with instruction scheduling and overlapped (pipe-lined) execution.

The Pentium processor includes separate code and data caches integrated on chip to meet its
performance goals. Each cache is 8 Kbytes in size, with a 32-byte line size and is 2-way set
associative. Each cache has a dedicated Translation Lookaside Buffer (TLB) to translate
linear addresses to physical addresses. The data cache is configurable to be writeback or
writethrough on a line by line basis and follows the MESI protocol. The data cache tags are
triple ported to support two data transfers and an inquire cycle in the same clock. The code
cache is an inherently write protected cache. The code cache tags are also triple ported to
support snooping and split line accesses. Individual pages can be configured as cacheable or
non-cacheable by software or hardware. The caches can be enabled or disabled by software
or hardware.

The Pentium processor has increased the data bus to 64-bits to improve the data transfer rate.
Burst read and burst writeback cycles are supported by the Pentium processor. In addition,
bus cycle pipe-lining has been added to allow two bus cycles to be in progress
simultaneously. The Pentium processor Memory Management Unit contains optional
extensions to the architecture which allow 4 Mbyte page sizes.

The Pentium processor has added significant data integrity and error detection capability.
Data parity checking is still supported on a byte-by-byte basis. Address parity checking, and
internal parity checking features have been added along with a new exception, the machine
check exception. In addition, the Pentium processor has implemented functional redundancy
checking to provide maximum error detection of the processor and the interface to the
processor. When functional redundancy checking is used, a second processor, the "checker"
is used to execute in lock step with the "master” processor. The checker samples the master's
outputs and compares those values with the values it computes internally, and asserts an error
signal if a mismatch occurs.

As more and more functions are integrated on chip, the complexity of board level testing is
increased. To address this, the Pentium processor has increased test and debug capability.
Like many of the Intel486 CPUs, the Pentium processor implements IEEE Boundary Scan
(Standard 1149.1). In addition, the Pentium processor has specified 4 breakpoint pins that
correspond to each of the debug registers and externally indicate a breakpoint match.
Execution tracing provides external indications when an instruction has completed execution
in either of the two internal pipe-lines, or when a branch has been taken.

System management mode has been implemented along with some extensions to the SMM
architecture. Enhancements to the Virtual 8086 mode have been made to increase
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performance by reducing the number of times it is necessary to trap to a virtual 8086
monitor.

Figure 2-1 shows a block diagram of the Pentium processor.

Pentium® Microprocessor
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Figure 2-1. Pentium® Processor Block Diagram

The block diagram shows the two instruction pipe-lines, the "u" pipe and the "v" pipe. The
u-pipe can execute all integer and floating-point instructions. The v-pipe can execute simple
integer instructions and the FXCH floating-point instructions.

The separate caches are shown, the code cache and data cache. The data cache has two ports,
one for each of the two pipes (the tags are triple ported to allow simultaneous inquire cycles).
The data cache has a dedicated Translation Lookaside Buffer (TLB) to translate linear
addresses to the physical addresses used by the data cache.
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The code cache, branch target buffer and prefetch buffers are responsible for getting raw
instructions into the execution units of the Pentium processor. Instructions are fetched from
the code cache or from the external bus. Branch addresses are remembered by the branch
target buffer. The code cache TLB translates linear addresses to physical addresses used by
the code cache.

The decode unit decodes the prefetched instructions so the Pentium processor can execute the
instruction. The control ROM contains the microcode which controls the sequence of
operations that must be performed to implement the Pentium processor architecture. The
control ROM unit has direct control over both pipe-lines.

The Pentium processor contains a pipe-lined floating-point unit that provides a significant
floating-point performance advantage over previous generations of Intel Architecture-based
CPUs.

Supporting an upgrade socket (Socket 4) in the system will provide end user upgradability by
the addition of a future Pentium OverDrive processor. Typical applications will realize a
40% to 70% performance increase by the addition of a future Pentium OverDrive processor.
Refer to Chapter 16 for details on the future Pentium OverDrive processor for Pentium
processor (510\60, 567\66)-based systems.

The architectural features introduced in this chapter are more fully described in the
"Component Operation" chapter of this document.
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CHAPTER 3
COMPONENT OPERATION

The Pentium processor has an optimized superscalar micro-architecture capable of executing
two instructions in a single clock. A 64-bit external bus, separate 8-Kbyte data and instruc-
tion caches, write buffers, branch prediction, and a pipe-lined floating-point unit combine to
sustain the high execution rate. These architectural features and their operation are discussed
in this chapter.

3.1. PIPE-LINE AND INSTRUCTION FLOW

Like the Intel486 CPU, integer instructions traverse a 5 stage pipe-line. The pipe-line stages
are as follows:

PF Prefetch

D1  Instruction Decode

D2  Address Generate

EX  Execute - ALU and Cache Access

WB  Writeback

Figure 3-1 shows how instructions move through the Intel486 CPU pipe-line.

PF " 12 13 14

D1 nle|sn 7]

D2 nmle |B ]

EX n e |1 7}

wB n | | s 1

PDB60

Figure 3-1. Intel486™ CPU Pipe-line Execution
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Unlike the Intel486 microprocessor, the Pentium processor is a superscalar machine capable
of executing two instructions in parallel. Two five stage pipe-lines operate in parallel
allowing integer instructions to execute in a single clock in each pipe-line. Figure 3-2 depicts
instruction flow in the Pentium processor.

PF 1] ] I5 17
2 4 16 18
] ] 15 7
D1 R U B
12 ) 6 |18
n 3 15 17
D2 I R N ..
12 “ 16 |18
n 13 Is 7
EX I T D
12 ) 16 18
n 3 15 17
wB R N
12 14 16 18

PDB61

Figure 3-2. Pentium® Processor Pipe-line Execution

The pipe-lines in the Pentium processor are called the "u" and "v" pipes and the process of
issuing two instructions in parallel is termed "pairing." The u-pipe can execute any
instruction in the Intel architecture while the v-pipe can execute "simple" instructions as
defined in the "Instruction Pairing Rules" Section of this chapter. When instructions are
paired, the instruction issued to the v-pipe is always the next sequential instruction after the
one issued to the u-pipe.

3.1.1. Pentium® Processor Pipe-line Description and
Improvements

While the basic pipe-line structure is the same as the Intel486 CPU, the Pentium processor
pipe-line has been optimized to achieve higher throughput.

The first stage of the pipe-line is Prefetch (PF) stage in which instructions are prefetched
from the on chip instruction cache or memory. Because the Pentium processor has separate
caches for instructions and data, prefetches no longer conflict with data references for access
to the cache. If the requested line is not in the code cache, a memory reference is made. In
the PF stage, two independent pairs of line-size (32-byte) prefetch buffers operate in
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conjunction with the branch target buffer. This allows one prefetch buffer to prefetch
instructions sequentially, while the other prefetches according to the branch target buffer
predictions. The prefetch buffers alternate their prefetch paths. See the section titled
"Instruction Prefetch" in this chapter for further details on the Pentium processor prefetch
buffers.

The next pipe-line stage is Decodel (D1) in which two parallel decoders attempt to decode
and issue the next two sequential instructions. The decoders determine whether one or two
instructions can be issued contingent upon the instruction pairing rules described in the
section titled "Instruction Pairing Rules." The Pentium processor, similar to the Intel486
CPU, requires an extra D1 clock to decode instruction prefixes. Prefixes are issued to the u-
pipe at the rate of one per clock without pairing. After all prefixes have been issued, the base
instruction will then be issued and paired according to the pairing rules. The one exception to
this is that the Pentium processor will decode near conditional jumps (long displacement) in
the second opcode map (OFh prefix) in a single clock in either pipe-line.

The D1 stage is followed by Decode2 (D2) in which the address of memory resident
operands are calculated similar to the Intel486 CPU. In the Intel486 CPU, instructions
containing both a displacement and an immediate, or instructions containing a base and index
addressing mode require an additional D2 clock to decode. The Pentium processor removes
both of these restrictions and is able to issue instructions in these categories in a single clock.

Similar to the Intel486 CPU, the Pentium processor uses the Execute (EX) stage of the pipe-
line for both ALU operations and for data cache access; therefore those instructions
specifying both an ALU operation and a data cache access will require more than one clock
in this stage. In EX all u-pipe instructions and all v-pipe instructions except conditional
branches are verified for correct branch prediction. Microcode is designed to utilize both
pipe-lines and thus those instructions requiring microcode execute faster than on the Intel486
CPU.

The final stage is Writeback (WB) where instructions are enabled to modify processor state
and complete execution. In this stage v-pipe conditional branches are verified for correct
branch prediction.

During their progression through the pipe-line instructions may be stalled due to certain
conditions. Both the u-pipe and v-pipe instructions enter and leave the D1 and D2 stages in
unison. When an instruction in one pipe is stalled then the instruction in the other pipe is also
stalled at the same pipe-line stage. Thus both the u-pipe and the v-pipe instructions enter the
EX stage in unison. Once in EX if the u-pipe instruction is stalled, then the v-pipe instruction
(if any) is also stalled. If the v-pipe instruction is stalled then the instruction paired with it in
the u-pipe is allowed to advance. No successive instructions are allowed to enter the EX
stage of either pipe-line until the instructions in both pipe-lines have advanced to WB.

3.1.1.1. INSTRUCTION PREFETCH

In the PF stage, two independent pairs of line-size (32-byte) prefetch buffers operate in
conjunction with the branch target buffer. Only one prefetch buffer actively requests
prefetches at any given time. Prefetches are requested sequentially until a branch instruction
is fetched. When a branch instruction is fetched, the branch target buffer (BTB) predicts
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whether the branch will be taken or not. If the branch is predicted not taken, prefetch requests
continue linearly. On a predicted taken branch the other prefetch buffer is enabled and begins
to prefetch as though the branch was taken. If a branch is discovered mis-predicted, the
instruction pipelines are flushed and prefetching activity starts over.

For more information on branch prediction, see section 3.2.

3.1.2. Instruction Pairing Rules

The Pentium processor can issue one or two instructions every clock. In order to issue two
instructions simultaneously they must satisfy the following conditions:
® Both instructions in the pair must be "simple” as defined below

® There must be no read-after-write or write-after-write register dependencies between
them

® Neither instruction may contain both a displacement and an immediate

Instructions with prefixes (other than OF of JCC instructions) can only occur in the u-

pipe
Simple instructions are entirely hardwired; they do not require any microcode control and, in
general, execute in one clock. The exceptions are the ALU mem,reg and ALU reg,mem
instructions which are three and two clock operations respectively. Sequencing hardware is
used to allow them to function as simple instructions. The following integer instructions are
considered simple and may be paired:

mov reg, reg/mem/imm

mov mem, reg/imm

alu reg, reg/mem/imm

alu mem, reg/imm

1
2
3
4
5. inc reg/mem
6. dec reg/mem
7. pushreg/mem
8. pop reg
. leareg,mem
10. jmp/call/jcc near

11. nop

In addition, conditional and unconditional branches may be paired only if they occur as the
second instruction in the pair. They may not be paired with the next sequential instruction.
Also, SHIFT/ROT by 1 and SHIFT by imm may pair as the first instruction in a pair.

The register dependencies that prohibit instruction pairing include implicit dependencies via
registers or flags not explicitly encoded in the instruction. For example, an ALU instruction
in the u-pipe (which sets the flags) may not be paired with an ADC or an SBB instruction in
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the v-pipe. There are two exceptions to this rule. The first is the commonly occurring
sequence of compare and branch which may be paired. The second exception is pairs of
pushes or pops. Although these instructions have an implicit dependency on the stack pointer,
special hardware is included to allow these common operations to proceed in parallel.

Although in general two paired instructions may proceed in parallel independently, there is
an exception for paired "read-modify-write" instructions. Read-modify-write instructions are
ALU operations with an operand in memory. When two of these instructions are paired there
is a sequencing delay of two clocks in addition to the three clocks required to execute the
individual instructions.

Although instructions may execute in parallel their behavior as seen by the programmer is
exactly the same as if they were executed sequentially (as on the Intel486 CPU).

For information on code optimization, please refer to Optimizing for Intel's 32-Bit CPUrs,
Order Number 241799.

3.2. BRANCH PREDICTION

The Pentium processor uses a Branch Target Buffer to predict the outcome of branch
instructions which minimizes pipe-line stalls due to prefetch delays.

The processor accesses the BTB with the address of the instruction in the D1 stage. In the
event of a correct prediction, a branch will execute without pipe-line stalls or flushes.
Branches which miss the BTB are assumed to be not taken. Conditional and unconditional
near branches and near calls execute in 1 clock and may be executed in parallel with other
integer instructions. A mispredicted branch (whether a BTB hit or miss) or a correctly
predicted branch with the wrong target address will cause the pipe-lines to be flushed and the
correct target to be fetched. Incorrectly predicted unconditional branches will incur an
additional three clock delay, incorrectly predicted conditional branches in the u-pipe will
incur an additional three clock delay, and incorrectly predicted conditional branches in the v-
pipe will incur an additional four clock delay.

The benefits of branch prediction are illustrated in the following example. Consider the
following loop from a benchmark program for computing prime numbers:
for (k=i+prime; k<=SIZE; k+=prime)
flags[k]=FALSE;
A popular compiler generates the following assembly code:

(prime is allocated to ecx, Xk is allocated to edx, and al contains the value FALSE)
inner_loop:

mov byte ptr flags[edx],al

add edx,ecx

cmp edx, SIZE

jle inner_loop

I 3-5
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Each iteration of this loop will execute in 6 clocks on the Intel486 CPU. On the Pentium
processor, the mov is paired with the add; the cmp with the jle. With branch prediction,
each loop iteration executes in 2 clocks.

NOTE

The dynamic branch prediction algorithm speculatively runs code fetch
cycles to addresses corresponding to instructions executed some time in the
past. Such code fetch cycles are run based on past execution history,
regardless of whether the instructions retrieved are relevant to the currently
executing instruction sequence.

One effect of the branch prediction mechanism is that the Pentium
processor may run code fetch bus cycles to retrieve instructions which are
never executed. Although the opcodes retrieved are discarded, the system
must complete the code fetch bus cycle by returning BRDY#. It is
particularly important that the system return BRDY# for all code fetch
cycles, regardless of the address.

Furthermore, it is possible that the Pentium processor may run speculative
code fetch cycles to addresses beyond the end of the current code segment
(approximately 100 bytes past end of last executed instruction). Although
the Pentium processor may prefetch beyond the CS limit, it will not attempt
to execute beyond the CS limit. Instead, it will raise a GP fault. Thus,
segmentation cannot be used to prevent speculative code fetches to
inaccessible areas of memory. On the other hand, the Pentium processor
never runs code fetch cycles to inaccessible pages (i.e., not present pages or
pages with incorrect access rights), so the paging mechanism guards against
both the fetch and execution of instructions in inaccessible pages.

For memory reads and writes, both segmentation and paging prevent the
generation of bus cycles to inaccessible regions of memory. If paging is not
used, branch prediction can be disabled by setting TR12.NBP (bit 0)* and
flushing the BTB by loading CR3 before disabling any areas of memory.
Branch prediction can be re-enabled after re-enabling memory.

The following is an example of a situation that may occur:

1.  Code passes control to segment at address c000h.

2. Code transfers control to code at different address (6000h) by using
FAR CALL instruction.

3. This portion of the code does an I/O write to a port that disables
memory at address c000h.

4. At the end of this segment, an I/O write is performed to re-enable
memory at address cO00Oh.

5. Following the OUT instruction, there is a RETF instruction to cO00h
segment.
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OUT ; disable c000h

OUT ; enable cO00h
RETF

6000h I

FAR CALL

c000h

The branch prediction mechanism of the Pentium processor, however,
predicts that the RETF instruction is going to transfer control to the
segment at address c000h and performs a prefetch from that address prior to
the OUT instruction that re-enables that memory address. The result is that
no BRDY is returned for that prefetch cycle and the system hangs.

In this case, branch prediction should be disabled (by setting TR12.NBP*
and flushing the BTB by loading CR3) prior to disabling memory at address
c000h and re-enabled after the RETF instruction by clearing TR12.NBP* as
indicated above.

* Please refer to Chapter 33 of this volume.

3.3. WRITE BUFFERS AND MEMORY ORDERING

The Pentium processor has two write buffers, one corresponding to each of the pipe-lines, to
enhance the performance of consecutive writes to memory. These write buffers are one quad-
word wide (64-bits) and can be filled simultaneously in one clock e.g., by two simultaneous
write misses in the two instruction pipe-lines. Writes in these buffers are driven out on the
external bus in the order they were generated by the processor core. No reads (as a result of
cache miss) are reordered around previously generated writes sitting in the write buffers. The
implication of this is that the write buffers will be flushed or emptied before a subsequent bus
cycle is run on the external bus (unless BOFF# is asserted and a writeback cycle becomes
pending, see section 3.3.3.).

The Pentium processor supports strong write ordering only. That is, writes generated by the
Pentium processor will be driven to the bus or updated in the cache in the order that they
occur. The Pentium processor will not write to E or M-state lines in the data cache if there is
a write in either write buffer, if a write cycle is running on the bus, or if EWBE# is inactive.

Note that only memory writes are buffered and I/O writes are not. There is no guarantee of
synchronization between completion of memory writes on the bus and instruction execution

l 37
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after the write. The OUT instruction or a serializing instruction needs to be executed to
synchronize writes with the next instruction. Please refer to the "Serializing Operations"
section for more information.

No re-ordering of read cycles occurs on the Pentium processor. Specifically, the write buffers
are flushed before the IN instruction is executed.

3.3.1. External Event Synchronization

When the system changes the value of NMI, INTR, FLUSH#, SMI# or INIT as the result of
executing an OUT instruction, these inputs must be at a valid state three clocks before
BRDY# is returned to ensure that the new value will be recognized before the next
instruction is executed.

Note that if an OUT instruction is used to modify A20M#, this will not affect previously
prefetched instructions. A serializing instruction must be executed to guarantee recognition
of A20M# before a specific instruction.

3.3.2. Serializing Operations

After executing certain instructions the Pentium processor serializes instruction execution.
This means that any modifications to flags, registers, and memory for previous instructions
are completed before the next instruction is fetched and executed. The prefetch queue is
flushed as a result of serializing operations.

The Pentium processor serializes instruction execution after executing one of the following
instructions: MOV to Debug Register, MOV to Control Register, INVD, INVLPG, IRET,
IRETD, LGDT, LLDT, LIDT, LTR, WBINVD, CPUID, RSM and WRMSR.

Notes

1. The CPUID instruction can be executed at any privilege level to serialize instruction
execution.

2. When the Pentium processor serializes instruction execution, it ensures that it has
completed any modifications to memory, including flushing any internally buffered
stores; it then waits for the EWBE# pin to go active before fetching and executing the
next instruction. Pentium processor systems may use the EWBE# pin to indicate that a
store is pending externally. In this manner, a system designer may ensure that all
externally pending stores will complete before the Pentium processor begins to fetch and
execute the next instruction.

3. The Pentium processor does not generally writeback the contents of modified data in its
data cache to external memory when it serializes instruction execution. Software can
force modified data to be written back by executing the WBINVD instruction.

3-8 ‘ I
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4. Whenever an instruction is executed to enable/disable paging (that is, change the PG bit
of CRO), this instruction must be followed with a jump. The instruction at the target of
the branch is fetched with the new value of PG (i.e., paging enabled/disabled), however,
the jump instruction itself is fetched with the previous value of PG. Intel386, Intel486
and Pentium processors have slightly different requirements to enable and disable
paging. In all other respects, an MOV to CRO that changes PG is serializing. Any MOV
to CRO that does not change PG is completely serializing.

5. Whenever an instruction is executed to change the contents of CR3 while paging is
enabled, the next instruction is fetched using the translation tables that correspond to the
new value of CR3. Therefore the next instruction and the sequentially following
instructions should have a mapping based upon the new value of CR3.

6. The Pentium processor implements branch-prediction techniques to improve
performance by prefetching the destination of a branch instruction before the branch
instruction is executed. Consequently, instruction execution is not generally serialized
when a branch instruction is executed.

7. Although the I/O instructions are not "serializing" because the processor does not wait
for these instructions to complete before it prefetches the next instruction, they do have
the following properties that cause them to function in a manner that is identical to
previous generations. I/O reads are not re-ordered within the processor; they wait for all
internally pending stores to complete. Note that the Pentium processor does not sample
the EWBE# pin during reads. If necessary, external hardware must ensure that
externally pending stores are complete before returning BRDY#. This is the same
requirement that exists on Intel386 and Intel486 systems. The OUT and OUTS
instructions are also not "serializing," as they do not stop the prefetcher. They do,
however, ensure that all internally buffered stores have completed, that EWBE# has been
sampled active indicating that all externally pending stores have completed and that the
I/O write has completed before they begin to execute the next instruction. Note that
unlike the Intel486 CPU, it is not necessary for external hardware to ensure that
externally pending stores are complete before returning BRDY#.

3.3.3. Linefill and Writeback Buffers

In addition to the write buffers corresponding to each of the internal pipe-lines, the Pentium
processor has 3 writeback buffers. Each of the writeback buffers are 1 deep and 32-bytes
(1 line) wide.

There is a dedicated replacement writeback buffer which stores writebacks caused by a
linefill that replaces a modified line in the data cache. There is one external snoop writeback
buffer that stores writebacks caused by an inquire cycle that hits a modified line in the data
cache. Finally, there is an internal snoop writeback buffer that stores writebacks caused by
an internal snoop cycle that hits a modified line in the data cache (Internal and external
snoops are discussed in detail in the Inquire Cycle section of the Bus Functional Description
chapter of this document). Write cycles are driven to the bus with the following priority:
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Contents of external snoop writeback buffer
Contents of internal snoop writeback buffer

e o o

Contents of replacement writeback buffer
® Contents of write buffers.

Note that the contents of whichever write buffer was written into first is driven to the bus
first. If both write buffers were written to in the same clock, the contents of the u-pipe buffer
is written out first.

The Pentium processor also implements two line fill buffers, one for the data cache and one
for the code cache. As information (data or code) is returned to the Pentium processor for a
cache line fill, it is written into the line fill buffer. After the entire line has been returned to
the processor it is transferred to the cache. Note that the processor requests the needed
information first and uses that information as soon as it is returned. The Pentium processor
does not wait for the line fill to complete before using the requested information.

If a linefill causes a modified line in the data cache to be replaced, the replaced line will
remain in the cache until the line fill is complete. After the line fill is complete, the line
being replaced is moved into the replacement writeback buffer and the new line fill is moved
into the cache.

3.4. EXTERNAL INTERRUPT CONSIDERATIONS

The Pentium processor recognizes the following external interrupts: BUSCHK#, R/S#,
FLUSH#, SMI#, INIT, NMI, and INTR. These interrupts are recognized at instruction
boundaries. On the Pentium processor, the instruction boundary is the first clock in the
execution stage of the instruction pipe-line. This means that before an instruction is executed,
the Pentium processor checks to see if any interrupts are pending. If an interrupt is pending,
the processor flushes the instruction pipe-line and then services the interrupt. The priority
order of external interrupts is as shown below:

BUSCHK#
R/S#
FLUSH#
SMI#
INIT

NMI

INTR

3.5. MODEL SPECIFIC REGISTERS

The Pentium processor (510\60, 567\66) defines certain Model Specific Registers that are
used in execution tracing, performance monitoring, testing, and machine check errors. They
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are unique to the Pentium processor (510\60, 567\66) and may not be implemented in the '
same way in future processors.

Two new instructions, RDMSR and WRMSR (read/write model specific registers) are used
to access these registers. When these instructions are executed, the value in ECX specifies
which model specific register is being accessed.

Software must not depend on the value of reserved bits in the model specific registers. Any
writes to the model specific registers should write “0” into any reserved bits.

For information on Model specific Registers and instructions, refer to Chapter 33 of this
document.

3.6. FLOATING-POINT UNIT

The floating-point unit (FPU) of the Pentium processor is integrated with the integer unit on
the same chip. It is heavily pipe-lined. The FPU is designed to be able to accept one floating-
point operation every clock. It can receive up to two floating-point instructions every clock,
one of which must be an exchange instruction.

For information on code optimization, please refer to Optimizing for Intel's 32-Bit CPUs,
Order Number 241799.

3.6.1. Floating-Point Pipe-line Stages

The Pentium processor FPU has 8 pipe-line stages, the first five of which it shares with the
integer unit. Integer instructions pass through only the first 5 stages. Integer instructions use
the fifth (X1) stage as a WB (write-back) stage. The 8 FP pipe-line stages, and the activities
that are performed in them are summarized below:

PF Prefetch;

D1 Instruction Decode;

D2  Address generation;

EX Memory and register read; conversion of FP data to external memory format and
memory write;

X1  Floating-Point Execute stage one; conversion of external memory format to internal
FP data format and write operand to FP register file; bypass 1 (bypass 1 described in
the "Bypasses" section).

X2  Floating-Point Execute stage two;

WF  Perform rounding and write floating-point result to register file; bypass 2 (bypass 2
described in the "Bypasses" section).

ER  Error Reporting/Update Status Word.

I 3-11
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3.6.2. Instruction Issue

Described below are the rules of how floating-point (FP) instructions get issued on the
Pentium processor:

1. FP instructions do not get paired with integer instructions. However, a limited pairing of
two FP instructions can be performed.

2. When a pair of FP instructions is issued to the FPU, only the FXCH instruction can be
the second instruction of the pair. The first instruction of the pair must be one of a set F
where F = [ FLD single/double, FLD ST(), all forms of FADD, FSUB, FMUL, FDIV,
FCOM, FUCOM, FTST, FABS, FCHS].

3. FP instructions other than the FXCH instruction and other than instructions belonging to
set F (defined in rule 2) always get issued singly to the FPU.

4. FP instructions that are not directly followed by an FP exchange instruction are issued
singly to the FPU.

The Pentium processor stack architecture instruction set requires that all instructions have
one source operand on the top of the stack. Since most instructions also have their destination
as the top of the stack, most instructions see a "top of stack bottleneck.” New source op-
erands must be brought to the top of the stack before we can issue an arithmetic instruction
on them. This calls for extra usage of the exchange instruction, which allows the programmer
to bring an available operand to the top of the stack. The Pentium processor FPU uses
pointers to access its registers to allow fast execution of exchanges and the execution -of
exchanges in parallel with other floating-point instructions. An FP exchange that is paired
with other FP instructions takes O clocks for its execution. Since such exchanges can be
executed in parallel on the Pentium processor, it is recommended that one use them when
necessary to overcome the stack bottleneck.

Note that when exchanges are paired with other floating-point instructions, they should not
be followed immediately by integer instructions. The Pentium processor stalls such integer
instructions for a clock if the FP pair is declared safe, or for 4 clocks if the FP pair is unsafe.

Also note that the FP exchange must always follow another FP instruction to get paired. The
pairing mechanism does not allow the FP exchange to be the first instruction of a pair that is
issued in parallel. If an FP exchange is not paired, it takes 1 clock for its execution.

3.6.3. Safe Instruction Recognition

The Pentium processor FPU performs Safe Instruction Recognition or SIR in the X1 stage of
the pipe-line. SIR is an early inspection of operands and opcodes to determine whether the
instruction is guaranteed not to generate an arithmetic overflow, underflow, or unmasked
inexact exception. An instruction is declared safe if it cannot raise any other floating-point
exception, and if it does not need microcode assist for delivery of special results. If an
instruction is declared safe, the next FP instruction is allowed to complete its E stage
operation. If an instruction is declared unsafe, the next FP instruction stalls in the E stage
until the current one completes (ER stage) with no exception. This means a 4 clock stall,
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which is incurred even if the numeric instruction that was declared unsafe does not
eventually raise a floating-point exception.

For normal data, the rules used on the Pentium processor for declaring an instruction safe are
as follows.

If FOP= FADD/FSUB/FMUL/FDIV, the instruction is safe from arithmetic overflow,
underflow, and unmasked inexact exceptions if:

1. Both operands have unbiased exponent =< 1IFFEh AND
2. Both operands have unbiased exponent >= -1FFEh AND
3. The inexact exception is masked

Note that arithmetic overflow of the double precision format occurs when the unbiased
exponent of the result is >= 400h, and underflow occurs when the exponent is <=-3FFh.
Hence, the SIR algorithm on the Pentium processor allows improved throughput on a much
greater range of numbers than that spanned by the double precision format.

3.6.4. Bypasses

The following section describes the floating-point register file bypasses that exist on the
Pentium processor. The register file has two write ports and two read ports. The read ports
are used to read data out of the register file in the E stage. One write port is used to write data
into the register file in the X1 stage, and the other in the WF stage. A bypass allows data that
is about to be written into the register file to be available as an operand that is to be read
from the register file by any succeeding floating-point instruction. A bypass is specified by a
pair of ports (a write port and a read port) that get circumvented. Using the bypass, data is
made available even before actually writing it to the register file.

The following procedures are implemented:
1. Bypass the X1 stage register file write port and the E stage register file read port.
2. Bypass the WF stage register file write port and the E stage register file read port.

With bypass 1, the result of a floating-point load (that writes to the register file in the X1
stage) can bypass the X1 stage write and be sent directly to the operand fetch stage or E stage
of the next instruction.

With bypass 2, the result of any arithmetic operation can bypass the WF stage write to the
register file, and be sent directly to the desired execution unit as an operand for the next
instruction.

Note that the FST instruction reads the register file with a different timing requirement, so
that for the FST instruction, which attempts to read an operand in the E stage:

I 3-13
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1. There is no bypassing the X1 stage write port and the E stage read port, i.e. no added
bypass for FLD followed by FST. Thus FLD (double) followed by FST (double) takes
4 clocks (2 for FLD, and 2 for FST).

2. There is no bypassing the WF stage write port and the E stage read port. The E stage
read for the FST happens only in the clock following the WF write for any preceding
arithmetic operation.

Furthermore, there is no memory bypass for an FST followed by an FLD from the same
memory location.

3.6.5. Branching Upon Numeric Condition Codes

Branching upon numeric condition codes is accomplished by transferring the floating-point
SW to the integer FLAGS register and branching on it. The "test numeric condition codes
and branch" construct looks like:

FP instructionl; instruction whose effects on the status word are to be examined;
"numeric_test_and_branch_construct":

FSTSW AX; move the status word to the ax register.

SAHF; transfer the value in ah to the lower half of the eflags register.

JC xyz ; jump upon the condition codes in the eflags register.

Note that all FP instructions update the status word only in the ER stage. Hence there is a
built-in status word interlock between FP instructionl and the FSTSW AX instruction. The
above piece of code takes 9 clocks before execution of code begins at the target of the jump.
These 9 clocks are counted as:

FP instruction] : X1, X2, WF, ER (4 E stage stalls for the FSTSWAX);
FSTSW AX: 2 E clocks;

SAHF : 2 E clocks;

JCxyz: 1 clock if no mispredict on branch.

Note that if there is a branch mispredict, there will be a minimum of 3 clocks added to the
clock count of 9.

It is recommended that such attempts to branch upon numeric condition codes be preceded
by integer instructions, i.e. one should insert integer instructions in between FP instructionl
and the FSTSW AX instruction which is the first instruction of the "numeric test and branch"
construct. This allows the elimination of up to 4 clocks (the 4 E-stage stalls on FSTSW AX)
from the cost attributed to this construct, so that numeric branching can be accomplished in
5 clocks.
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3.7. ON-CHIP CACHES

The Pentium processor implements two internal caches for a total integrated cache size of
16 Kbytes: an 8 Kbyte data cache and a separate 8 Kbyte code cache. These caches are
transparent to application software to maintain compatibility with previous generations of the
Inte1386 and Intel486 architectures.

The data cache fully supports the MESI (modified/exclusive/shared/invalid) writeback cache
consistency protocol. The code cache is inherently write protected to prevent code from
being inadvertently corrupted, and as a consequence supports a subset of the MESI protocol,
the S (shared) and I (invalid) states.

The caches have been designed for maximum flexibility and performance. The data cache is
configurable as writeback or writethrough on a line by line basis. Memory areas can be
defined as non-cacheable by software and external hardware. Cache writeback and
invalidations can be initiated by hardware or software. Protocols for cache consistency and
line replacement are implemented in hardware, easing system design.

3.7.1. Cache Organization

Each of the caches are 8 Kbytes in size and each is organized as a 2-way set associative
cache. There are 128 sets in each cache, each set containing 2 lines (each line has its own tag
address). Each cache line is 32 bytes wide.

Replacement in both the data and instruction caches is handled by the LRU mechanism
which requires one bit per set in each of the caches. A conceptual diagram of the
organization of the data and code caches is shown below in Figure 3-3. Note that the data
cache supports the MESI writeback cache consistency protocol which requires 2 state bits,
while the code cache supports the S and I state only and therefore requires only one state bit.
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Figure 3-3. Conceptual Organization of Code and Data Caches

3.7.2. Cache Structure

The instruction and data caches can be accessed simultaneously. The instruction cache can
provide up to 32 bytes of raw opcodes and the data cache can provide data for two data
references all in the same clock. This capability is implemented partially through the tag
structure. The tags in the data cache are triple ported. One of the ports is dedicated to
snooping while the other two are used to lookup two independent addresses corresponding to
data references from each of the pipe-lines. The instruction cache tags are also triple ported.
Again, one port is dedicated to support snooping and other two ports facilitate split line
accesses (simultaneously accessing upper half of one line and lower half of the next line).

The storage array in the data cache is single ported but interleaved on 4 byte boundaries to be
able to provide data for two simultaneous accesses to the same cache line.

Each of the caches are parity protected. In the instruction cache, there are parity bits on a
quarter line basis and there is one parity bit for each tag. The data cache contains one parity
bit for each tag and a parity bit per byte of data.
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Each of the caches are accessed with physical addresses and each cache has its own TLB
(translation lookaside buffer) to translate linear addresses to physical addresses. The data
cache has a 4-way set associative, 64-entry TLB for 4 Kbyte pages and a separate 4-way set
associative, 8-entry TLB to support 4 Mbyte pages. The code cache has one 4-way set
associative, 32-entry TLB for 4 Kbyte pages and 4 Mbyte pages which are cached in 4 Kbyte
increments. The TLBs associated with the instruction cache are single ported whereas the
data cache TLBs are fully dual ported to be able to translate two independent linear addresses
for two data references simultaneously. Replacement in the TLBs is handled by a pseudo
LRU mechanism (similar to the Intel486 CPU) that requires 3 bits per set. The tag and data
arrays of the TLBs are parity protected with a parity bit associated with each of the tag and
data entries in the TLBs.

3.7.3. Cache Operating Modes

The operating modes of the caches are controlled by the CD (cache disable) and NW (not
writethrough) bits in CRO. See Table 3-1 for a description of the modes. For normal
operation and highest performance, these bits should both be reset to "0." The bits come out
of RESET as CD =NW = 1.
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Table 3-1. Cache Operating Modes

CcD

NW

Description

Read hits access the cache.

Read misses do not cause linefills.

Write hits update the cache, but do not access memory.

Write hits will cause Exclusive State lines to change to Modified State.

Shared lines will remain in the Shared state after write hits.

Write misses access memory.

Inquire and invalidation cycles do not affect the cache state or contents.

This is the state after reset.

Read hits access the cache.

Read misses do not cause linefills.

Write hits update the cache.

Writes to Shared lines and write misses update external memory.

Writes to Shared lines can be changed to the Exclusive State under the con-
trol of the WB/WT# pin.

Inquire cycles (and invalidations) are allowed.

GP(0)

Read hits access the cache.

Read misses may cause linefills.

These lines will enter the Exclusive or Shared state under the control of the
WB/WT# pin.

Write hits update the cache.

Only writes to shared lines and write misses appear externally.

Writes to Shared lines can be changed to the Exclusive State under the con-
trol of the WB/WT# pin.

Inquire cycles (and invalidations) are allowed.

To completely disable the cache, the following two steps must be performed.

1. CD and NW must be setto 1.
2. The caches must be flushed.

If the cache is not flushed, cache hits on reads will still occur and data will be read from the
cache. In addition, the cache must be flushed after being disabled to prevent any
inconsistencies with memory.
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3.7.4. Page Cacheability

Two bits for cache control, PWT and PCD are defined in the page table and page directory
entries. The state of these bits are driven out on the PWT and PCD pins during memory
access cycles. The PWT bit controls write policy for the second level caches used with the
Pentium processor. Setting PWT to 1 defines a writethrough policy for the current page,
while clearing PWT to 0 defines a writeback policy for the current page.

The PCD bit controls cacheability on a page by page basis. The PCD bit is internally ANDed
with the KEN# signal to control cacheability on a cycle by cycle basis. PCD =0 enables
cacheing, while PCD = 1 disables it. Cache line fills are enabled when PCD =0 and
KEN# = 0.

3.7.4.1. PCD AND PWT GENERATION

The value driven on PCD is a function of the PWT bits in CR3, the page directory pointer,
the page directory entry and the page table entry, and the CD and PG bits in CRO.

The value driven on PWT is a function of the PCD bits in CR3, the page directory pointer,
the page directory entry and the page table entry, and the PG bit in CRO (CR0.CD does not
affect PWT).

CR0.CD =1

If cacheing is disabled, the PCD pin is always driven high. CR0.CD does not affect the PWT
pin.

CRO.PG =0

If paging is disabled, the PWT pin is forced low and the PCD pin reflects the CR0O.CD. The
PCD and PWT bits in CR3 are assumed 0 during the cacheing process.

CR0.CD =0, PG = 1, normal operation

The PCD and PWT bits from the last entry (can be either PDE or PTE, depends on 4 Mbyte
or 4 Kbyte mode) are cached in the TLB and are driven anytime the page mapped by the
TLB entry is referenced.

CRO0.CD =0, PG =1, during TLB Refresh

During TLB refresh cycles when the PDE and PTE entries are read, the PWT and PCD bits
are obtained as shown in Tables 3-2 and 3-3.
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Table 3-2. 32-Bits/4-Kbyte Pages

PCD/PWT Taken From

During Accesses To

CR3 PDE
PDE PTE
PTE All other paged mem references

Table 3-3. 32-Bits/4-Mbyte Pages

PCD/PWT Taken From

During Accesses To

CR3

PDE

PDE

All other paged mem references
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Figure 3-4 shows how PCD and PWT are generated.

LINEAR ADDRESS
DIRPTRS DIRECTORY TABLE OFFSET
(Optional)
PCD,PWT
PAGE FRAME
PCD,PWT
E ; ) |PCD,PWT
$ PAGE TABLE
PCD,PWT ) PWT
PAGE DIRECTORY \
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CRO |CD (Cache Disable) PWT
PCD
)l_—D PCD
Cache transition to
E-state enable /—'tf
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. PCD
E Cache line fill enable
\_J¢ KEN#

Cache Inhibit

TR123 0
‘g —m8 ———0

Unlocked Memory Reads CACHE#
Writeback Cycle
1 PDB102
Figure 3-4. PCD and PWT Generation
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3.7.5. Inquire Cycles

Inquire cycles are initiated by the system to determine if a line is present in the code or data
cache, and what its state is. (This document refers to inquire cycles and snoop cycles
interchangeably.)

Inquire cycles are driven to the Pentium processor when a bus master other than the Pentium
processor initiates a read or write bus cycle. Inquire cycles are driven to the Pentium
processor when the bus master initiates a read to determine if the Pentium processor data
cache contains the latest information. If the snooped line is in the Pentium processor data
cache in the modified state, the Pentium processor has the most recent information and must
schedule a writeback of the data. Inquire cycles are driven to the Pentium processor when
the other bus master initiates a write to determine if the Pentium processor code or data
cache contains the snooped line and to invalidate the line if it is present. Inquire cycles are
described in detail in the "Bus Functional Description" chapter.

3.7.6. Cache Flushing

The on-chip cache can be flushed by external hardware or by software instructions.

Flushing the cache through hardware is accomplished by driving the FLUSH# pin low. This
causes the cache to writeback all modified lines in the data cache and mark the state bits for
both caches invalid. The Flush Acknowledge special cycle is driven by the Pentium
processor when all writebacks and invalidations are complete.

The INVD and WBINVD instructions cause the on-chip caches to be invalidated also.
WBINVD causes the modified lines in the internal data cache to be written back, and all
lines in both caches to be marked invalid. After execution of the WBINVD instruction, the
Writeback and Flush special cycles are driven to indicate to any external cache that it should
writeback and invalidate its contents.

INVD causes all lines in both caches to be invalidated. Modified lines in the data cache are
not written back. The Flush special cycle is driven after the INVD instruction is executed to
indicate to any external cache that it should invalidate its contents. Care should be taken
when using the INVD instruction that cache consistency problems are not created.

Note that the implementation of the INVD and WBINVD instructions are processor
dependent. Future processor generations may implement these instructions differently.

3.7.7. Data Cache Consistency Protocol (MESI Protocol)

The Pentium processor Cache Consistency Protocol is a set of rules by which states are
assigned to cached entries (lines). The rules apply for memory read/write cycles only. I/O
and special cycles are not run through the data cache.

Every line in the Pentium processor data cache is assigned a state dependent on both Pentium
processor generated activities and activities generated by other bus masters (snooping). The
Pentium processor Data Cache Protocol consists of 4 states that define whether a line is valid
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(HIT/MISS), if it is available in other caches, and if it has been MODIFIED. The four states
are the M (Modified), E (Exclusive), S (Shared) and the I (Invalid) states and the protocol is
referred to as the MESI protocol. A definition of the states is given below:

M - Modified: An M-state line is available in ONLY one cache and it is also MODIFIED
(different from main memory). An M-state line can be accessed
(read/written to) without sending a cycle out on the bus.

E - Exclusive:  An E-state line is also available in ONLY one cache in the system, but the
line is not MODIFIED (i.e., it is the same as main memory). An E-state line
can be accessed (read/written to) without generating a bus cycle. A write to
an E-state line will cause the line to become MODIFIED.

S - Shared: This state indicates that the line is potentially shared with other caches (i.e.
the same line may exist in more than one cache). A read to an S-state line
will not generate bus activity, but a write to a SHARED line will generate a
write-through cycle on the bus. The write-through cycle may invalidate this
line in other caches. A write to an S-state line will update the cache.

I - Invalid: This state indicates that the line is not available in the cache. A read to this
line will be a MISS and may cause the Pentium processor to execute a
LINE FILL (fetch the whole line into the cache from main memory). A
write to an INVALID line will cause the Pentium processor to execute a
write-through cycle on the bus.

3.7.7.1. STATE TRANSITION TABLES

Lines cached in the Pentium processor can change state because of processor generated
activity or as a result of activity on the Pentium processor bus generated by other bus masters
(snooping). State transitions happen because of processor generated transactions (memory
reads/writes) and by a set of external input signals and internally generated variables. The
Pentium processor also drives certain pins as a consequence of the Cache Consistency
Protocol.

3.7.71.1. Read Cycle

Table 3-4 shows the state transitions for lines in the data cache during unlocked read cycles.
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Table 3-4. Data Cache State Transitions for UNLOCKED

Pentium® Processor Initiated Read Cycles*

Present State Pin Activity Next State Description
M n/a M Read hit; data is provided to processor core by
cache. No bus cycle is generated.
E n/a E Read hit; data is provided to processor core by
cache. No bus cycle is generated.
S n/a S Read hit; data is provided to the processor by
the cache. No bus cycle is generated.
I CACHE# low E Data item does not exist in cache (MISS). A bus
cycle (read) will be generated by the Pentium®
AND processor. This state transition will happen if
KEN# low WB/WT# is sampled high with first BRDY# or
NA#.
AND
WB/WT# high
AND
PWT low
| CACHEH# low S Same as previous read miss case except that
WB/WT# is sampled low with first BRDY# or
AND NA#.
KEN# low
AND
(WB/WT# low
OR PWT high)
| CACHE# high | KEN# pin inactive; the line is not intended to be
cached in the Pentium processor (510\60,
OR 567\66).
KEN# high

*Locked accesses to the data cache will cause the accessed line to transition to the Invalid state

Note the transition from I to E or S states (based on WB/WT#) happens only if KEN# is
sampled low with the first of BRDY# or NA#, and the cycle is transformed into a LINE FILL
cycle. If KEN# is sampled high, the line is not cached and remains in the I state.

3.7.7.1.2.

Write Cycle

The state transitions of data cache lines during Pentium processor generated write cycles are
illustrated in the next table. Writes to SHARED lines in the data cache are always sent out on
the bus along with updating the cache with the write item. The status of the PWT and
WB/WTH# pins during these write cycles on the bus determines the state transitions in the data

cache during writes to S-state lines.
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A write to a SHARED line in the data cache will generate a write cycle on the Pentium
processor bus to update memory and/or invalidate the contents of other caches. If the PWT
pin is driven high when the write cycle is run on the bus, the line will be updated, and will
stay in the S-state regardless of the status of the WB/WT# pin that is sampled with the first
BRDY# or NA#. If PWT is driven low, the status of the WB/WT# pin sampled along with
the first BRDY# or NA# for the write cycle determines what state (E:S) the line transitions
to.

The state transition from S to E is the only transition in which the data and the status bits are
not updated at the same time. The data will be updated when the write is written to the
Pentium processor write buffers. The state transition does not occur until the write has
completed on the bus (BRDY# has been returned). Writes to the line after the transition to
the E-state will not generate bus cycles. However, it is possible that writes to the same line
that were buffered or in the pipe-line before the transition to the E-state will generate bus
cycles after the transition to E-state.

An inactive EWBE# input will stall subsequent writes to an E- or an M-state line. All
subsequent writes to E- or M-state lines are held off until EWBE# is returned active.
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Table 3-5. Data Cache State Transitions for Pentium® Processor Initiated Write Cycles

Present Next
State Pin Activity State Description

M n/a M Write hit; update data cache. No bus cycle generated to
update memory.

E n/a M Write hit; update cache only. No bus cycle generated; line is
now MODIFIED.

S PWT low E Write hit; data cache updated with write data item. A write-

AND through cycle is generated on bus to update memory and/or

invalidate contents of other caches. The state transition oc-
: curs after the writethrough cycle completes on the bus (with
WB/WT# high the last BRDY#).

S PWT low S Same as above case of write to S-state line except that

WB/WT# is sampled low.
AND
WB/WT# low

S PWT high S Same as above cases of writes to S state lines except that
this is a write hit to a line in a writethrough page; status of
WB/WT# pin is ignored.

| n/a | Write MISS; a writethrough cycle is generated on the bus to

update external memory. No allocation done.

NOTE: Memory writes are buffered while I/O writes are not. There is no guarantee of synchronization between
completion of memory writes on the bus and instruction execution after the write. A serializing instruction
needs to be executed to synchronize writes with the next instruction if necessary.

3.7.7.13. Inquire Cycles (Snooping)

The purpose of inquire cycles is to check whether the address being presented is contained
within the caches in the Pentium processor. Inquire cycles may be initiated with or without
an INVALIDATION request (INV = 1 or 0). An inquire cycle is run through the data and
code caches through a dedicated snoop port to determine if the address is in one of the
Pentium processor caches. If the address is in a Pentium processor cache, the HIT# pin is
asserted. If the address hits a modified line in the data cache, the HITM# pin is also asserted
and the modified line is then written back onto the bus.
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The state transition tables for inquire cycles are given below:
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Table 3-6. Cache State Transitions During Inquire Cycles

Next Next
Present State State
State INV=1 INV=0 Description
M | S Snoop hit to a MODIFIED line indicated by HIT# and HITM# pins low.
Pentium® processor schedules the writing back of the modified line to
memory.
| Snoop hit indicated by HIT# pin low; no bus cycle generated.
| Snoop hit indicated by HIT# pin low; no bus cycle generated.
| | | Address not in cache; HIT# pin high.
3.7.7.2. PENTIUM® PROCESSOR CODE CACHE CONSISTENCY PROTOCOL

The Pentium processor code cache follows a subset of the MESI protocol. Accesses to the
code cache are either a Hit (Shared) or a Miss (Invalid).

In the case of a read hit, the cycle is serviced internally to the Pentium processor and no bus
activity is generated. In the case of a read miss, the read is sent to the external bus and may
be converted to a line fill.

Lines are never overwritten in the code cache. Writes generated by the Pentium processor are
snooped by the code cache. If the snoop is a hit in the code cache, the line is invalidated. If
there is a miss, the code cache is not affected.
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CHAPTER 4
MICROPROCESSOR INITIALIZATION AND
CONFIGURATION

Before normal operation of the Pentium processor can begin, the Pentium processor must be
initialized by driving the RESET pin active. The RESET pin forces the Pentium processor to
begin execution in a known state. Several features are optionally invoked at the falling edge
of RESET: Built in Self Test (BIST), Functional Redundancy Checking and Tristate Test
Mode.

In addition to the standard RESET pin, the Pentium processor has implemented an
initialization pin (INIT) that allows the processor to begin execution in a known state without
disrupting the contents of the internal caches or the floating-point state.

This chapter describes the Pentium processor power up and initialization procedures as well
as the test and configuration features enabled at the falling edge of RESET.

4.1. POWER UP SPECIFICATIONS

During power up, RESET must be asserted while V¢ is approaching nominal operating
voltage to prevent internal bus contention which could negatively affect the reliability of the
processor.

It is recommended that CLK begin toggling within 150ms after V¢ reaches its proper
operating level. This recommendation is only to ensure long term reliability of the device.

In order for RESET to be recognized, the CLK input needs to be toggling. RESET must
remain asserted for 1 millisecond after Voc and CLK have reached their AC/DC
specifications.

4.2. TEST AND CONFIGURATION FEATURES (BIST, FRC,
TRISTATE TEST MODE)

The INIT, FLUSH#, and FRCMC# inputs are sampled when RESET transitions from high to
low to determine if BIST will be run, or if tristate test mode or checker mode will be entered
(respectively).

If RESET is driven synchronously, these signals must be at their valid level and meet setup
and hold times on the clock before the falling edge of RESET. If RESET is asserted
asynchronously, these signals must be at their valid level two clocks before and after RESET
transitions from high to low.
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4.21. Built In Self Test
Self test is initiated by driving the INIT pin high when RESET transitions from high to low.

No bus cycles are run by the Pentium processor during self test. The duration of self test is
approximately 219 clocks. Approximately 70% of the devices in the Pentium processor are
tested by BIST.

The Pentium processor BIST consists of two parts: hardware self test and microcode self test.

During the hardware portion of BIST, the microcode ROM and all large PLAs are tested. All
possible input combinations of the microcode ROM and PLAs are tested.

The constant ROMs, BTB, TLBs, and all caches are tested by the microcode portion of
BIST. The array tests (caches, TLBs and BTB) have two passes. On the first pass, data
patterns are written to arrays, read back and checked for mismatches. The second pass writes
the complement of the initial data pattern, reads it back, and checks for mismatches. The
constant ROMs are tested by using the microcode to add various constants and check the
result against a stored value.

Upon successful completion of BIST, the cumulative result of all tests are stored in the EAX
register. If EAX contains Oh, then all checks passed; any non-zero result indicates a faulty
unit. Note that if an internal parity error is detected during BIST, the processor will assert the
IERR# pin and attempt to shutdown.

4.2.2. Tristate Test Mode

When the FLUSH# pin is sampled low when RESET transitions from high to low, the
Pentium processor enters tristate test mode. The Pentium processor floats all of its output
pins and bi-directional pins including pins which are never floated during normal operation
(except TDO). Tristate test mode can be initiated in order to facilitate testing board
interconnects. The Pentium processor remains in tristate test mode until the RESET pin is
asserted again.

4.2.3. Functional Redundancy Checking

The functional redundancy checking master/checker configuration input is sampled when
RESET is high to determine whether the Pentium processor is configured in master mode
(FRCMCi## high) or checker mode (FRCMC# low). The final master/checker configuration of
the Pentium processor is determined the clock before the falling edge of RESET. When con-
figured as a master, the Pentium processor drives its output pins as required by the bus
protocol. When configured as a checker, the Pentium processor tristates all outputs (except
IERR# and TDO) and samples the output pins (that would normally be driven in master
mode). If the sampled value differs from the value computed internally, the Pentium
processor asserts IERR# to indicate an error. Note that IERR# will not be asserted due to an
FRC mismatch until two clocks after the ADS# of the first bus cycle (or in the third clock of
the bus cycle).
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4.3. INITIALIZATION WITH RESET, INIT AND BIST

Two pins, RESET and INIT, are used to reset the Pentium processor in different manners. A
"cold" or "power on" RESET refers to the assertion of RESET while power is initially being
applied to the Pentium processor. A "warm" RESET refers to the assertion of RESET or INIT
while V¢ and CLK remain within specified operating limits.

Table 4-1 shows the effect of asserting RESET and/or INIT.

Table 4-1. Pentium® Processor Reset Modes

Effect on Code and Effect on FP Effect on BTB
RESET INIT BIST Run? Data Caches Registers and TLBs
0 0 No n/a n/a n/a
0 1 No None None Invalidated
1 0 No Invalidated Initailized Invalidated
1 1 Yes Invalidated Initialized Invalidated

Toggling either the RESET pin or the INIT pin individually forces the Pentium processor to
begin execution at address FFFFFFFOh. The internal instruction cache and data cache are
invalidated when RESET is asserted (modified lines in the data cache are NOT written back).
The instruction cache and data cache are not altered when the INIT pin is asserted without
RESET. In both cases, the branch target buffer (BTB) and translation lookaside buffers
(TLBs) are invalidated.

After RESET (with or without BIST) or INIT, the Pentium processor will start executing
instructions at location FFFFFFFOH. When the first Intersegment Jump or Call instruction is
executed, address lines A20-A31 will be driven low for CS-relative memory cycles and the
Pentium processor will only execute instructions in the lower one Mbyte of physical
memory. This allows the system designer to use a ROM at the top of physical memory to
initialize the system.

RESET is internally hardwired and forces the Pentium processor to terminate all execution
and bus cycle activity within 2 clocks. No instruction or bus activity will occur as long as
RESET is active. INIT is implemented as an edge triggered interrupt and will be recognized
when an instruction boundary is reached. As soon as the Pentium processor completes the
INIT sequence, instruction execution and bus cycle activity will continue at address
FFFFFFFOh even if the INIT pin is not deasserted.

At the conclusion of RESET (with or without self test) or INIT, the DX register will contain
a component identifier. The upper byte will contain 05h and the lower byte will contain a
stepping identifier.

Table 4-2 defines the processor state after RESET, INIT and RESET with BIST (built in self
test).
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Table 4-2. Register State after RESET, INIT and BIST

(Register States are Given in Hexadecimal Format)

Storage Element RESET (No BIST) RESET (BIST) INIT
EAX 0 0 if pass 0
EDX 0500+stepping 0500+stepping 0500+stepping
ECX, EBX, ESP, EBP, ESI, EDI 0 0 0
EFLAGS 2 2 2
EIP OFFFO OFFFO OFFFO
Ccs selector = FOO0 selector = FO00 selector = FO00
AR=P,RW, A AR =P, RW, A AR=P,RW, A
base = FFFF0000 base = FFFF0000 base = FFFFO000
limit = FFFF limit = FFFF limit = FFFF
DS,ES,FE,GS,SS selector=0 selector =0 selector =0
AR =P, RW, A AR=P,RW, A AR =P, RW, A
base =0 base =0 base =0
limit = FFFF limit = FFFF limit = FFFF
(/G/L)DTR, TSS selector=0 selector =0 selector =0
base =0 base =0 base =0
AR =P, RW AR =P, RW AR=P, RW
limit = FFFF limit = FFFF limit = FFFF
CRO 60000010 60000010 Note 1
CR2,3,4 0 0 0
DR3-0 0 0 0
DR6 FFFFOFFO FFFFOFFO FFFFOFFO
DR7 00000400 00000400 00000400
Time Stamp Counter 0 0 Unchanged
Control and Event Select 0 0 Unchanged
TR12 0 0 Unchanged
All other MSR's Undefined Undefined Unchanged
CW 0040 0040 Unchanged
Sw 0 0 Unchanged
T™W 5555 5555 Unchanged
FIP,FEA,FCS,FDS,FOP 0 0 Unchanged
FSTACK 0 0 Unchanged
Data and Code Cache Invalid Invalid Unchanged
Code Cache TLB, Data Cache Invalid Invalid Invalid
TLB, BTB, SDC

NOTE: CD and NW are unchanged, bit 4 is set to 1, all other bits are cleared.
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4.3.1. Recognition of Interrupts after RESET

In order to guarantee recognition of the edge sensitive interrupts (FLUSH#, NMI, R/S#,
SMI#) after RESET or after RESET with BIST, the interrupt input must not be asserted until
four clocks after RESET is deasserted, regardless of whether BIST is run or not.

4.3.2. Pin State during/after RESET

The Pentium processor recognizes and will respond to HOLD, AHOLD and BOFF# during
RESET. Figure 4-1 shows the processor state during and after a power on RESET if HOLD,
AHOLD, and BOFF# are inactive. Note that the address bus (A31-A3, BE7#-BEO#) and
cycle definition pins (M/IO#, D/C#, W/R#, CACHE#, SCYC, PM(0/BP0O, PM1/BP1 and
LOCK#) are undefined from the time RESET is asserted until the start of the first bus cycle.

The following lists the state of the output pins after RESET assuming HOLD, AHOLD and
BOFF# are inactive, boundary scan is not invoked, and no internal parity error is detected.

High: LOCK#, ADS#, APCHK#, PCHK#, IERR#, HIT#, HITM#, FERR#,
SMIACT#

Low: HLDA, BREQ, BP3, BP2, PRDY, IBT, IU, IV, BT3-BT0

High Impedance:  D63-D0, DP7-DP0

Undefined: A31-A3, AP, BE7#-BEO#, W/R#, M/IO#, D/C#, PCD, PWT, CACHE#,
TDO, SCYC
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1 RESET must meet setup and hold times to guarantee recognition on a specific clock edge.
If RESET does not need to be recognized on a specific clock edge it may be asserted asynchronously.

2 At power up, RESET needs to be asserted for 1 ms after Vcc and CLK have reached
their AC/DC specifications. For warm reset, RESET needs to be asserted for at least 15 clocks
while Vec and CLK remain within specified operating limits.

3 If RESET is driven synchronously, FLUSH#, FRCMC#, and INIT must be at their valid level
and meet setup and hold times the clock before the falling edge of RESET.

4  If RESET is driven asynchronously, FLUSH#, FRCMC#, and INIT must be at their valid level
2 clocks before and after the falling edge of RESET.

5  An assertion of RESET takes at least 2 clocks to affect the pins.

PDB26

Figure 4-1. Pin States during RESET
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CHAPTER 5
HARDWARE INTERFACE

The Pentium processor bus is similar to the Intel486 microprocessor bus, but it has distinct
differences and improvements. Several new features have been added to increase
performance, to support writeback cacheing, and add functionality.

The data bus on the Pentium processor has been increased to 64 bits, allowing the larger
cache line to be filled with the standard four data transfers. Burst read cycles were carried
forward from the Intel486 microprocessor and writeback cycles are bursted on the Pentium
processor. The Pentium processor implements bus cycle pipe-lining which allows two bus
cycles to be outstanding on the bus simultaneously.

An initialization pin, INIT was added (in addition to the RESET pin) to provide a method to
switch from protected to real mode while maintaining the contents of the caches and floating-
point state.

The data parity feature implemented by the Intel486 microprocessor has been extended to
support the entire 64-bit data bus, and address parity and internal parity features have been
added to the Pentium processor. In addition, support for functional redundancy checking and
the machine check exception were also added to the Pentium processor.

The test access port (TAP) for IEEE Standard 1149.1 Boundary Scan is implemented on the
Pentium processor, along with a new mode that also uses the TAP, probe mode.

System management mode, similar to that on the Intel386 SL microprocessor, is im-
plemented on the Pentium processor. A method to track instruction execution through each of
the pipe-lines has also been implemented.

This chapter describes the pins that interface to the system that allow these features to be
implemented at the system level. The pin descriptions are arranged alphabetically for ease of
reference. The pins are grouped functionally as defined in Table 1-6.
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5.1. DETAILED PIN DESCRIPTIONS

Each pin name has a brief descriptive heading organized as follows:

Pin Symbol Pin Name

Function

Input/Output

Each heading is followed by three sections that describe the signal function, when the signal
is driven or sampled, and the relation that signal has to other signals.

The # symbol at the end of a signal name indicates that the active, or asserted state occurs
when the signal is at a low voltage. When a # symbol is not present after the signal name, the
signal is active, or asserted at the high voltage level.
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5.1.1. A20M#

A20M# Address 20 Mask

Used to emulate the 1 Mbyte address wraparound on the 8086.

Asynchronous Input

Signal Description

When the address 20 mask input is asserted, the Pentium processor masks physical address
bit 20 (A20) before performing a lookup to the internal caches or driving a memory cycle on
the bus. A20M# is provided to emulate the address wraparound at one Mbyte which occurs
on the 8086.

A20M# must only be asserted when the processor is in real mode. The effect of asserting
A20M# in protected mode is undefined and may be implemented differently in future
processors.

Inquire cycles and writebacks caused by inquire cycles are not affected by this input. Address
bit A20 is not masked when an external address is driven into the Pentium processor for an
inquire cycle. Note that if an OUT instruction is used to modify A20M# this will not affect
previously prefetched instructions. A serializing instruction must be executed to guarantee
recognition of A20M# before a specific instruction.

When Sampled

A20M# is sampled on every rising clock edge. A20M# is level sensitive and active low. This
pin is asynchronous, but must meet setup and hold times for recognition in any specific
clock. To guarantee that A20M# will be recognized before the first ADS# after RESET,
A20M# must be asserted within two clocks after the falling edge of RESET.

Relation to Other Signals

Pin Symbol Relation to Other Signals

A20 When asserted, A20M# will mask the value of address pin A20.

I 5-3
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5.1.2. A31-A3

A31-A3 Address Lines

Defines the physical area of memory or I/O accessed.

Input/Output

Signal Description

As outputs, the address lines (A31-A3) along with the byte enable signals (BE7#-BEO#) form
the address bus and define the physical area of memory or I/O accessed.

The Pentium processor is capable of addressing 4-gigabytes of physical memory space and
64K bytes of I/O address space.

As inputs, the address bus lines A31-AS5 are used to drive addresses back into the processor to
perform inquire cycles. Since inquire cycles affect an entire 32-byte line, the logic values of
A4 and A3 are not used for the hit/miss decision, however A4 and A3 must be at valid logic
level and meet setup and hold times during inquire cycles.

When Sampled/Driven

When an output, the address is driven in the same clock as ADS#. The address remains valid
from the clock in which ADS# is asserted until AHOLD is asserted or the clock after the
earlier of NA# or the last BRDY#.

When an input, the address must be returned to the processor to meet setup and hold times in
the clock EADS# is sampled asserted.

54 I
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Relation to Other Signals
Pin Symbol Relation to Other Signals

A20M## Causes address pin A20 to be masked.

ADS# A31-A3 are driven with ADS# (except when a external inquire cycle causes a
writeback before AHOLD is deasserted, see the Bus Functional Description
chapter).

AHOLD A31-A3 are floated one clock after AHOLD is asserted.

AP Even address parity is driven/sampled with the address bus on AP.

APCHK# The status of the address parity check is driven on the APCHK# pin.

BE7#-BEO# Completes the definition of the physical area of memory or I/O accessed.

BOFFi# A31-A3 are floated one clock after BOFF# is asserted.

EADS# A31-A5 are sampled with EADS# during inquire cycles.

HIT# HIT# is driven to indicate whether the inquire address driven on A31-A5 is valid in
an internal cache.

HITM# HITM# is driven to indicate whether the inquire address driven on A31-A5 is in the
modified state in the data cache.

HLDA A31-A3 are floated when HLDA is asserted.

INV INV determines if the inquire address driven to the processor on A31-A5 should

be invalidated or marked as shared if it is valid in an internal cache.

5-5
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5.1.3. ADS#

ADS# Address Strobe

Indicates that a new valid bus cycle is currently being driven by the Pentium®
processor.

Output

Signal Description

The address status output indicates that a new valid bus cycle is currently being driven by the
Pentium processor. The following pins are driven to their valid level in the clock ADS# is
asserted: A31-A3, AP, BE7#-0#, CACHE#, LOCK#, M/IO#, W/R#, D/C#, SCYC, PWT,
PCD.

ADS# is used by external bus circuitry as the indication that the processor has started a bus
cycle. The external system may sample the bus cycle definition pins on the next rising edge
of the clock after ADS# is driven active.

ADS# floats during bus HOLD and BOFF#. ADS# is not driven low to begin a bus cycle
while AHOLD is asserted unless the cycle is a writeback due to an external invalidation. An
active (floating low) ADS# in the clock after BOFF# is asserted should be ignored by the
system.

When Driven

ADS# is driven active in the first clock of a bus cycle and is driven inactive in the second
and subsequent clocks of the cycle. ADS# is driven inactive when the bus is idle.

56 I
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Relation to Other Signals
Pin Symbol Relation to Other Symbols
A31-A3 These signals are driven valid in the clock in which ADS# is asserted.
AP
BE7#-BE3#
CACHE#
D/C#
LOCK#
MNO#
PCD
PWT
SCYC
W/R#
AHOLD ADS# will not be driven if AHOLD is asserted (except when a extemal inquire
cycle causes a writeback before AHOLD is deasserted, see the Bus Functional
Description chapter).
BOFFi# ADSH# is floated one clock after BOFF# is asserted.
BREQ BREQ is always asserted in the clock that ADS# is driven.
BT3-BTO BT3-BTO are driven to their valid level with the ADS# of a branch trace message
special cycle.
FLUSH# The flush special cycle is driven as a result of the assertion of FLUSH#.
HLDA ADSH# is floated when HLDA is asserted.
IBT The branch trace message special cycle is driven after an assertion of IBT if
TR12.TRis setto 1.
INTR The interrupt acknowledge cycle is driven as a result of the assertion of INTR.
NA# If NA# is sampled asserted and an internal bus request is pending, the Pentium®
processor drives out the next bus cycle and asserts ADS#.

5-7
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5.1.4. AHOLD

AHOLD Address Hold

Floats the address bus so an inquire cycle can be driven to the Pentium®
processor.

Synchronous Input

Signal Description

In response to the address hold request input the Pentium processor will stop driving A31-A3,
BT3-BTO, and AP in the next clock. This pin is intended to be used for running inquire
cycles to the Pentium processor. AHOLD allows another bus master to drive the Pentium
processor address bus with the address for an inquire cycle. Since inquire cycles affect the
entire cache line, although A31-A3 are floated during AHOLD, only A31-AS are used by the
Pentium processor for inquire cycles (and parity checking). Address pins 3 and 4 are
logically ignored during inquire cycles but must be at a valid logic level when sampled.

While AHOLD is active, the address bus will be floated, but the remainder of the bus can
remain active. For example, data can be returned for a previously driven bus cycle when
AHOLD is active. In general, the Pentium processor will not issue a bus cycle (ADS#) while
AHOLD is active, the only exception to this is writeback cycles due to an external snoop will
be driven while AHOLD is asserted.

Since the Pentium processor floats its bus immediately (in the next clock) in response to
AHOLD, an address hold acknowledge is not required.

When AHOLD is deasserted, the Pentium processor will drive the address bus in the next
clock. It is the responsibility of the system designer to prevent address bus contention. This
can be accomplished by ensuring that other bus masters have stopped driving the address bus
before AHOLD is deasserted. Note the restrictions to the deassertion of AHOLD discussed in
the inquire cycle section of the Bus Functional Description chapter.

AHOLD is recognized during RESET and INIT. Note that the internal caches are flushed as a
result of RESET, so invalidation cycles run during RESET are unnecessary.

When Sampled
AHOLD is sampled on every rising clock edge, including during RESET and INIT.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

A31-A3 A31-A3 are floated as a result of the assertion of AHOLD.

ADS# ADS# will not be driven if AHOLD is asserted (except when a external inquire
cycle causes a writeback before AHOLD is deasserted, see the Bus Functional
Description chapter).

AP AP is floated as a result of the assertion of AHOLD.

BT3-BTO The branch trace outputs are floated as a result of the assertion of AHOLD.

EADS# EADSH# is recognized while AHOLD is asserted.
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5.1.5. AP

AP Address Parity
Bi-directional address parity pin for the address lines of processor.
Input/Output

Signal Description

This is the bi-directional address parity pin for the address lines of processor. There is one
address parity pin for the address lines A31-AS. Note A4 and A3 are not included in the
parity determination.

When an output, AP is driven by the Pentium processor with even parity information on all
Pentium processor generated cycles in the same clock as the address driven. (Even address
parity means that there are an even number of HIGH outputs on A31-AS5 and the AP pins.)

When an input, even parity information must be returned to the Pentium processor on this pin
during inquire cycles in the same clock that EADS# is sampled asserted to insure that the
correct parity check status is driven on the APCHK# output.

The value read on the AP pin does not affect program execution. The value returned on the
AP pin is used only to determine even parity and drive the APCHK# output with the proper
value. It is the responsibility of the system to take appropriate actions if a parity error occurs.
If parity checks are not implemented in the system, AP may be connected to V¢ through a
pullup resistor and the APCHK# pin may be ignored.

When Sampled/Driven

When an output, AP is driven by the Pentium processor with even parity information on all
Pentium processor generated cycles in the same clock as the address driven. The AP output
remains valid from the clock in which ADS# is asserted until AHOLD is asserted or the clock
after the earlier of NA# or the last BRDY#.

When an input, even parity information must be returned to the Pentium processor on this pin
during inquire cycles in the same clock that EADS# is sampled asserted to guarantee that the
proper value is driven on APCHK#. The AP input must be at a valid level and meet setup and
hold times when sampled. :

5-10 l
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Relation to Other Signals

Pin Symbol Relation to Other Signals
A31-A5 The AP pin is used to create even parity with the A31-A5 pins.
ADS# AP is driven with ADS# (except when a extemal inquire cycle causes a writeback
before AHOLD is deasserted, see the Bus Functional Description chapter).
AHOLD AP is floated one clock after AHOLD is asserted.
APCHK# The status of the address parity check is driven on the APCHK# output.
BOFF# AP is floated one clock after BOFF# is asserted.
EADS# AP is sampled with EADS# during inquire cycles.
HLDA AP is floated when HLDA is asserted.

5-11




L
HARDWARE INTERFACE I ntd ®

5.1.6. APCHK#

APCHK# Address Parity Check

The status of the address parity check is driven on the APCHK# output.

Output

Signal Description

APCHKH# is asserted two clocks after EADS# is sampled active if the Pentium processor has
detected a parity error on the A31-AS5 during inquire cycles.

Driving APCHK# is the only effect that bad address parity has on the Pentium processor. It is
the responsibility of the system to take appropriate action if a parity error occurs. If parity
checks are not implemented in the system, the APCHK# pin may be ignored.

When Driven

APCHK# is valid for one clock two clocks after EADS# is sampled asserted. APCHK# will
remain active for one clock each time a parity error is detected. At all other times it is
inactive (HIGH). APCHK# is not floated with AHOLD, HOLD, or BOFF#. The APCHK#
signal is glitch free.

Relation to Other Signals

Pin Symbol Relation to Other Signals

AP Even address parity with the A31-A5 should be retumed to the Pentium®
processor on the AP pin. If even parity is not driven, the APCHK# pin is asserted.

A31-A5 The AP pin is used to create even parity with A31-AS5. If even parity is not driven
to the Pentium processor, the APCHKG# pin is asserted.

EADS# APCHK# is driven to its valid level two clocks after EADS# is sampled asserted.
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5.1.7. BE7#-BEO#

BE7#-BEO# Byte Enables

Helps define the physical area of memory or I/O accessed.

Output

Signal Description

The byte enable outputs are used in conjunction with the address lines to provide physical
memory and I/O port addresses. The byte enables are used to determine which bytes of data
must be written to external memory, or which bytes were requested by the CPU for the
current cycle.

BE7# applies to D63-D56

BE6# applies to D55-D48

BES5# applies to D47-D40

BE4# applies to D39-D32

BE3# applies to D31-D24

BE2# applies to D23-D16

BE14# applies to D15-D8

® BEO# applies to D7-D0

In the case of cacheable reads (line fill cycles), all 8 bytes of data must be driven to the
Pentium processor regardless of the state of the byte enables. If the requested read cycle is a
single transfer cycle, valid data must be returned on the data lines corresponding to the active
byte enables. Data lines corresponding to inactive byte enables need not be driven with valid
logic levels. Even data parity is checked and driven only on the data bytes that are enabled
by the byte enables.

When Driven

The byte enables are driven in the same clock as ADS#. The byte enables are driven with the
same timing as the address (A31-3). The byte enables remain valid from the clock in which
ADS# is asserted until the clock after the earlier of NA# or the last BRDY#. The byte enables
do not float with AHOLD.

I 5-13
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Relation to Other Signals

Pin Symbol Relation to Other Signals

A31-A3 A31-3 and BE7#-BEO# together define the physical area of memory or I/O
accessed.

ADS# BE7#-BEO# are driven with ADS#.

BOFF# BE7#-BEO# are floated one clock after BOFF# is asserted.

D63-DO0 BE7#-BEO# indicate which data bytes are being requested or driven by the
Pentium® processor.

DP7-DPO Even data parity is checked/driven only on the data bytes enabled by BE7#-BEO#.

HLDA BE7#-BEO# are floated when HLDA is asserted.

5-14
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5.1.8. BOFF#

BOFF# Backoff

The back off input is used to force the Pentium® processor off the bus in the next
clock.

Synchronous Input

Signal Description

In response to BOFF#, the Pentium processor will abort all outstanding bus cycles that have
not yet completed and float the Pentium processor bus in the next clock. The processor floats
all pins normally floated during bus hold. Note that since the bus is floated in the clock after
BOFF# is asserted, an acknowledge is not necessary (HLDA is not asserted in response to
BOFF#).

The processor remains in bus hold until BOFF# is negated, at which time the Pentium
processor restarts any aborted bus cycle(s) in their entirety by driving out the address and
status and asserting ADS#.

This pin can be used to resolve a deadlock situation between two bus masters.
Any data with BRDY# returned to the processor while BOFF# is asserted is ignored.

BOFF# has higher priority than BRDY#. If both BOFF# and BRDY# occur in the same
clock, BOFF# takes effect. :

BOFF# also has precedence over BUSCHK#. If BOFF# and BUSCHK# are both asserted
during a bus cycle, BOFF# causes the BUSCHK# to be forgotten.

When Sampled
BOFF# is sampled on every rising clock edge, including when RESET and INIT are asserted.

NOTE

If a read cycle is running on the bus, and an internal snoop of that read
cycle hits a modified line in the data cache, and the system asserts BOFF#,
then the sequence of bus cycles is as follows. Upon negation of BOFF#, the
Pentium processor will drive out a writeback resutling from the internal
snoop hit. After completion of the writeback, the processor will then restart
the original read cycle. Thus, like external snoop writebacks, internal snoop
writebacks may also be reordered in front of cycles that encounter a
BOFF#. Also note that, although the original read encountered both an
external BOFF# and an internal snoop hit to an M-state line, it is restarted
only once.

This circumstance can occur during accesses to the page tables/directories
and during prefetch cycles (these accesses cause a bus cycle to be generated
before the internal snoop to the data cache is performed).

I 5-15
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Relation to Other Signals

Pin Symbol Relation to Other Signals

A3-A31 These signals float in response to BOFF#.

ADS#

AP

BE7#-BE3#

CACHE#

D/C#

D63-DO

DP7-DPO

LOCK#

M/IO#

PCD

PWT

SCYC

W/R#

BRDYi# If BRDY# and BOFF# are asserted simultaneously, BOFF# takes priority and
BRDY# is ignored.

EADS# EADSH# is recognized when BOFF# is asserted.

HLDA The same pins are floated when HLDA or BOFF# is asserted.

BUSCHKi# If BUSCHK# and BOFF# are both asserted during a bus cycle, BOFF# takes
priority and BUSCHK# is forgotten.

NA# If NA# and BOFF# are asserted simultaneously, BOFF# takes priority and NA# is
ignored.
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5.1.9. BP[3:2], PM/BP[1:0]

BP3-0 Breakpoint and Performance Monitoring
PM1-0 BP3-BPO externally indicate a breakpoint match.
Output

Signal Description

The breakpoint pins (BP3-BP0) correspond to the debug registers DR3-DRO. These pins
externally indicate a breakpoint match of the corresponding debug register when the debug
registers are programmed to test for breakpoint matches.

BP1 and BPO are multiplexed with the Performance Monitoring pins (PM1 and PMO). The
PB1 and PBO bits in the Debug Mode Control Register determine if the pins are configured
as breakpoint or performance monitoring pins. The pins come out of reset configured for
performance monitoring (for more information see Appendix A).

Because of the fractional-speed bus implemented in the Future Pentium OverDrive processor,
the breakpoint pins, BP3-0, may indicate that one or more BP matches occurred.

When Driven

The BP[3:2], PM/BP[1:0] pins are driven in every clock and are not floated during bus
HOLD, or BOFFi.

Relation to Other Signals

Pin Symbol Relation to Other Signals

PM1-PMO BP1 and BPO share pins with PM1 and PMO.
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5.1.10. BRDY#

BRDY# Burst Ready

Transfer complete indication.

Synchronous Input

Signal Description

The burst ready input indicates that the external system has presented valid data on the data
pins in response to a read, or that the external system has accepted the Pentium processor
data in response to a write request.

Each cycle generated by the Pentium processor will either be a single transfer read or write,
or a burst cache line fill or writeback. For single data transfer cycles, one BRDY# is expected
to be returned to the Pentium processor. Once this BRDY# is returned, the cycle is complete.
For burst transfers, four data transfers are expected by the Pentium processor. The cycle is
ended when the fourth BRDY# is returned.

When Sampled
This signal is sampled in the T2, T12 and T2P bus states.
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Relation to Other Signals

Pin Symbol Relation to Other Signals

BOFF# If BOFF# and BRDY# are asserted simultaneously, BOFF# takes priority and
BRDY# is ignored.

BUSCHK# BUSCHK# is sampled with BRDY#.

CACHE# In conjunction with the KEN# input, CACHE# determines whether the bus cycle
will consist of 1 or 4 transfers.

D63-D0 During reads, the D63-DO0 pins are sampled by the Pentium® processor with
BRDY#.

During writes, BRDY# indicates that the system has accepted D63-DO.

DP7-0 During reads, the DP7-0 pins are sampled by the Pentium processor with BRDY#.
During writes, BRDY# indicates that the system has accepted DP7-0.

EWBE# EWBEH# is sampled with each BRDY# of a write cycle.

KEN# KEN# is sampled & latched by the Pentium processor with the earlier of the first
BRDY # or NA#. Also, in conjunction with the CACHE# input, KEN# determines
whether the bus cycle will consist of 1 or 4 transfers (assertions of BRDY#).

LOCK# LOCK# is deasserted after the last BRDY# of the locked sequence.

PCHK# PCHK# indicates the results of the parity check two clocks after BRDY# is
returned for reads.

PEN# PEN# is sampled with BRDY# for read cycles.

WB/WT# WB/WT# is sampled & latched by the Pentium processor with the earlier of the

first BRDY# or NA#.
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5.1.11. BREQ

BREQ Bus Request

Indicates externally when a bus cycle is pending internally.

Output

Signal Description

The Pentium processor asserts the BREQ output whenever a bus cycle is pending internally.
BREQ is always asserted in the first clock of a bus cycle with ADS#. Furthermore, if the
Pentium processor is not currently driving the bus (due to AHOLD, HOLD, or BOFF#),
BREQ is asserted in the same clock that ADS# would have been asserted if the Pentium
processor were driving the bus. After the first clock of the bus cycle, BREQ may change
state. Every assertion of BREQ is not guaranteed to have a corresponding assertion of ADS#.

External logic can use the BREQ signal to arbitrate between multiple processors. This signal
is always driven regardless of the state of AHOLD, HOLD or BOFF#.

When Driven

BREQ is always driven by the Pentium processor, and is not floated during bus HOLD or
BOFF#.

Relation to Other Signals

Pin Symbol Relation to Other Signals

ADS# BREQ is always asserted in the clock that ADS# is asserted.
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5.1.12. BT3-BTO

BT3-BTO Branch Trace

Provide bits 0-2 of the branch target linear address and the default operand size
during a Branch Trace Message Special Cycle.

Output

Signal Description

The Branch Trace pins provide bits 2-0 of the branch target linear address and the default
operand size during a Branch Trace Message Special Cycle.
BTO: Address bit A0 of the branch target linear address
BT1: Address bit A1 of the branch target linear address
BT2: Address bit A2 of the branch target linear address
BT3: Driven high if the default operand size of the current instruction is 32-bits
Driven low if the default operand size of the current instruction is 16-bits
The Branch Trace Message Special Cycle is part of the Pentium processor (510\60, 567\66)
execution tracing protocol. If the execution tracing enable bit (bit 1) in TR12 is set to 1, a

branch trace message special cycle will be driven each time IBT is asserted, i.e. whenever a
branch is taken.

These signals are not supported on the Future Pentium OverDrive processor.

When Driven

The BT3-BTO outputs are driven to their valid level with the ADS# of a branch trace
message special cycle. These outputs remain valid until AHOLD is asserted or the clock after
the earlier of NA# or the last BRDY#. At all other times these outputs are undefined.

These outputs are always undefined on the Future Pentium OverDrive processor.

Relation to Other Signals

Pin Symbol Relation to Other Signals
ADS# BT3-BTO are driven to their valid level with the ADS# of a branch trace message
special cycle.
AHOLD BT3-BTO are floated one clock after AHOLD is asserted.
IBT If TR12.TRis set to 1, BT3-BTO are driven along with the branch trace message
special cycle for each assertion of IBT.
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5.1.13. BUSCHK#

BUSCHK# Bus Check

Allows the system to signal an unsuccessful completion of a bus cycle.

Synchronous Input

Internal Pullup Resistor

Signal Description

The bus check input pin allows the system to signal an unsuccessful completion of a bus
cycle. If this pin is sampled active, the Pentium processor will latch the address and control
signals of the failing cycle in the machine check registers. If in addition, the MCE bit in CR4
is set, the Pentium processor will vector to the machine check exception upon completion of
the current instruction.

If BUSCHK# is asserted in the middle of a cycle, the system must return all expected
BRDY#s to the Pentium processor. BUSCHK# is remembered by the processor if asserted
during a bus cycle. The processor decides after the last BRDY# whether to take the machine
check exception or not.

BOFF# has precedence over BUSCHK#. If BOFF# and BUSCHK# are both asserted during a
bus cycle, the BOFF# causes the BUSCHK# to be forgotten.

When Sampled
BUSCHK# is sampled when BRDY# is returned to the Pentium processor.

NOTE

The Pentium processor can remember only one machine check exception at
a time. This exception is recognized on an instruction boundary. If
BUSCHK# is sampled active while servicing the machine check exception
for a previous BUSCHK#, it will be remembered by the processor until the
original machine check exception is completed. It is then that the processor
will service the machine check exception for the second BUSCHK#. Note
that only one BUSCHK# will be remembered by the processor while the
machine exception for the previous one is being serviced.

When the BUSCHK# is sampled active by the processor, the cycle address
and cycle type information for the failing bus cycle is latched upon
assertion of the last BRDY# of the bus cycle. The information is latched
into the Machine Check Address (MCA) and Machine Check Type (MCT)
registers respectively. However, if the BUSCHK# input is not deasserted
before the first BRDY# of the next bus cycle, and the machine check
exception for the first bus cycle has not occurred, then new information will
be latched into the MCA and MCT registers, over-writing the previous
information at the completion of this new bus cycle. Therefore, in order for
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the MCA and MCT registers to report the correct information for the failing
bus cycle when the machine check exception for this cycle is taken at the
next instruction boundary, the system must deassert the BUSCHK# input
immediately after the completion of the failing bus cycle (i.e., before the
first BRDY# of the next bus cycle is returned).

Relation to Other Signals

Pin Symbol Relation to Other Signals
BOFF# If BOFF# and BUSCHK# are both asserted during a bus cycle, the BOFF# signal
causes the BUSCHKi# to be forgotten.
BRDY# BUSCHK# is sampled with BRDY#.
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5.1.14. CACHE#

CACHE# Cacheability

External indication of internal cacheability.

Output

Signal Description

The cacheability output is a cycle definition pin. For Pentium processor initiated cycles this
pin indicates internal cacheability of the cycle (if a read), and indicates a burst writeback (if a
write). CACHE# is asserted for cycles coming from the cache (writebacks) and for cycles
that will go into the cache if KEN# is asserted (linefills). More specifically, CACHE# is
asserted for cacheable reads, cacheable code fetches, and writebacks. It is driven inactive for
non-cacheable reads, TLB replacements, locked cycles (except writeback cycles from an
external snoop that interrupt a locked read/modify/write sequence), I/O cycles, spec<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>