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USE IN LIFE SUPPORT MUST BE EXPRESSLY AUTHORIZED

SGS-THOMSON’ PRODUCTS ARE NOT AUTHORIZED FOR USE AS CRITICAL COMPONENTS IN LIFE SUPPORT
DEVICES OR SYSTEMS WITHOUT THE EXPRESS WRITTEN APPROVAL OF THE PRESIDENT OF SGS-THOMSON
Microelectronics. As used herein:

1. Life support devices to systems are devices or systems 2. A critical component is any component of a life sup-

which, are intended for surgical implant into the body port device or system whose failure to perform can be
to support or sustain life, and whose failure to perform, reasonably expected to cause the failure of the life sup-
when properly used in accordance with instructions for port device or system, or to affect its safety or effecti-
use provided in the labeling, can be reasonably expec- veness.

ted to result in a significant injury to the user.
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SELECTION GUIDE

Part. Number Description Page

TS68000 16/32-Bit Microprocessor, 16M Bytes, Direct Addressing, 56 13
Powerful Instructions, 14 Addressing Modes

TS68008 8-Bit Version of the TS68000, 1M Bytes Direct Addressing, 89
TS68000 Software Compatible

TS68230 Parallel Interface Timer, up to 24 1/O Lines, 173
24-Bit Programmable Timer

MK68564 Dual Serial Input Output Controller, Asynchronous Symthronous .
byte Oriented, Synchronous Bit Oriented Protocol, 235

up to 1.1M Bits per Second

MK68901 Multi Function Peripheral, 8 I/O Lines, 16 Interrupt Sources, 281
Single Channel USART, Four 8-Bit Timers

TS68HC901 CMOS Version and Fully Compatible with the MK68901 315

28038 FIFO Input Output Interface Unit, 128-Byte RAM Buffer, 363

Data Transactions Managing, 12 Operating Modes

78530 Serial. Communication Controller, 2 Independent Channels, 449
Multiprotocol, up to 1M-Bit per Second

78531 Asynchronous Serial Communication Controller, 543
2 Independent Channels

78536 Counter/Timer and Parallel I/O Unit, Two 8-Bit Ports,
4-Bit Special Purpose Port, 16-Vector Interrupt Controller, 565
Three 16-Bit Timers
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‘_ SGS-THOMSON
VI icroELEcTRONICS TS68000

HMOS 16/32-BIT MICROPROCESSOR

PRELIMINARY INFORMATION

The TS68000 is the first implementation of the
68000 16/32 microprocessor architecture. The
TS68000 has a 16-bit data bus and 24-bit address
bus while the full architecture provides for 32-bit ad-
dress and data buses. It is completely code-compa-
tible with the TS68008 8-bit data bus implementa-
tion of the 68000 and is downward code-compatible
with the TS68020 32-bitimplementation of the archi-
tecture. Any user-mode programs written using the
TS68000 instruction set will run unchanged on the
TS68008 and TS68020. This is possible because
the user programming model is identical for all three
processors and the instruction sets are proper sub-
sets of the complete architecture.

The resources available to the TS68000 user

consist of the following :

= 16 32-bit data and address registers

= 16 megabyte direct addressing range

= 56 powerful instruction types

= Operations on five main data types PIN CONNECTIONS

= Memory mapped I/O

= 14 addressing modes A

= 4 available versions : 8VMHz, 10MHz, 12.5MHz 03]
and 16MHz 02 e

As shown in the user programming model, the oo+ oo fiog
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TS68000

SECTION 1

INTRODUCTION

The TS68000 is the first implementation of the
68000 16/32 microprocessor architecture. The
TS68000 has a 16-bit data bus and 24-bit address
bus while the full architecture provides for 32-bit ad-
dress an data buses. It is completely code-compa-
tible with the TS68008 8-bit data bus implementa-
tion of the 68000 and is downward code-compatible
with the TS68020 32-bitimplementation of the archi-
tecture. Any user-mode programs written using the
TS68000 instruction set will run unchanged on the
TS68008 and TS68020. This is possible because
the user programming model is identical for all four
processors and the instruction sets are proper sub-
sets of the complete architecture.

The resources available to the TS68000 user
consist of the following :

s 17 32-Bit Data and Address Registers

= 16 Megabyte Direct Addressing Range

» 56 Powerful Instruction Types

= Operations on Five Main Data Types

= Memory Mapped I/O

» 14 Addressing Modes

As shown in the user programming model (figure 1-
1), the TS68000 offers 16 32-bit registers and a 32-
bit program counter. The first eight registers (D0-D7)
are used as data registers for byte (8-bit), word (16-
~ bit), and long word (32-bit) operations. The second

Figure 1.1 : User Programming Model.

set of seven registers (A0-A6) and the user stack
pointer (USP) may be used as software stack poin-
ters and base address registers. In addition, the re-
gisters may be used for word and long word opera-
tions. All of the 16 registers may be used as index
registers.

In supervisor mode, the upper byte of the status re-
gister and the supervisor stack pointer (SSP) are al-
so available to the programmer. These registers are
shown in figure 1-2.

The status register (figure 1-3) contains the interrupt
mask (eight levels available) as well as the condi-
tion codes : extend (X), negative (N), zero (Z), over-
flow (V), and carry (C). Additional status bits indicate
that the processor is in a trace (T) mode and in a su-
pervisor (S) or user state.

1.1. DATA TYPES AND ADDRESSING MODES

Five basic data types are supported. These data
types are :

= Bits

» BCD Digits (4 bits)

n Bytes (8 bits)

= Words (16 bits)

= Long Words (32 bits)

In addition, operations on other data types such as
memory addresses, status word data, etc., are pro-
vided in the instruction set.
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TS68000

Figure 1.2 : Supervisor Programming Model

Figure 1.3 : Status Register.

Supplement.
USER BYTE
SYSTEM BYTE CONDITION CODE REGISTER
15 o 13 i 10 } 4 . 0
31 1615 0 SUPERVISOR
L | | o S PomTeR
15 87 ATUS TRACE MODE
V000222 1R A SUPERVISOR
STATE  INTERRUPT
MASK QVERFLOW
V000223 CARRY
Table 1.1 : Addressing Modes. The 14 address modes, shown in table 1.1, include
six basic types :
Addressing Modes Syntax - Registg'pDirect
Register Direct Addressing » Register Indirect
Data Register Direct Dn n Absolute
Address Register Direct An = Program Counter Relative
Absolute Data Addressing ] Immediate
Absolute Short xxx W = Implied
Absolute Long xxx L included in the register indirect addressing modes
Program Counter Relative is the capability to do postincrementing, predecre-
Addressing d1s(PC) menting, offsetting, and indexing. The program
Relative with Offset dg(PC, Xn) counter relative mode can also be modified via in-
Relative with Index Offset dexing and offsetting.
Register Indirect Addressing
Register Indirect (An) 1.2. INSTRUCTION SET OVERVIEW
Postincrement Register Indirect | (An) + The TS68000 instruction set is shown in table 1-2.
Predecrement Register Indirect | — (An) Some additional instructions are variations, or sub-
Register Indirect with Offset d16(An) sets, of these and they appear in table 1-3. Special
Indexed Register Indirect with dg(An, Xn) emphasis has been given to the instruction set’s
Offset support of structured high-level languages to facili-
Immediate Data Addressing tate ease of programming. Each instruction, with
Immediate #HXXX few exceptions, operates on bytes, words, and long
Quick Immediate #1-#8 words and most instructions can use any of the 14
implied Addressing addressing modes. Combining instruction types,
Implied Register SR USP SP PC data types, and addressing modes, over 1000 use-

Notes :
Dn = Data Register
An = Address Register

Xn = Address or Data Register used as Index Register

SR = Status Register

PC = Program Counter

SP = Stack Pointer

USP = User Stack Pointer

() = Effective Address

ds = 8-Bit Offset (displacement)
die = 16-Bit Offset (displacement)
#XXX = Immediate Data

[’-i SGS-THOMSON

ful instructions are provided. These instructions in-
clude signed and unsigned, multiply and divide,
"quick" arithmetic operations, BCD arithmetic, and
expanded operations (through traps).

3/76
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TS68000

Table 1.2 : Instruction Set Summary.

Table 1.3 : Variations of Instruction Types.

Mnemonic Description Instruction Variation Description
ABCD Add Decimal with Extend Type
QBB ﬁdd' | And ADD ADD Add
ogical An ADDA Add Address
ASL Arithmetic Shift Left ADDQ Add Quick
ASR Arithmetic Shift Right ADDI Add Immediate
E%CHG grtagchtCor;diéiﬁna"y ADDX Add with Extend
it Test an ange -
BCLR Bit Test and Clear AND AND Logical And
BRA Branch always ANDI And Immediate
BSET Bit Test and Set ANDI to CCR| And Immediate to
BSR Branch to Subroutine Condition Codes
BTST Bit Test ANDI to SR | And Immediate to
CHK Check Register against Bounds Status Register
CLR Clear Operand CMP CMP Compare
cmP Compare CMPA Compare Address
DBcc Test Condition, Decrement and CMPM Compare Memory
Branch CMPI Compare Immediate
DIVS Signed Divide -
DIVU Unsigned Divide EOR EOR Exclusive Or
EOR Exclusive Or EORI Exclusive Or Immediate
EXG Exchange Registers EORI to CCR E}ngﬂégizr (I:n;;neesdlate
EXT Sign Extend
P ] gr’np EORI to SR | Exclusive Or Immediate
u .
JSR Jump to Subroutine oV MOVE :;’ Status Register
LEA Load Effective Address MOVE MOVEA Move Address
tg\lLK tggciﬁaéﬁiﬂ Left MOVEM Move Multiple Registers
LSR Logical Shift Right Left mgxlél’o move Poefilr(hera' Data
ove Quicl
MOVE Move
MULS Signed Multiply gF?VE from ggg; [rom Status
MULU Unsigned Mulitpl
9 Py MOVE to SR | Move to Status Register
NBCD Negate Decimal with Extend MOVE to Move to Condition
NEG Negate CCR Codes
NOP No Operation Move User Stack
NOT One's Complement MOVE USP | Pointer
OR Logical Or NEG NEG Negate
PEA Push Effective Address NEGX Negate with Extend
RESET Reset External Devices OR OR Logical Or
ROL Rotate Left without Extend ORI Or Immediate
ROR Rotate Right without Extend ORI to CCR | Or Immediate to
ROXL Rotate Left with Extend Condition Codes
ROXR Rotate Right with Extend ;
RTE Return from Exception ORI to SR Or lmmedrate to Status
RTR Return and Restore Register
RTS Return from Subroutine SuB SUB Subtract
SBCD Subtract Decimal with Extend SUBA Subtract Address
Sce Set Conditional SuBI Subtract Immediate
STOP Stop SUBQ Subtract Quick
SUB Subtract SUBX Subtract with Extend
SWAP Swap Data Register Halves
TAS Test and Set Operand
TRAP Trap
TRAPV Trap on Overflow
TST Test
UNLK Unlink
4/76 Ly7 SGS-THOMSON
Y/ icRoELECTRONICS
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TS68000

SECTION 2

DATA ORGANIZATION AND ADDRESSING
CAPABILITIES

This section contains a description of the registers
and the data organization of the TS68000.

2.1. OPERAND SIZE

Operand sizes are defined as follows : a byte equals
8 bits, a word equals 16 bits, and a long word equals
32 bits. The operand size for each instruction is ei-
ther explicitly encoded in the instruction or implicitly
defined by the instruction operation. Implicit instruc-
tions support some subset of all three sizes.

2.2. DATA ORGANIZATION IN REGISTERS

The eight data registers support data operands of
1, 8, 16, or 32 bits. The seven address registers to-
gether with the stack pointers support address ope-
rands of 32 bits.

2.2.1. DATA REGISTERS. Each data register is 32
bits wide. Byte operands occupy the low order 8 bits,
word operands the low order 16 bits, and long word
operands the entire 32 bits. The least significant bit
is addressed as bit zero ; the most significant bit is
addressed as bit 31.

When a data register is used as either a source or
destination operand, only the appropriate low order
portion is changed ; the remaining high order por-
tion is neither used nor changed.

2.2.2. ADDRESS REGISTERS. Each address re-
gister and the stack pointer is 32 bits wide and holds
a full 32-bit address. Address registers do not sup-
port the sized operands. Therefore, when an ad-
dress register is used as a source operand, either
the low order word or the entire long word operand
is used depending upon the operation size. When
an address register is used as the destination ope-
rand, the entire register is affected regardless of the
operation size. If the operation size is word, any

Figure 2.1 : Word Organization in Memory.

other operands are sign extended to 32 bits before
the operation is performed.

2.3. DATA ORGANIZATION IN MEMORY

Bytes are individually addressable with the high or-
der byte having an even address the same as the
word, as shown in figure 2.1. The low order byte has
an odd address that is one count higher than the
word address. Instructions and multibyte data are
accessed only on word (even byte) boundaries. If a
long word datum is located at address n (n even),
then the second word of that datum is located at ad-
dress n + 2.

The data types supported by the TS68000 are : bit
data, integer data of 8, 16, or 32 bits, 32-bit ad-
dresses and binary coded decimal data. Each of
these data types is put in memory, as shown in fi-
gure 2.2. The numbers indicate the order in which
the data would be accessed from the processor.

2.4. ADDRESSING

Instructions for the TS68000 contain two kinds of in-
formation : the type of function to be performed and
the location of the operand(s) on which to perform
that function. The methods used to locate (address)
the operand(s) are explained in the following para-
graphs.

Instructions specify an operand location in one of
three ways :

Register Specification —the number of the regis-
ter is given in the register
field of their instruction.

—use of the different effective
addressing modes.

—the definition of certain

instructions implies the use
of specific registers.

Effective Address

Implicit Reference

15 14 13 12 1" 10 9 8 7 6 5 4 3 2 1 o]

Word 000000

Byte 000000 l Byte 000001
Word 000002

Byte 000002 Byte 000003

: 4
4 :

Word FFFFFE

Byte FFFFFE | Byte FFFFFF

<7}

SGS-THOMSON
MICROELECTRONICS
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TS68000

Figure 2.2 : Memory Data Organization.

Bit Data — 1 Byte =8 Bits
5 4

(TTTTTILT]

Integer Data — 1 Byte=8 Bits

15 14 13 12 " 10 9 8 7 6 5 4 3 2 1 0
MSB Byte 0 LSB Byte 1
Byte 2 Byte 3
1 Word = 16 Bits
15 14 13 12 N 10 9 8 7 6 5 4 3 2 1 0
MsB Word 0 LSB
Word 1
Word 2
1 Long Word = 32 Bits
15 14 13 12 1 10 9 8 7 6 5 4 3 2, 1 0
s8
High Order
— ==LongWord0— — = — — — — — — — — — — — — — — — — =
Low Order LSB
~— —longWord 1— — = — — == — — — — — — — e~ —— — — — —
— —longWord 2— == = — —— — — — — = o — e e e e
Addresses — 1 Address =32 Bits
15 14 13 12 n 10 9 8 7 6 5 4 3 2 1 0
MSB
High Order
— — Address) — — — — — — = — — o= — = — = — - —
Low Order LSB
— — Address 1 — — — —m — — o — — e — — — - _-_— ———
~— — Address2 == —— —— —= = m— e mm e mm s e e e =
MSB = Most Significant Bit LSB = Least Significant Bit
Decimal Data — 2 Binary Coded Decimal Digits = 1 Byte
15 14 13 12 1 10 9 8 7 6 5 4 3 2 1 0
MSD
BCDO BCD 1 LSD! BCD 2 BCD 3
BCD 4 BCD 5 BCD 6 BCD 7

MSD = Most Significant Digit LSD = Least Significant Digit

6/76 ; : ;
Kyy SeS.THOMSON
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TS68000

2.5. INSTRUCTION FORMAT

Instructions are from one to five words in length as
shown in figure 2.3. The length of the instruction and
the operation to be performed is specified by the first
word of the instruction which is called the operation
word. The remaining words further specify the ope-
rands. These words are either immediate operands
or extensions to the effective address mode speci-
fied in the operation word.

2.6. PROGRAM/DATA REFERENCES

The TS68000 separates memory references into
two classes : program references and data refe-
rences. Program references, as the name implies,
are references to that section of memory that
contains the program being executed. Data refe-
rences refer to that section of memory that contains
data. Operands reads are from the data space ex-
cept in the case of the program counter relative ad-
dressing mode. All operand writes are to the data
space.

2.7. REGISTER SPECIFICATION

The register field within an instruction specifies the
register to be used. Other fields within the instruc-
tion specify whether the register selected is an ad-
dress or data register and how the register is to be
used.

2.8. EFFECTIVE ADDRESS

Most instructions specify the location of an operand
by using the effective address field in the operation
word. For example, figure 2.4 shows the general for-
mat of the single-effective-address instruction ope-

ration word. The effective address is composed of
two 3-bit fields : the mode field and the register field.
The value in the mode field selects the different ad-
dress modes. The register field contains the num-
ber of a register.

The effective address field may require additional
information to fully specify the operand. This addi-
tional information, called the effective address ex-
tension, is contained in the following word or words
and is considered part of the instruction, as shown
in figure 2.3. The effective address modes are grou-
ped into three categories : register direct, memory
addressing, and special.

2.8.1. REGISTER DIRECT MODES. These effec-
tive addressing modes specify that the operand is
in one of 16 multifunction registers.

2.8.1.1. Data Register Direct.

The operand is in the data register specified by the
effective address register field.

2.8.1.2. Address Register Direct.

The operand is in the address register specified by
the effective address register field.

2.8.2. MEMORY ADDRESS MODES. These effec-
tive addressing modes specify that the operand is
in memory and provide the specific address of the
operand.

2.8.2.1. Address Register Indirect.
The address of the operand is in the address regis-
ter specified by the register field. The reference is

classified as a data reference with the exception of
the jump and jump-to-subroutine instructions.

Figure 2.3 : Instruction Operation Word General Format.

15 14 13 12 11 10 9

8

7 6 5 4 3 2 1 0

Operation Word
(First Word Specites Operation and Modes)

Immediate Operand
{if Any, One or Two Words)

Source Effective Address Extension
({If Any, One or Two Words)

Desunation Effective Address Extension
(If Any, One or Two Words)

Figure 2.4 : Single—Effective—Address Instruction Operation Word.

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 [¢]
Eftecuve Address
X X X X X X X X X X Mode L Register
LNy SGS-THOMSON e
’l ROELECTRONICS
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TS68000

2.8. EFFECTIVE ADDRESS (continued)

2.8.2.2. Address Register Indirect with Postincre-
ment.

The address of the operand is in the address regis-
ter specified by the register field. After the operand
address is used, it is incremented by one, two, or
four depending upon whether the size of the ope-
rand is byte, word, or long word. If the address re-
gister is the stack pointer and the operand size is
byte, the address is incremented by two rather than
one to keep the stack pointer on a word boundary.
The reference is classified as a data reference.

2.8.2.3. Address Register Indirect with Predecre-
ment.

The address of the operand is in the address regis-
ter specified by the register field. Before the operand
address is used, it is decremented by one, two, or
four depending upon whether the operand size is
byte, word, or long word. If the address register is
the stack pointer and the operand size is byte, the
address is decremented by two rather than one to
keep the stack pointer on a word boundary. The re-
ference is classified as a data reference.

2.8.2.4. Address Register Indirect with Displace-
ment.

This addressing mode requires one word of exten-
sion. The address of the operand is the sum of the
address in the address register and the sign-exten-
ded 16-bit displacement integer in the extension
word. The reference s classified as a data reference
with the exception of the jump and jump-to-subrou-
tine instructions.

2.8.2.5. Address Register Indirect with Index.

This addressing mode requires one word of exten-
sion. The address of the operand is the sum of the
address in the address register, the sign-extended
displacement integer in the low order eight bits of
the extension word, and the contents of the index
register. The reference is classified as a data refe-
rence with the exception of the jump and jump-to-
subroutine instructions.

2.8.3. SPECIAL ADDRESS MODES. The special
address modes use the effective address register
field to specify the special addressing mode instead
of a register number.

2.8.3.1. Absolute Short Address.

This addressing mode requires one word of exten-
sion. The address of the operand is the extension
word. The 16-bit address is sign extended before it
is used. The reference is classified as a data refe-
rence with the exception of the jump and jump-to-
subroutine instructions.

8/76 L3y SGS-THOMSON

2.8.3.2. Absolute Long Address.

This addressing mode requires two words of exten-
sion. The address of the operand is developed by
the concatenation of the extension words. The high
order part of the address is the first extension
word ; the low order part of the address is the se-
cond extension word. The reference is classified as
a data reference with the exception of the jump and
jump-to-subroutine instructions.

2.8.3.3. Program Counter with Displacement.

This addressing mode requires one word of exten-
sion. The address of the operand is the sum of the
address in the program counter and the sign-exten-
ded 16-bit displacement integer in the extension
word. The value in the program counter is the ad-
dress of the extension word. The reference is clas-
sified as a program reference.

2.8.3.4. Program Counter with Index.

This addressing mode requires one word of exten-
sion. The address is the sum of the address in the
program counter, the sign-extended displacement
integer in the lower eight bits of the extension word,
and the contents of the index register. The value in
the program counter is the address of the extension
word. This reference is classified as a program re-
ference.

2.8.3.5. Immediate Data.

This addressing mode requires either one or two
words of extension depending on the size of the
operation.

Byte Operation —operand is low order byte
of extension word
Word Operation —operand is extension word

Long Word Operation —operand is in the two ex-
tension words, high order
16 bits are in the first ex-
tension word, low order
16 bits are in the second
extension word.

2.8.3.6. Implicit Reference.

Some instructions make implicit reference to the
program counter (PC), the system stack pointer
(SP), the supervisor stack pointer (SSP), the user
stack pointer (USP), or the status register (SR). A
selected set of instructions may reference the sta-
tus register by means of the effective address field.
These are :

ANDIto CCR EORIto SR MOVE to CCR
ANDI to SR ORIl to CCR MOVE to SR
MOVE from SR

EORIto CCR ORIto SR

MICROELECTRONICS
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2.9. EFFECTIVE ADDRESS ENCODING SUM-
MARY

Table 2.1 is a summary of the effective addressing
modes discussed in the previous paragraphs.

2.10. SYSTEM STACK

The system stack is used implicitly by many instruc-
tions ; user stacks and queues may be created and
maintained through the addressing modes. Address
register seven (A7) is the system stack pointer (SP).
The system stack pointer is either the supervisor
stack pointer (SSP) or the user stack pointer (USP),
depending on the state of the S bit in the status re-
gister. If the S bit indicates supervisor state, SSP is
the active system stack pointer and the USP cannot
be referenced as an address register. If the S bit in-
dicates user state, the USP is the active system
stack pointer, and the SSP cannot be referenced.
Each system stack fills from high memory to low me-
mory.

Table 2.1 : Effective Address Encoding
Summary.

Addressing Mode Mode Register

Data Register Direct 000 |Register Number

Address Register Direct 001 |Register Number

Address Register Indirect | 010 |Register Number

Address Register Indirect

with Postincrement 011 | Register Number

Address Register Indirect
with Predecrement

Address Register Indirect
with Displacement

100 [Register Number

101 |Register Number

Address Register Indirect 110 |Register Number

with Index
Absolute Short 111 000
Absolute Long 111 001

Program Counter with

Displacement B 010

Program Counter with

index 111 011

Immediate 111 100

L7 S5S:THOMSON 978
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SECTION 3

INSTRUCTION SET SUMMARY

This section contains an overview of the form and
structure of the TS68000 instruction set. The in-
structions form a set of tools that include all the ma-
chine functions to perform the following operations :

Data Movement
Integer Arithmetic
Logical

Shift and Rotate

Bit Manipulation
Binary Coded Decimal
Program Control
System Control

The complete range of instruction capabilities com-
bined with the flexible addressing modes described
previously provide a very flexible base for program
development.

3.1. DATA MOVEMENT OPERATIONS

The basic method of data acquisition (transfer and
storage) is provided by the move (MOVE) instruc-
tion. The move instruction and the effective addres-
sing modes allow both address and data manipula-
tion. Data move instructions allow byte, word, and
long word operands to be transferred from memory
to memory, memory to register, register to memory,
and register to register. Address move instructions
allow word and long word operand transfers and en-
sure that only legal address manipulations are exe-
cuted. In addition to the general move instruction
there are several special data movement instruc-
tions : move multiple registers (MOVEM), move pe-
ripheral data (MOVEP), exchange registers (EXG),
load effective address (LEA), push effective address
(PEA), link stack (LINK), unlink stack (UNLK), and
move quick (MOVEQ). Table 3.1 is a summary of
the data movement operations.

Table 3.1 : Data Movement Operations.

Table 3.1 : (continued)

Instruction Opse';aend Operation
(EA) - Dn
MOVEP 16, 32 Dn =5 (EA)
MOVEQ 8 #xxx — Dn
PEA 32 EA — — (SP)
SWAP 32 Dn[31:16] +> Dn[15:0]
An — Sp
UNLK - (SP) + — An
Notes: s =source = () = indirect with predecrement
d = destination () + = indirect with postdecrement
[ ]= bit number # = immediate data

3.2. INTEGER ARITHMETIC OPERATIONS

The arithmetic operations include the four basic
operations of add (ADD), subtract (SUB), multiply
(MUL), and divide (DIV) as well as arithmetic com-
pare (CMP), clear (CLR), and negate (NEG). The
add and subtract instructions are available for both
address and data operations, with data operations
accepting all operand sizes. Address operations are
limited to legal address size operands (16 or 32 bits).
Data, address, and memory compare operations
are also available. The clear and negate instructions
may be used on all sizes of data operands.

The multiply and divide operations are available for
signed and unsigned operands using word multiply
to produce a long word product, and a long word di-
vidend with word divisor to produce a word quotient
with a word remainder.

Multiprecision and mixed size arithmetic can be ac-
complished using a set of extended instructions.
These instructions are : add extended (ADDX), sub-
tract extended (SUBX), sign extend (EXT), and ne-
gate binary with extend (NEGX).

A test operand (TST) instruction that will set the
condition codes as a result of a compare of the ope-
rand with zero is also available. Test and set (TAS)
is a synchronization instruction useful in multipro-

Operand cessor systems. Table 3.2 is a summary of the inte-
Instruction pselzae Operation ger arithmetic operations.
EXG 32 Rx < Ry
LEA 32 EA « An
An - (SP)
LINK - SP — An
SP + Displacement — SP
MOVE 8, 16, 32 s —>d
(EA) - An, Dn
MOVEM 16, 32 An, Dn — EA
10/76
""' SGS-THOMSON
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Table 3.2 : Integer Arithmetic Operations.

3.3. LOGICAL OPERATIONS
Logical operation instructions AND, OR, EOR, and

Instruction Opseirza:nd Operation NOT are available for all sizes of integer data ope-
rands. A similar set of immediate instructions (AN-
8, 16, 32 Dn + (EA) — Dn DI, ORI, and EORI) provide these logical operations
ADD (S?):#E():x_;“(zg) with all sizes of immediate data. Table 3.3 is a sum-
16, 32 An + (EA) — An mary of the logical operations.
ADDX 8, 26, 32 Dx + Dy + X - Dx Table 3.3 : Logical Operations.
16,32 |- (Ax) + — (Ay)+ X —, (Ax)
CLR | 8,16,32 05 EA Instruction| ORerand Operation
8,16, 32 Dn - (EA) DnA(EA) — Dn
CMP ( /{E)Al - m;‘ B AND | 8, 16,32 (EA)ADN - (EA
16, 32 An — (EA) ( = )A#(’::)_’ (Dn)
nv -
DIVS 32 + 16 Dn + (EA) - Dn OR 8, 16, 32 (EA) v Dn — (EA)
DIVU 32+ 16 Dn + (EA) - Dn (EA) v #xxx — (EA)
EXT 8 — 16 (Dn)s — Dnysg (EA) ® Dy — (EA)
16 - 32 (Dn)16 — Dngz EOR | 816,32 | £h) @ xxx - (EA)
MULS | 16x 16 — dN x (EA) — Dn NOT 8, 16, 32 ~ (EA) > (EA)
32 Notes: ~=invert
MULU | 16x 16 - dN x (EA) - Dn # = immediate data
32 A = logical AND
V = logical OR
NEG 8, 16, 32 0 - (EA) - (EA) ® = logical exclusive OR
NEGX | 816,32 | O-(EA) -X— (EA) 3.4. SHIFT AND ROTATE OPERATIONS
8, 16, 32 Dn + (EA) - Dn Shift operations in both directions are provided by
suB (EA) + Dn — (EA) the arithmetic instructions ASR and ASL and logical
(EA) + #hxx — (EA) shift instructions LSR and LSL. The rotate instruc-
16, 32 An + (EA) - An tions (with and without extend) available are ROXR,
SUBX 8, 16, 32 Dx — Dy — X — Dx ROXL, ROR, and ROL. All shift and rotate opera-
- (Ax) — - (Ay) - X - (Ax) tions can be performed in either registers or memo-
TAS 8 [EA] -0, 1 - EA[7] ry. Register shifts and rotates support all operand
TsT 8 16, 32 (EA) -0 zliz?:rand allow a shift count specified in a data re-
Notes: []= bit number )

— () =indirect with predecrement
() + =indirect with postdecrement
# = immediate data

Table 3.4 : Shift and Rotate Operations.

Memory shifts and rotates are for word operands
only and allow only single-bit shifts or rotates.

Table 3.4 is a summary of the shift and rotate ope-
rations.

Instruction Operand Size Operation
ASL 8 16, 32 [ xC | < o0
ASR 8 16 32 L | xc ]
LSL 8, 16, 32 | X/C ]<__| Pl J,_. 0
LSR 8 16, 32 0 —f = xe ]
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Table 3.4 : Shift and Rotate Operations (continued).

Instruction Operand Size Operation
ROL 8 16, 32 [c |¢J_L < |+J
ROR 8 16 32 L’L JJ_.L T
ROXL 8 16, 32 ¢ ] | [ x
ROXR 8 16, 82 Ll X ] - ]j_,‘ ]

3.5. BIT MANIPULATION OPERATIONS

Bit manipulation operations are accomplished using
the following instructions : bit test (BTST), bit test
and set (BSET), bit test and clear (BCLR), and bit
test and change (BCHG). Table 3-5 is a summary
of the bit manipulation operations (Z is bit 2 of the
status register).

Table 3.5 : Bit Manipulation Operations.

Instruction Opgrand Operation
Size
BTST | 8,32 ~ bit of (EA) — Z
~ bit of (EA) - Z
BSET | 832 1 = bit of EA
~ bit of (EA) - Z
BCLR | 8,32 0 = bit of EA
~bit of (EA) - Z
BCHG | 8,32 | i of (EA) - bit of EA
Note : ~ = Invert

3.6. BINARY CODED DECIMAL OPERATIONS

Multiprecision arithmetic operations on binary co-
ded decimal numbers are accomplished using the
following instructions : add decimal with extend
(ABCD), subtract decimal with extend (SBCD), and
negate decimal with extend (NBCD). Table 3.6 is a
summary of the binary coded decimal operations.

12/76
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Table 3.6 : Binary Coded Decimal Operations.

Instruction Ope.rand Operation
Size
Dxq0 + Dyio + X = Dx
ABCD 8
= (AX)10 + = (Ay)10 + X = (Ax)
Dx10 = Dy10 — X = Dx
SBCD 8
= (AX)10 = = (Ay)10 = X = (Ax)
NBCD 8 0 - (EA)1o — X = (EA)
Note :— () = Indirect with predecrement

3.7. PROGRAM CONTROL OPERATIONS

Program control operations are accomplished using
a series of conditional and unconditional branch in-
structions and return instructions. These instruc-
tions are summarized in table 3.7.

The conditional instructions provide setting and
branching for the following conditions :

CC - Carry Clear LS - Low or Same

CS - Carry Set LT - Less Than
EQ - Equal MI - Minus

F - Never True NE - Not Equal
GE - Greater or Equal - PL - Plus

GT - Greater Than
HI - High
LE - Less or Equal

T - Always True
VC - no Overflow
VS - Overflow

MICROELECTRONICS
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Table 3.7 : Program Control Operations.

Instruction Operation
Conditional
Bce Branch Conditionally (14 conditions)
8- and 16-bit Displacement
DBcc Test Condition, Decrement, and Branch
16-bit Displacement
Sce Set Byte Conditionally (16 condtions)
Unconditional
BRA Branch always
8- and 16-bit Displacement
BSR Branch to Subroutine
8- and 16-bit Displacement
JMP Jump
JSR Jump to Subroutine
Returns
RTR Return and Restore Condition Codes
RTS Return from Subroutine

3.8. SYSTEM CONTROL OPERATIONS

System control operations are accomplished by
using privileged instructions, trap generating in-

Table 3.8 : System Control Operations.

structions, and instructions that use or modify the
status register. These instructions are summarized
in table 3.8.

Instruction Operation

Privileged

ANDI to SR Logical AND to Status Register

EORI to SR Logical EOR to Status Register
MOVE EA to SR Load New Status Register

MOVE USP Move User Stack Pointer

ORIl to SR Logical OR to Status Register
RESET Reset External Devices

RTE Return from Exception

STOP Stop Program Execution
Trap Generating

CHK Chek Data Register against Upper Bounds
TRAP Trap

TRAPV Trap on Overflow
Status Register

ANDI to CCR Logical AND to Condition Codes
EORI to CCR Logical EOR to Condtion Codes

MOVE EA to CCR Load New Condition Codes

MOVE SR to EA Store Status Register

ORI to CCR Logical OR to Condition Codes

El' SGS-THOMSON
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SECTION 4

SIGNAL AND BUS OPERATION
DESCRIPTION

This section contains a brief description of the input
and output signals. A discussion of bus operation
during the various machine cycles and operations
is also given.

The terms assertion and negation will be used ex-
tensively. This is done to avoid confusion when dea-
ling with a mixture of "active-low" and "active-high"
signals. The term assert or assertion is used to in-
dicate that a signal is active or true, independent of
whether that level is represented by a high or low
voltage. The term negate or negation is used to in-
dicate that a signal is inactive or false.

4.1. SIGNAL DESCRIPTION

The input and output signals can be functionally or-
ganized into the groups shown in figure 4-1. The fol-
lowing paragraphs provide a brief description of the
signals and a reference (if applicable) to other pa-
ragraphs that contain more detail about the function
being performed.

4.1.1. ADDRESS BUS (A1 through A23). This 23-
bit, unidirectional, three-state bus is capable of ad-
dressing 8 megawords of data. It provides the ad-

Figure 4.1 : Input and Output Signals.

dress for bus operation during all cycles except in-
terrupt cycles. During interrupt cycles, address lines
A1, A2, and A3 provide information about what le-
vel interrupt is being serviced while address lines A4
through A23 are all set to a logic high.

4.1.2. DATA BUS (DO through D15). This 16-bit, bi-
directional, three-state bus is the general purpose
data path. It can transfer and accept data in either
word or byte length. During an interrupt acknow-
ledge cycle, the external device supplies the vector
number on data lines DO-D7.

4.1.3. ASYNCHRONOUS BUS CONTROL. Asyn-
chronous data transfers are handled using the fol-
lowing control signals : address strobe, read/write,
upper and lower data strobes, and data transfer ac-
knowledge. These signals are explained in the fol-
lowing paragraphs.

4.1.3.1. Address Strobe (AS).

This signal indicates that there is a valid address on
the address bus.

4.1.3.2. Read/Write (R/W).

This signal defines the data bus transfer as a read
or write cycle. The R/W signal also works in conjunc-

tion with the data strobes as explained in the follo-
wing paragraph.

Vee ——> ADD. BUS > A1-A23
GND —————>
ATA -
CLK ————» DATA BUS > DO-D15
————» AS
- RW
FCO < —= | ASYNCHRONOUS
0 > UDS ¢ gus ConTROL
PROCESSOR | ., h—
STATUS j———» LDS
FC2 TS68000 |——» DTACK
gsoo [ B ] «—— BR
PERIPHERAL { VMA €*——«—] == BUS ARBITRATION
CONTROL | oA > B CONTROL
VPA ——— re———— BGACK
BERR ¢———— [PLO
SYSTEM | —ne — INTERRUPT
CONTRoL | RESET ~———> [« PU ]CONTROL
AALT <+——> DE—E:
V000224
14
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4.1.3.3. Upper and Lower Data Strobe (UDS, LDS).

These signals control the flow of data on the data
bus, as shown in table 4-1. When the R/W line is
high, the processor will read from the data bus as
indicated. When the R/W line is low, the processor
will write to the data bus as shown.

4.1.3.4. Data Transfer Acknowledge (DTACK).

This input indicates that the data transfer is comple-
ted. When the processor recognizes DTACK during
a read cycle, data is latched and the bus cycle ter-
minated. When DTACK is recognized during a write
cycle, the bus cycle is terminated. (Refer to 4.4
Asynchronous Versus Synchronous Operation).

4.1.4. BUS ARBITRATION CONTROL. The three
signals, bus request, bus grant, and bus grant ac-
knowledge, form a bus arbitration circuit to deter-
mine which device will be the bus master device.

4.1.4.1. Bus Request (BR).

This input is wire ORed with all other devices that
could be bus masters. This inputindicates to the pro-
cessor that some other device desires to become
the bus master.

4.1.4.2. Bus Grant (BG).

This output indicates to all other potential bus mas-
ter devices that the processor will release bus
control at the end of the current bus cycle.

Table 4.1 : Data Strobe Control of Data Bus.

4.1.4.3. Bus Grant Acknowledge (BGACK).

This input indicates that some other device has be-
come the bus master. This signal should not be as-
serted until the following four conditions are met :
- 1. a bus grant has been received,
- 2. address strobe is inactive which indicates
that the microprocessor is not using the bus,
- 3.datatransfer acknowledge is inactive which
indicates that neither memory nor peripherals
are using the bus, and
- 4. bus grant acknowledge is inactive whichin-
dicates that no other device is still claiming
bus mastership.

4.1.5. INTERRUPT CONTROL (IPLO, IPL1, IPL2).
These input pins indicate the encoded priority level
of the device requesting an interrupt. Level seven is
the highest priority while level zero indicates that no
interrupts are requested. Level seven cannot be
masked. The least significant bitis givenin IPLO and
the most significant bit is contained in IPL2. These
lines must remain stable until the processor signals
interrupt acknowledge (FCO-FC2 are all high) to in-
sure that the interrupt is recognized.

4.1.6. SYSTEM CONTROL. The system control in-
puts are used to either reset or halt the processor
and to indicate to the processor that bus errors have
occurred. The three system control inputs are ex-
plained in the following paragraphs.

uDsS LDS R/W D8-D15 D0-D7
High High - No Valid Data No Valid Data
. Valid Data Bits Valid Data Bits
Low Low High 8-15 0-7
High Low High No Valid Data Valid g’_"‘;a Bits
Low High High Valid 8[_’?‘53 Bits No Valid Data
Valid Data Bits Valid Data Bits
Low Low Low 8-15 0-7
. Valid Data Bits Valid Data Bits
High Low Low 0.7* 0-7
. Valid Data Bits Valid Data Bits
Low High Low 8-15 8-15*
* These conditions are a result of current implementation and may not appear on future devices.
Ly7 SGS-THOMSON 1576
Y/ wicRoEECTRONICS

27



TS68000

4.1.6.1. Bus Error (BERR)

This input informs the processor that there is a pro-

blem with the cycle currently being executed. Pro-

blems may be a result of :

- 1. nonresponding devices,

- 2. interrupt vector number acquisition failure,

- 3.illegal access request as determined by a me-
mory management unit, or

- 4. other application dependent errors.

The bus error signal interacts with the halt signal to
determine if the current bus cycle should be reexe-
cuted or if exception processing should be perfor-
med.

Refer to 4.2.4. Bus Error and Halt Operation for
additional information about the interaction of the
bus error and halt signals.

4.1.6.2. Reset (RESET)

This bidirectional signal line acts to reset (start a sys-
tem initialization sequence) the processor in
response to an external reset signal. An internally
generated reset (result of a RESET instruction)
causes all external devices to be reset and the in-
ternal state of the processor is not affected. A total
system reset (processor and external devices) is the
result of external HALT and RESET signals applied
at the same time. Refer to 4.2.5. Reset Operation
for further information.

4.1.6.3. Halt (HALT)

When this bidirectional line is driven by an external
device, it will cause the processor to stop at the com-
pletion of the current bus cycle. When the proces-
sor has been halted using this input, all control si-
gnals are inactive and all three-state lines are put in
their high-impedance state (refer to table 4.3). Re-
fer to 4.2.4. Bus Error and Halt Operation for ad-
ditional information about the interaction between
the HALT and bus error signals.

When the processor has stopped executing instruc-
tions, such as in a double bus fault condition (refer
t0 4.2.4.4. Double Bus Faults), the HALT line is dri-
ven by the processor to indicate to external devices
that the processor has stopped.

4.1.7. EF6800 PERIPHERAL CONTROL. These
control signals are used to allow the interfacing of
synchronous EF6800 peripheral devices with the

16776 L3y SGS-THOMSON

asynchronous TS68000. These signals are explai-
ned in the following paragraphs.

4.1.7.1. Enable (E)

This signal is the standard enable signal common
to all EF6800 type peripheral devices. The period
for this output is ten TS68000 clock periods (six
clocks low, four clocks high). Enable is generated
by an internal ring counter which may come up in
any state (i.e., at power on, it is impossible to gua-
rantee phase relationship of E to CLK). E is a free-
running clock and runs regardless of the state of the
bus on the MPU.

4.1.7.2. Valid Peripheral Address (VPA)

This input indicates that the device or region addres-
sed is an EF6800 Family device and that data trans-
fer should be synchronized with the enable (E) si-
gnal. This input also indicates that the processor
should use automatic vectoring for an interrupt. Re-
fer to Section 6 Interface With Ef6800 Peripherals.

4.1.7.3. Valid Memory Address (VMA)

This output is used to indicate to EF6800 periphe-
ral devices that there is a valid address on the ad-
dress bus and the processor is synchronized to en-
able. This signal only responds to a valid peripheral
address (VPA) input which indicates that the peri-
pheral is an EF6800 Family device.

4.1.8. PROCESSOR STATUS (FCO, FC1, FC2).
These function code outputs indicate the state (user
or supervisor) and the cycle type currently being
executed, as shown in table 4.2. The information in-
dicated by the function code outputs is valid when-
ever address strobe (AS) is active.

Table 4.2 : Function Code Outputs.

Function Code output
FC2 FC1 FCO
Low Low Low

Cycle Type

(undefined, reserved)
User Data
User Program
(undefined, reserved)
(undefined, reserved)
Supervisor Data
Supervisor Program
Interrupt Acknowledge

Low Low High

Low High Low
Low High High
High Low Low
High Low High
High High Low
High High High

MICROELECTRONICS
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4.1.9. CLOCK (CLK). The clock inputis a TTL-com-
patible signal that is internally buffered for develop-
ment of the internal clocks needed by the proces-
sor. The clock input should not be gated off at any
time and the clock signal must conform to minimum
and maximum pulse width times.

4.1.10. SIGNAL SUMMARY. Table 4.3 is a summa-
ry of all the signals discussed in the previous para-
graphs.

4.2. BUS OPERATION

The following paragraphs explain control signal and
bus operation during data transfers operations, bus
arbitration, bus error and hait conditions, and reset
operation.

4.2.1. DATA TRANSFER OPERATIONS. Transfer
of data between devices involves the following

- 1. address bus A1 through A23,
- 2. data bus DO through D15, and
- 3. control signals.

The address and data buses are separate parallel
buses to transfer data using an asynchronous bus
structure. In all cycles, the bus master assumes re-
sponsibility for deskewing all signals itissues at both
the startand end of a cycle. In addition, the bus mas-
ter is responsible for deskewing the acknowledge
and data signals from the slave device.

The following paragraphs explain the read, write,
and read-modify-write cycles. The indivisible read-
modify-write cycle is the method used by the
TS68000 for interlocked multiprocessor communi-
cations.

leads.

Table 4.3 : Signal Summary.

Signal Name Nmemonic Input/output | Active State Hi-2
On HALT | On BGACK
Address Bus A1-A23 Output High Yes Yes
Data Bus D0-D15 Input Output High Yes Yes
Address Strobe AS Output Low No Yes
Read/write RW Output w:g Tc'fr No Yes
Upper and Lower Data Strobes UDS, LDS Output Low No Yes
Data Transfer Acknowledge DTACK Input Low No No
Bus Request BR Input Low No No
Bus Grant BG Output low No No
Bus Grant Acknowledge BGACK Input Low No No
Interrupt Priority Level IPLO, IPL1, IPL2 Input Low No No
Bus Error BERR Input Low No No
Reset RESET Input Output Low Noj No+
Halt HALT Input Output Low Noj Noj
Enable E Output High No No
Valid Memory Address VMA Output Low No Yes
Valid Peripheral Address VPA Input Low No No
Function Code Output FCO, FC1, FC2 Output High No Yes
Clock CLK Input High No No
Power Input Vee Input - - -
Ground GND Input - - -
Note : 1. Open drain
L5 SEs:momsoN
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4.2.1.1. Read Cycle

During a read cycle, the processor receives data
from the memory or a peripheral device. The pro-
cessor reads bytes of data in all cases. If the instruc-
tion specifies a word (or double word) operation, the
processor reads both upper and lower bytes simul-
taneously by asserting both upper and lower data
strobes. When the instruction specifies byte opera-
tion, the processor uses an internal AO bit to deter-
mine which byte to read and then issues the data

Figure 4.2 : Word Read Cycle Flowchart.

strobe required for that byte. For byte operations,
when the A0 bit equals zero, the upper data strobe
is issued. When the AQ bit equals one, the lower da-
ta strobe is issued. When the data is received, the
processor correctly positions it internally.

A word read cycle flowchart is given in figure 4.2. A
byte read cycle flowchart is given in figure 4.3. Read
cycle timing is given in figure 4.4. Figure 4.5 details
word and byte read cycle operations.

BUS MASTER SLAVE
Adoress the Device

1) Set R/W to Read

2) Place Function Code on FCO-FC2

3) Place Address on A1-AZ3

4) Assert Address Strobe {AS)

5) Assert Upper Data StLoge (UDS) and

Lower Data Strobe (LDS)
Input the Data
1) Decode Address
2) Place Data on DO-D15
3} Assen Uata |ranster Acknowledge
(DTACK)
Acquire the Data

1) Latch Data

2) Negate UDS and LDS

3) Negate AS

Terminate the Cycle
1) Remove Data from DO-D15
2) Negate DTACK
[ Start Next Cycle Jq-———————1
18176 LSy SGS-THOMSON
Y/ HiicRoELECTROMICS
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Figure 4.3 : Byte Read Cycle Flowchart.

BUS MASTER SLAVE
Address the Device

1) Set R/W to Read

2) Place Function Code on FCO-FC2

3) Place Address on A1-A23

4) Assert Address Strobe (AS)

5) Assert Upper Data Strobe (UDS) or
Lower Data Strobe (LDS)

{based on AQ) »- Input the Data

1) Decode Address
2) Place Data on DO-D7 or D8-D15 (based on

UDS or LDS)
3) Assert Data Transfer Acknowledge
(DTACK)
Acquire the Data 03
1) Latch Data_
2) Negate UDS or DS
3) Negate AS
Terminate the Cycle
1) Remove Data from D0-D7 or D8-D15
2) Negate DTACK
[ Start Next Cycle e

Figure 4.4 : Read and Write Cycle Timing Diagram.

SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 w w w w S5 S6 S7

Al A23:>—C )am @ < D g
R Y S 7\ 7~
T\ N\ /\ o
R/W ./

oAk o/ N/ n___/

08-D15 —————( r— r— )

00-D7 = r— > o

Feo-Fc2 —XC X X Dy

‘4———— Read —,lq-—— Write 7!_ Slow Read ————b'

19/76
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Figure 4.5 : Word and Byte Read Cycle Timing Diagram.

SO S1 S2 S3 S4 S5 S6 S7 SO St S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 56 S7

a1-a3 _
»

FCO-FC2 x

*Internal Signal Only

lq——Word Read—b‘<—— Odd Byte Read———b‘c——-—fven Byte Read—-bl

4.2.1.2 Write Cycle

During a write cycle, the processor sends data to ei-
ther the memory or a peripheral device. The proces-
sor writes bytes of data in all cases. If the instruction
specifies a word operation, the processor writes
both bytes. When the instruction specifies a byte
operation, the processor uses an internal AO bit to
determine which byte to write and then issues the

Figure 4.6 : Word Write Cycle Flowchart

data strobe required for that byte. For byte opera-
tions, when the A0 bit equals zero, the upper data
strobe is issued. When the A0 bit equals one, the
lower data strobe is issued. A word write flowchart
is given in figure 4.6. A byte write cycle flowchart is
given in figure 4.7. Write cycle timing is given in fi-
gure 4.4. Figure 4.8 details word and byte write cy-
cle operation.

BUS MASTER
Address the Device

1) Place Function Code on FCO-FC2

2) Place Address on A1-A23

3) Assert Address Strobe (AS)

4) Set R/W to Write

5) Place Data on DO-D15

6) Assert Upper Data Strobe (UD3) and
Lower Data Strobe (LDS)

SLAVE

Terminate Output Transfer

Input the Data

1) Decode Address
2) Store Data on DO-D15
3) Assert Data Transfer Acknowledge (DTACK)

1) Negate UDS and LDS

2) Negate AS

3} Remove Data from DO-D15
4) Set R/W to Read

[ Start Next Cycle

Terminate the Cycle
1) Negate DTACK

20/76
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Figure 4.7 : Byte Write Cycle Flowchart.

BUS MASTER SLAVE
Address the Device

1) Place Function Code on FCO-FC2

2) Place Address on A1-A23

3) Assert Address Strobe (AS)

4) Set R/W to Write

5) Place Data on DO-D7 or D8-D15
(according to AQ)

6) Assert Upper Data Strobe {UDS) or 3 Input the Data
Lower Data Strobe (LDS)
{based on AO) 1) Decode Address

2) Store Data on D0-D7 if [DS is Asserted
Store Data on D8-D15 if UDS is Asserted

3) Assert Data Transfer Acknowledge
(DTACK)

Terminate Output Transfer

1) Negate UDS and LDS

2) Negate AS

3) Remove Data from DO-D7 or D8-D15
4) Set R/W to Read

Terminate the Cycle
1) Negate DTACK

[ Start Next Cycle e

Figure 4.8 : Word and Byte Write Cycle Timing Diagram.
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4.2.1.3. Read-modify-write cycle

The read-modify-write cycle performs a read, modi-
fies the data in the arithmetic-logic unit, and writes
the data back to the same address. In the TS68000,
this cycle is indivisible in that the address strobe is
asserted throughout the entire cycle. The test and
set (TAS) instruction uses this cycle to provide mea-
ningful communication between processors in a

Figure 4.9 : Read—Modify—Write Cycle Flowchart.

multiple processor environment. This instruction is
the only instruction that uses the read-modify-write
cycles and since the test and set instruction only
operates on bytes, all read-modify-write cycles are
byte operations. A read-modify-write flowchart is gi-
ven in figure 4.9 and a timing diagram is given in fi-
gure 4.10.

BUS MASTER
Address the Device

1) Set R/W to Read

2) Place Function Code on FCO-FC2
3) Place Address on A1-A23

4) Assert Address Strobe (AS)

5) Assert Upper Data Strobe (UDS) or

SLAVE

Lower Data Strobe (LDS)

> Input the Data

1) Decode Address
2) Place Data on DO-D7 or D8-D15
3) Assert Data Transfer Acknowledge

Acquire the Data -

1) Latch Data.
2) Negate UDS or LDS
3) Start Data Modification

(DTACK)

Terminate the Cycle

1) Remove Data from DO-D7 or D8-D15
2) Negate DTACK

Start Output Transfer -

1) Set R/W to Wnte

2) Place Data on DO-D7 or D8-D15

3) Assert Upper Data Strobe (UDS) or Lower
Data Strobe (LD3)

Input the Data

1) Store Data on D0-D7 or D8-D15
|2) Assert Data Transter Acknowledge

Terminate Output Transfer -« {DTACK}

1) Negate UDS or LDS

2) Negate AS

3) Remove Data from D0O-D7 or D8-D15

4) Set R/W to Read Terminate the Cycle

1) Negate DTACK
Start Next Cycle <«
2
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Figure 4.10 : Read—Modify—Write Cycle Timing Diagram.

SO S1 52 S3 S4 S5 S6 S7 S8 S9S10S11512513514S515516S517S18519

CLK
ArAz3 T <
AS \ ——

UDS or (DS —-_\_____/ \.——f—

R/W \ /

DTACK \ / ~__/
FCO-FC2 :x

Indivisible Cycle

X

4.2.2. BUS ARBITRATION. Bus arbitration is a te-
chnique used by master-type devices to request, be
granted, and acknowledge bus mastership. In its
simplest form, it consists of the following :
- 1. asserting a bus mastership request,
- 2. receiving a grant that the bus is available
at the end of the current cycle, and
- 3. acknowledging that mastership has been
assumed

Figure 4.11 is a flowchart showing the detail invol-
ved in a request from a single device. Figure 4.12 is
a timing diagram for the same operation. This te-
chnique allows processing of bus requests during
data transfer cycles.

The timing diagram shows that the bus request is
negated at the time that an acknowledge is asser-
ted. This type of operation would be true for a sys-

57 SGS-THOMSON

tem consisting of the processor and one device ca-
pable of bus mastership. In systems having a num-
ber of devices capable of bus mastership, the bus
request line from each device is wire ORed to the
processor. In this system, it is easy to see that there
could be more than one bus request being made.
The timing diagram shows that the bus grant signal
is negated a few clock cycles after the transition of
the acknowledge (BGACK) signal.

However, if the bus requests are still pending, the
processor will assert another bus grant within a few
clock cycles after it was negated. This additional as-
sertion of bus grant allows external arbitration cir-
cuitry to select the next bus master before the cur-
rent bus master has completed its requirements.
The following paragraphs provide additional infor-
mation about the three steps in the arbitration pro-
cess.

23/76
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Figure 4.11 : Bus Arbitration Cycle Flowchart.

PROCESSOR REQUESTING DEVICE
Request the Bus

1) Assert Bus Request (BR)

Grant Bus Arbitration
1) Assert Bus Grant (BG)

External Arbitration Determines Next Bus
Master

Next Bus Master Waits for Current Cycle to
Complete

Next Bus Master Asserts Bus Grant
Acknowledge (BGACK) to Become New

Terminate Arbitration Master
= ———— 4) Bus Master Negates B
1)’ Negate BG land Wait for BGACK to be u e

2

3

Negated)

> Operate as Bus Master

Perform Data Transfers (Read and Write
Cycles) According to the Same Rules the
Processor Uses

Release Bus Mastership

1) Negate BGACK

Re-Arbitrate or Resume
Processor Operation
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Figure 4.12 : Bus Arbitration Cycle Timing Diagram.
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4.2.2.1. Requesting the Bus

External devices capable of becoming bus masters
request the bus by asserting the bus request (BR)
signal. This is a wire-ORed signal (although it need
not be constructed from open-collector devices) that
indicates to the processor that some external device
requires control of the external bus. The processor
is effectively at a lower bus priority level than the ex-
ternal device and will relinquish the bus after it has
completed the last bus cycle it has started.

When no acknowledge is received before the bus
request signal goes inactive, the processor will
continue processing when it detects that the bus re-
quest is inactive. This allows ordinary processing to
continue if the arbitration circuitry responded to
noise inadvertently.

4.2.2.2 Receiving the Bus Grant

The processor asserts bus grant (BG) as soon as
possible. Normally this is immediately after internal
synchronization. The only exception to this occurs
when the processor has made an internal decision
to execute the next bus cycle but has not progres-
sed far enough into the cycle to have asserted the
address strobe (AS) signal. In this case, bus grant
will be delayed until AS is asserted to indicate to ex-
ternal devices that a bus cycle is being executed.

The bus grant signal may be routed through a dai-
sy-chained network or through a specific priority en-
coded network. The processor is not affected by the
external method of arbitration as long as the proto-
col is obeyed.

‘7_’ SGS-THOMSON

4.2.2.3. Acknowledgement of Mastership

Upon receiving a bus grant, the requesting device
waits until address strobe, data transfer acknow-
ledge, and bus grant acknowledge are negated be-
fore issuing its own BGACK. The negation of the ad-
dress strobe indicates that the previous master has
completed its cycle ; the negation of bus grant ac-
knowledge indicates that the previous master has
released the bus. (While address strobe is asserted,
no device is allowed to "break into" a cycle). The ne-
gation of data transfer acknowledge indicates the
previous slave has terminated its connection to the
previous master. Note that in some applications da-
ta transfer acknowledge might not enter into this
function. General purpose devices would then be
connected such that they were only dependent on
address strobe.

When bus grant acknowledge is issued, the device
is a bus master until it negates bus grant acknow-
ledge. Bus grant acknowledge should not be nega-
ted until after the bus cycle(s) is (are) completed.
Bus mastership is terminated at the negation of bus
grant acknowledge.

The bus request from the granted device should be
dropped after bus grant acknowledge is asserted. If
a bus request is still pending, another bus grant will
be asserted within a few clocks of the negation of
the bus grant. Refer to 4.2.3. Bus Arbitration
Control. Note that the processor does not perform
any external bus cycles before it re-asserts bus
grant.
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4.2.3. BUS ARBITRATION CONTROL. The bus ar-
bitration control unit in the TS68000 is implemented
with a finite state machine. A state diagram of this
machine is shown in figure 4.13. All asynchronous
signals to the TS68000 are synchronized before
being used internally. This synchronization is ac-
complished in a maximum of one cycle of the sys-
tem clock, assuming that the asynchronous input
setup time (#47) has been met (see figure 4.14). The
input signal is sampled on the falling edge of the
clock and is valid internally after the next falling
edge.

As shown in figure 4.13, input signals labeled R and
Aare internally synchronized onthe bus requestand
bus grant acknowldege pins respectively. The bus
grant output is labeled G and the internal three-state
control signal T. If T is true, the address, data, and
control buses are placed in a high-impedance state
when AS is negated. All signals are shown in posi-
tive logic (active high) regardless of their true active
voltage level. State changes (valid outputs) occur
on the next rising edge after the internal signal is va-
lid.

Atiming diagram of the bus arbitration sequence du-
ring a processor bus cycle is shown in figure 4.15.
The bus arbitration sequence while the bus is inac-
tive (i.e., executing internal operations such as a
multiply instruction) is show in figure 4.16.

If a bus request is made at a time when the MPU
has already begun a bus cycle but AS has not been
asserted (bus state S0), BG will not be asserted on
the next rising edge. Instead, BG will be delayed un-
tilthe secondrising edge following its internal asser-
tion. This sequence is shown in figure 4.17.

4.2.4. BUS ERROR AND HALT OPERATION. In a
bus architecture that requires a handshake from an
external device, the possibility exists that the hands-
hake might not occur. Since different systems will
require a different maximum response time, a bus
error input is provided. External circuitry must be
used to determine the duration between address
strobe and data transfer acknowledge before is-
suing a bus error signal. When a bus error signal is
received, the processor has two options : initiate a
bus error exception sequence or try running the bus
cycle again.

Figure 4.13 : TS68000 Bus Arbitration Unit State Diagram.

V000225
Bus Request Internal
Bus Grant Acknowledge Internal
Bus Grant
Three State Control to Bus Control Logic?
X = Don’t Care

nmonowon

R
A
G
T

Notes : 1. State machine will not change if the bus is SO or S1. Refer to 4.2.3. Bus Arbitration Control.
2. The address bus will be placed in the high-impedance state if T is asserted and AS is negated.
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Figure 4.14 : Timing Relationship of External Asynchronous Inputs to Internal Signals.
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Figure 4.15 : Bus Arbitration Timing Diagram — Processor Active.
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Figure 4.16 : Bus Arbitration Timing Diagram — Bus Inactive.

Bus Released from Three State and Processor Starts Next Bus Cycle.
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Figure 4.17 : Bus Arbitration Timing Diagram — Special Case.

Bus Three Stated
BG Asserted
§_ﬁ Valid Internal

Bus Released from Three State and

Processor Starts Next Bus Cycle
BGACK Negated Internal
BGACK Sampled

BGACK Nega(euﬁ—l

CLK
SO S2 S4 S6 SO S2 S4 S6 SO
R \__ e
&\ /
BGACK \ /

FCO-FC2 X — ( X___
RIW_/ ™\ /S

oTACK __/ \__/ N/

D0-D15 )y -

—_—

) W
4——— Processor -——*——-—— Alternate Bus Master ———*— Processor ———p

28/76

‘ﬂ SGS-THOMSON

MICROELECTRONICS
40



TS68000

4.2.4.1. Bus Error Operation

When the bus error signal is asserted, the current
bus cycle is terminated. If BERR is asserted before
the falling edge of S2, AS will be negated in S7 in
either a read or write cycle. As long as BERR re-
mains asserted, the data and address buses will be
in the high-impedance state. When BERR is nega-
ted, the processor will begin stacking for exception
processing. Figure 4.18 is a timing diagram for the
exception sequence. The sequence is composed of
the following elements :
- 1. stacking the program counter and status regis-
ter,
- 2. stacking the error information,
- 3. reading the bus error vector table entry, and
- 4. executing the bus error handler routine.

The stacking of the program counter and the status
register is the same as if an interrupt had occurred.
Several additional items are stacked when a bus er-
ror occurs. These items are used to determine the
nature of the error and correct it, if possible. The bus
error vector is vector number two located at address
$000008. The processor loads the new program
counter from this location. A software bus error han-
dler routine is then executed by the processor. Re-

Figure 4.18 : Bus Error Timing Diagram.

fer to 5.2. Exception Processing for additional in-
formation.

4.2.4.2. RE-Run Operation

When, during a bus cycle, the processor receives a
bus error signal and the halt pin is being driven by
an external device, the processor enters the re-run
sequence. Figure 4.19 is a timing diagram for re-
running the bus cycle.

The processor terminates the bus cycle, then puts
the address and data output lines in the high-impe-
dance state. The processor remains "halted”, and
will not run another bus cycle until the halt signal is
removed by external logic. Then the processor will
re-run the previous cycle using the same function
codes, the same data (for a write operation), and the
same controls. The bus error signal should be re-
moved at least one clock cycle before the halt signal
is removed.

The processor will not re-run a read-modify-write cy-
cle. This restriction is made to guarantee that the
entire cycle runs correctly and that the write opera-
tion of a test-and-set operation is performed without
ever releasing AS. If BERR and HALT are asserted
during a read-modify-write bus cycle, a bus error
operation results.
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Figure 4.19 : Re—Run Bus Cycle Timing Diagram.
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4.2.4.3. Halt Operation

The halt input signal to the TS68000 performs a
halt/run/single-step function in a similar fashion to
the EF6800 halt function. The halt and run modes
are somewhat self explanatory in that when the halt
signal is constantly active the processor "halts”
(does nothing) and when the halt signal is constant-
ly inactive the processor "runs" (does something).

This single-step mode is derived from correctly ti-
med transitions on the halt signal input. If forces the
processor to execute a single bus cycle by entering
the run mode until the processor starts a bus cycle

Figure 4.20 : Halt Processor Timing Diagram.

then changing to the halt mode. Thus, the single-
step mode allows the user to proceed through (and
therefore debug) processor operations one bus cy-
cle at a time.

Figure 4.20 details the timing required for correct
single-step operations. Some care must be exerci-
sed to avoid harmful interactions between the bus
error signal and the halt pin when using the single-
cycle mode as a debugging tool. This is also true of
interactions between the halt and reset lines since
these can reset the machine.
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When the processor completes a bus cycle after re-
cognizing that the halt signal is active, most three-
state signals are put in the high-impedance state,
these include :

- 1. address lines, and

- 2.datalines.

This is required for correct performance of the re-
run bus cycle operation.

While the processor is honoring the halt request, bus
arbitration performs as usual. That is, halting has no
effect on bus arbitration. Itis the bus arbitration func-
tion that removes the control signals from the bus.

The halt function and the hardware trace capability
allow the hardware debugger to trace single bus cy-
cles or single instructions at a time. These proces-
sor capabilities, along with a software debugging
package, give total debugging flexibility.

4.2.4.4. Double bus faults

When a bus error exception occurs, the processor
will attempt to stack several words containing infor-
mation about the state of the machine. If a bus er-
ror exception occurs during the stacking operation,
there have been two bus errorsina row. Thisis com-
monly referred to as a double bus fault. When a dou-
ble bus fault occurs, the processor will halt. Once a
bus error exception has occurred, any bus error ex-
ception occurring before the execution of the next
instruction constitutes a double bus fault.

Note that a bus cycle which is re-run does not consti-
tute a bus error exception and does not contribute
to a double bus fault. Note also that this means that
as long asthe external hardware requests it, the pro-
cessor will continue to re-run the same bus cycle.

The bus error pin also has an effect on processor
operation after the processor receives an external
reset input. The processor reads the vector table af-

Figure 4.21 : Reset Operation Timing Diagram.

ter a reset to determine the address to start program
execution. If a bus error occurs while reading the
vector table (or at any time before the first instruc-
tion is executed), the processor reacts as if a dou-
ble bus fault has occurred and it halts. Only an ex-
ternal reset will start a halted processor.

4.2.5. RESET OPERATION. The reset signal is a
bidirectional signal that allows either the processor
or an external signalto reset the system. Figure 4.21
is a timing diagram for the reset operation. Both the
halt and reset lines must be asserted to ensure to-
tal reset of the processor.

When the reset and halt lines are driven by an ex-
ternal device, it is recognized as an entire system
reset, including the processor. The processor res-
ponds by reading the reset vector table entry (vec-
tor number zero, address $000000) and loads it in-
to the supervisor stack pointer (SSP). Vector table
entry number one at address $000004 is read next
and loaded into the program counter. The proces-
sor initializes the status register to an interrupt level
of seven. No other registers are affected by the re-
set sequence.

When a reset instruction is executed, the processor
drives the reset pin for 124 clock periods. In this
case, the processor is trying to reset the rest of the
system. Therefore, there is no effect on the internal
state of the processor. All of the processor’s inter-
nal registers and the status register are unaffected
by the execution of a reset instruction. All external
devices connected to the reset line will be reset at
the completion of the reset instruction.

Asserting the reset and halt lines for ten clock cy-
cles will cause a processor reset, except when Vcc
is initially applied to the processor. In this case, an
external reset must be applied for at least 100 milli-
seconds.
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4.3. THE RELATIONSHIP OF DTACK,
BERR, AND HALT

In order to properly control termination of a bus cy-
cle for a re-run or a bus error condition, DTACK,
BERR, and HALT should be asserted and negated
on the rising edge of the TS68000 clock. This will
assure that when two signals are asserted simulta-
neously, the required setup time (#47) for both of
them will be met during the same bus state.

This, or some equivalent precaution, should be desi-
gned external to the TS68000. Parameter #48 is in-
tended to ensure this operation in a totally asynchro-
nous system, and may be ignored if the above
conditions are met.

The preferred bus cycle terminations may be sum-
marized as follows (case numbers refer to table
4.4):

Normal Termination : DTACK occurs first (case 1).

HALT is asserted _at the
same time or before DTACK
and BERR remains negated
(cases 2 and 3).

Bus Error Termination BERR is asserted in lieu of,
at the same time, or before
DTACK (case 4) ; BERR is
negated at the same time or
after DTACK.

Re-Run Termination : HALT and BERR are asser-
ted in lieu of, at the same
time, or before DTACK
(cases 6 and 7) ; HALT must
be held at least one cycle af-
ter BERR. Case 5 indicates
BERR may precede HALT
on all mask sets which al-
lows fully asynchronous as-

Halt Termination :

sertion.
Table 4.4 : DTACK, BERR and HALT Assertion Results.
Asserted. on Rising
Case N° Control Edge of State Result
Signal N N+ 2
DTACK A S Normal cycle terminate and continue
1 BERR NA X
HALT NA X
DTACK A S Normal cycle terminate and halt. Continue when HALT
2 BERR NA X removed.
HALT A S
DTACK NA A Normal cycle terminate and halt. Continue when HALT
3 BERR NA NA removed.
HALT A S
DTACK X X Terminate and take bus error trap.
4 BERR A S
HALT NA NA
DTACK NA X Terminate and re-run.
5 BERR A S
HALT NA A
DTACK X X Terminate and re-run when HALT removed.
6 BERR X S
HALT A S
DTACK NA X Terminate and re-run when HALT removed.
7 BERR NA A
HALT A S
Legend N - The number of the current even bus state (e.g., S4, S6, etc)

A - Signal is asserted in this bus state
NA - Signal is not asserted in this state
X - Don't care

S - Signal was asserted in previous state and remains asserted in this state

Table 4.4 details the resulting bus cycle termination
under various combinations of control signal se-
quences. The negation of these same control si-
gnals under several conditions is shown in table 4.5
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(DTACK is assumed to be negated normally in all
cases ; for best results, both DTACK and BERR
should be negated when address strobe is nega-
ted).
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Table 4.5 : BERR and HALT Negation Results.

Conditions of Negated an Rising Edge
Termination in Control Signal of State Results - Next Cycle
Table 4-4 n n+ 2
Bus Error BERR or . Takes bus error trap
HALT . or .
Re-run BERR . or [ lllegal sequence, usually traps to
HALT ] vector number 0.
Re-run BERR . Re-runs the bus cycle
HALT .
Normal BERR ] May Lengthen Next Cycle
HALT . or .
Normal BERR J If next cycle is started it will be
HALT . or None terminated as a bus error.
e = Signal is negated in this bus state.
EXAMPLE A : tais given as parameter #31u and it must be met in

A system uses a watch-dog timer to terminate ac-
cesses to unpopulated address space. The timer
asserts DTACK and BERR simultaneously after
time out (case 4).

EXAMPLE B :

A system uses error detection on RAM contents.
Designer may (a) delay DTACK until data verified
and return BERR and HALT simultaneously to re-
run error cycle (case 6), or if valid, return DTACK
(case 1) ; (b) delay DTACK until data verified and
return BERR at same time as DTACK if data in er-
ror (case 4).

4.4. ASYNCHRONOUS VERSUS SYNCRHO-
NOUS OPERATION

44.1. ASYNCHRONOUS OPERATION. To
achieve clock frequency independence at a system
level, the TS68000 can be used in an asynchronous
manner. This entails using only the bus handshake
lines (AS, UDS, LDS, DTACK, BERR, HALT, and
VPA\) to control the data transfer. Using this method,
AS signals the start of a bus cycle and the data
strobes are used as a condition for valid data on a
write cycle. The slave device (memory or periphe-
ral) then responds by placing the requested data on
the data bus for a read cycle or latching data on a
write cycle and asserting the data transfer acknow-
ledge signal (DTACK) to terminate the bus cycle. If
no slave responds or the access is invalid, external
control logic asserts the BERR, or BERR and HALT,
signal to abort or re-run the bus cycle.

The DTACK signal is allowed to be asserted before
the data from a slave device is valid on a read cy-
cle. The length of time that DTACK may precede da-
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any asynchronous system to insure that valid data
is latched into the processor. Notice that there_is no
maximum time specified from the assertion of AS to
the assertion of DTACK. This is because the MPU
will insert wait cycles of one clock period each until
DTACK is recognized.

4.4.2. SYNCHRONOUS OPERATION. To allow for
those systems which use the system clock as a si-
gnal to generate DTACK and other asynchronous
inputs, the asynchronous input setup time is given
as parameter #47. If this setup is met on an input,
such as DTACK, the processor is guaranteed to re-
cognize that signal on the next falling edge of the
system clock. However, the converse is not true - if
the input signal does not meet the setup time it is
not guaranteed not to be recognized. In addition, if
DTACK is recognized on a falling edge, valid data
will be latched into the processor (on a read cycle)
on the nextfalling edge provided that the data meets
the setup time given as parameter #27. Given this,
parameter #31 may be ignored. Note that if DTACK
is asserted, with the required setup time, before the
falling edge of S4, no wait states will be incurred and
the bus cycle will run at its maximum speed of four
clock periods.

During an active bus cycle, BERR is sampled on
every falling edge of the clock starting with S2.
DTACK is sampled on every falling edge of the clock
starting with S4 and data is latched on the falling
edge of S6 during a read. The bus cycle will then be
terminated in S7 except when BERR is asserted in
the absence of DTACK, in which case it will termi-
nate one clock cycle laterin S9. VPA is sampled on-
ly on the third falling edge of the system clock be-
fore the rising edge of the E clock.

33/76

MICROELECTRONICS

45




TS68000

SECTION 5

PROCESSING STATES

This section describes the actions of the TS68000
which are outside the normal processing associated
with the execution of instructions. The functions of
the bits in the supervisor portion of the status regis-
ter are covered : the supervisor/user bit, the trace
enable bit, and the processor interrupt priority mask.
Finally, the sequence of memory references and ac-
tions taken by the processor on exception conditions
are detailed.

The TS68000 is always in one of three processing
states : normal, exception, or halted. The normal
processing state is that associated with instruction
execution ; the memory references are to fetch in-
structions and operands, and to store results. A spe-
cial case of the normal state is the stopped state
which the processor enters when a stop instruction
is executed. In this state, no further references are
made.

The exception processing state is associated with
interrupts, trap instructions, tracing, and other ex-
ceptional conditions. The exception may be internal-
ly generated by an instruction or by an unusual
condition arising during the execution of an instruc-
tion. Externally, exception processing can be forced
by an interrupt, by a bus error, or by a reset. Excep-
tion processing is design vide an efficient context
switch so that the processor may handle unusual
conditions.

The halted processing state is an indication of ca-
tastrophic hardware failure. For example, if during
the exception processing of a bus error another bus
error occurs, the processor assumes that the sys-
tem is unusable and halts. Only an external reset
can restart a halted processor. Note that a proces-
sorin the stopped state is notin the halted state, nor
vice versa.

5.1. PRIVILEGE STATES

The processor operates in one of two states of pri-
vilege : the "supervisor" state orthe "user" state. The
privilege state determines which operations are le-
gal, are used to choose between the supervisor
stack pointer and the user stack pointer in instruc-
tion references, and may by used by an external me-
mory management device to control and translate
accesses.

The privilege state is a mechanism for providing se-

curity in a computer system. Programs should ac-,

cess only their own code and data areas, and ought
to be restricted from accessing information which
they do not need and must not modify.
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The privilege mechanism provides security by allo-
wing most programs to execute in user state. In this
state, the accesses are controlled, and the effects
on other parts of the system are limited. The opera-
ting system executes in the supervisor state, has ac-
cess to all resources, and performs the overhead
tasks for the user state programs.

5.1.1. SUPERVISOR STATE. The supervisor state
is the higher state of privilege. For instruction exe-
cution, the supervisor state is determined by the S
bit of the status register, if the S bitis asserted (high),
the processor is in the supervisor state. All instruc-
tions can be executed in the supervisor state. The
bus cycles generated by instructions executed inthe
supervisor state are classified as supervisor refe-
rences. While the processor is in the supervisor pri-
vilege state, those instructions which use either the
system stack pointer implicitly or address register
seven explicitly access the supervisor stack pointer.

All exception processing is done in the supervisor
state, regardless of the setting of the S bit. The bus
cycles generated during exception processing are
classified as supervisor references. All stacking
operations during exception processing use the su-
pervisor stack pointer.

5.1.2. USER STATE. The user state is the lower
state of privilege. For instruction execution, the user
state is determined by the S bit of the status regis-
ter ; if the S bit is negated (low), the processor is
executing instructions in the user state.

Most instructions execute the same in user state as
in the supervisor state. However, some instructions
which have important system effects are made pri-
vileged. User programs are not permitted to execute
the stop instruction or the reset instruction. To en-
sure that a user program cannot enter the supervi-
sor state except in a controlled manner, the instruc-
tions which modify the whole state register are pri-
vileged. To aid in debugging programs which are to
be used as operating systems, the move to user
stack pointer (MOVE to USP) and move from user
stack pointer (MOVE from USP) instructions are al-
so privileged.

The bus cycles generated by an instruction execu-
ted in the user state are classified as user state re-
ferences. This allows an external memory manage-
ment device to translate the address and to control
access to protected portions of the address space.
While the processor is in the user privilege state,
those instructions which use either the system stack
pointer implicitly or address register seven explici-
tly, access the user stack pointer.
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5.1.3. PRIVILEGE STATE CHANGES. Once the
processor is in the user state and executing instruc-
tions, only exception processing can change the pri-
vilege state. During exception processing, the cur-
rent setting of the S bit of the status register is sa-
ved and the S bit is asserted, putting the processor
in the supervisor state. Therefore, when instruction
execution resumes at the address specified to pro-
cess the exception, the processor is in the supervi-
sor privilege state.

5.1.4. REFERENCE CLASSIFICATION. When the
processor makes a reference, it classifies the kind
of reference being made, using the encoding on the
three function code output lines. This allows exter-
nal translation of addresses, control of access, and
differentiation of special processor state, such as in- .
terrupt acknowledge. Table 5.1 lists the classifica-
tion of references.

Table 5.1 : Bus Cycle Classification.

Function Code output Reference Class
FC2 FC1 FCO

0 0 0 (unassigned)

0 0 1 User Data

0 1 0 User Program

0 1 1 (unassigned)

1 0 0 (unasigned)

1 0 1 Supervisor Data

1 1 0 Supervisor Program

1 1 1 Interrupt Acknowledge

Figure 5.1 : Format of Vector Table Entries.

5.2. EXCEPTION PROCESSING

Before discussing the details of interrupts, traps,
and tracing, a general description of exception pro-
cessing is in order. The processing of an exception
occurs in four steps, with variations for different ex-
ception causes. During the first step, a temporary
copy of the status register is made and the status
register is set for exception processing. In the se-
cond step the exception vector is determined and
the third step is the saving of the current processor
context. In the fourth step a new context is obtained
and the processor switches to instruction proces-
sing.

5.2.1. EXCEPTION VECTORS. Exception vectors
are memory locations from which the processor
fetches the address of a routine which will handle
that exception. All exception vectors are two words
in length (figure 5.1), except for the reset vector
which is four words. All exception vectors lie in the
supervisor data space, except for the reset vector
which is in the supervisor program space. A vector
number is an 8-bit number which, when multiplied
by four, gives the address of an exception vector.
Vector numbers are generated internally or exter-
nally, depending on the cause of the exception. In
the case of interrupts, during the interrupt acknow-
ledge bus cycle, a peripheral provides an 8-bit vec-
tor number (figure 5.2) to the processor on data bus
lines DO through D7. The processor translates the
vector number into a full 24-bit address, shown in fi-
gure 5.3. The memory layout of for exception vec-
tors is given in table 5.2.

Word 0! New Program Counter {High} A0=0, A1=0
Word 1 New Program Counter (Low! A0=0, Al1=1
Figure 5.2 : Vector Number Format.
D15 D8 D7 DO
Ignored vl | v6|vS | va | v3] v2]vl ]V
Where:
v7 1s the MSB of the Vector Number
v0 15 the LSB of the Vecior Nuimber

:’_ SGS-THOMSON
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Figure 5.3 : Exception Vector Address Calculation.

A23 A10 AO
Al Zeroes vi|ve|lvo|lvalv3|v2] vi|vol O] O
Table 5.2 : Exception Vector Table.
Vector Number(s) Address Assigment
Dec Hex Space
0 0 000 SP Reset Initial SSP
- 4 004 SP Reset Initial PC
2 8 008 SD Bus Error
3 12 0oC SD Address Error
4 16 010 SD lllegal Instruction
5 20 014 SD Zero Divide
6 24 018 SD CHK Instruction
7 28 01C SD TRAPV Instruction
8 32 020 SD Privilege Violation
9 36 024 SD Trace
10 40 028 SD Line 1010 Emulator
11 44 02C SD Line 1111 Emulator
12* 48 030 SD (unassigned, reserved)
13* 52 034 SD (unassigned, reserved)
14* 56 038 SD (unassigned, reserved)
15 60 03C SD Uninitialized Interrupt Vector
16-23* 64 04C SD (unassigned, reserved)
95 O5F -
24 96 060 SD Spurious Interrupt
25 100 064 SD Level 1 Interrupt Autovector
26 104 068 SD Level 2 Interrupt Autovector
27 108 06C SD Level 3 Interrupt Autovector
28 112 070 SD Level 4 Interrupt Autovector
29 116 074 SD Level 5 Interrupt Autovector
30 120 078 SD Level 6 Interrupt Autovector
31 124 07C SD Level 7 Interrupt Autovector
32-47 128 080 SD TRAP Instruction Vectors
191 OBF -
48-63* 192 0Co SD (unassigned, reserved)
255 OFF -
64-225 256 100 SD User Interrupt Vectors
1023 3FF -

* Vector numbers 12 13 14 16 through 23, and 48 through 63 are reserved for future enhancements by SGS THOMSON Microelectronics. No
user peripheral devices should be assigned these numbers.
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As shown in table 5.2, the memory layout is 512
words long (1024 bytes). It starts at address 0 and
proceeds through address 1023. This provides 255
unique vectors ; some of these are reserved for
TRAPS and other system functions. Of the 255,
there are 192 reserved for user interrupt vectors.
However, there is no protection on the first 64 en-
tries, so user interrupt vectors may overlap at the
discretion of the systems designer.

5.2.2. KINDS OF EXCEPTIONS. Exceptions can be
generated by either internal or external causes. The
externally generated exceptions are the interrupts
and the bus error and reset requests. The interrupts
are requests from peripheral devices for processor
action while the bus error and reset inputs are used
for access control and processor restart. The inter-
nally generated exceptions come from instructions,
or from address errors or tracing. The trap (TRAP),
trap on overflow (TRAPV), check data register
against upper bounds (CHK), and divide (DIV) in-
structions all can generate exceptions as part of
their instruction execution. In addition, illegal instruc-
tions, word fetches from odd addresses, and privi-
lege violations cause exceptions. Tracing behaves
like a very high-priority internally-generated inter-
rupt after each instruction execution.

5.2.3. EXCEPTION PROCESSING SEQUENCE.
Exception processing occurs in four identifiable
steps. In the first step, an internal copy is made of
the status register. After the copy is made, the S bit
is asserted, putting the processor into the supervi-
sor privilege state. Also, the T bit is negated which
will allow the exception handler to execute unhinde-
red by tracing. For the reset and interrupt excep-
tions, the interrupt priority mask is also updated.

In the second step, the vector number of the excep-
tion is determined. For interrupts, the vector num-
ber is obtained by a processor fetch and classified
as an interrupt acknowledge. For all other excep-
tions, internal logic provides the vector number. This
vector number is then used to generate the address
of the exception vector.

Figure 5.4 : Exception Stack Order (groups 1 and 2).

The third step is to save the current processor sta-
tus, except for the reset exception. The current pro-
gram counter value and the saved copy of the sta-
tus register arer stacked using the supervisor stack
pointer as shown in figure 5.4. The program coun-
ter value stacked usually points to the next unexe-
cuted instruction ; however, for bus error and ad-
dress error, the value stacked for the program coun-
ter is unpredictable, and may be incremented from
the address of the instruction which caused the er-
ror. Additional information defining the current
context is stacked for the bus error and address er-
ror exceptions.

The last step is the same for all exceptions. The new
program counter value is fetched from the excep-
tion vector. The processor then resumes instruction
execution. The instruction at the address given in
the exception vector is fetched, and normal instruc-
tion decoding and execution is started.

5.2.4. MULTIPLE EXCEPTIONS. These para-
graphs describe the processing which occurs when
multiple exceptions arise simultaneously. Excep-
tions can be grouped according to their occurrence
and priority. The group 0 exceptions are reset, bus
error, and address error. These exceptions cause
the instruction currently being executed to be abor-
ted and the exception processing to commence wi-
thin two clock cycles.

The group 1 exceptions are trace and interrupt, as
well as the privilege violations and illegal instruc-
tions. These exceptions allow the current instruction
to execute to completion, but pre-empt the execu-
tion of the next instruction by forcing exception pro-
cessing to occur (privilege violations and illegal in-
structions are detected when they are the next in-
struction to be executed). The group 2 exceptions
occur as part of the normal processing of instruc-
tions. The TRAP, TRAPV, CHK, and zero divide ex-
ceptions are in this group. For these exceptions, the
normal execution of an instruction may lead to ex-
ception processing.

SSp —» Status Register
. Higher
High Addresses
— Program Counter — == — — — — — — — -
Low
LNy SGS-THOMSON 37/7e
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Group 0 exceptions have highest priority, while
group 2 exceptions have lowest priority. Within
group 0, reset has highest priority, followed by bus
error and then address error. Within group 1, trace
has priority over external interrupts, which in turn
takes priority over illegal instruction and privilege
violation. Since only one instruction can be execu-
ted at a time, there is no priority relation within
group 2.

The priority relation between two exceptions deter-
mines which is taken, or taken first, if the conditions
for both arise simultaneously. Therefore, if a bus er-
ror occurs during a TRAP instruction, the bus error
takes precedence, and the TRAP instruction pro-
cessing is aborted. In another example, if an inter-
rupt request occurs during the execution of an in-
struction while the T bitis asserted, the trace excep-
tion has priority, and is processed first. Before in-
struction processing resumes, however, the inter-
rupt exception is also processed, and instruction
processing commences finally in the interrupt han-
dler routine. A summary of exception grouping and
priority is given in table 5.3.

Table 5.3 : Exception Grouping and Priority.

Group | Exception Processing

Reset ) ) .
0 Address Error Exception processing begins
within two clock cycles.

Bus Error
Trace
1 Interrupt Exception processing begins
lllegal before the next instruction.
Privilege

TRAP, TRAPV| Exception processing is
2 CHK started by normal instruction

Zero Divivde | execution.

5.3. EXCEPTION PROCESSING DETAILED DIS-
CUSSION

Exceptions have a number of sources and each ex-
ception has processing which is peculiar to it. The
following paragraphs detail the sources of excep-
tionsn, how each arises, and how each is proces-
sed.

5.3.1. RESET. The reset input provides the highest
exception level. The processing of the reset signal
is designed for system initiation and recovery from
catastrophic failure. Any processing in progress at
the time of the reset is aborted and cannot be reco-
vered. The processor is forced into the supervisor
state and the trace state is forced off. The proces-
sor interrupt priority mask is set at level seven. The
vector number is internally generated to reference
the reset exception vector at location 0 in the super-

38/76

50

‘ GS-THOMSON
Y/ %n@mm’gm

visor program space. Because no assumptions can
be made about the validity of register contents, in
particular the supervisor stack pointer, neither the
program counter nor the status register is saved.
The address contained in the first two words of the
reset exception vector is fetched as the initial super-
visor stack pointer, and the address in the last two
words of the reset exception vector is fetched as the
initial program counter. Finally, instruction execution
is started at the address in the program counter. The
power-up/restart code should be pointed to by the
initial program counter.

The reset instruction does not cause loading of the
reset vector, but does assert the reset line to reset
external devices. This allows the software to reset
the system to a known state and then continue pro-
cessing with the next instruction.

5.3.2. INTERRUPTS. Seven levels of interrrupt prio-
rities are provided. Devices may be chained exter-
nally within interrupt priority levels, allowing an unli-
mited number of peripheral devices to interrupt the
processor. Interrupt priority levels are numbered
from one to seven, with level seven being the hi-
ghest priority. The status register contains a 3-bit
mask which indicates the current processor priority,
and interrupts are inhibited for all priority levels less
than or equal to the current processor priority.

Aninterrupt request is made to the processor by en-
coding the interrupt request level on the interrupt re-
quest lines ; a zero indicates no interrupt request.
Interrupt requests arriving at the processor do not
force immediate exception processing, but are
made pending. Pending interrupts are detected be-
tween instruction executions. If the priority of the
pending interrupt is lower than or equal to the cur-
rent processor priority, execution continues with the
next instruction and the interrupt exception proces-
sing is postponed. (The recognition of level seven
is slightly different, as explained in the following pa-
ragraph).

If the priority of the pending interrupt is greater than
the current processor priority, the exception proces-
sing sequence is started. A copy of the status regis-
ter is saved, the privilege state is sent to the super-
visor stack, tracing is suppressed, and the proces-
sor priority level is set to the level of the interrupt ac-
knowledged. The processor fetches the vector num-
ber from the interrupting device, classifying the re-
ference as an interrupt acknowledge and displaying
the level number of the interrupt being acknow-
ledged on the address bus. If external logic requests
an automatic vectoring, the processor internally ge-
nerates a vector number which is determined by the
interrupt level number.
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If external logic indicates a bus error, the interrupt is
taken to be spurious, and the generated vector num-
ber references the spurious interrupt vector. The
processor then proceeds with the usual exception
processing, saving the program counter and status
register on the supervisor stack. The saved value of
the program counter is the address of the instruc-
tion which would have been executed had the inter-
rupt not been present. The content of the interrupt
vector whose vector number was previously obtai-
ned is fetched and loaded into the program counter,
and normal instruction execution commences in the
interrupt handling routine. A flowchart for the inter-
rupt acknowledge sequence is given in figure 5.5, a
timing diagram is given in figure 5.6, and the inter-
rupt processing sequence is shown in figure 5.7.

Priority level seven is a special case. Level seven
interrupts cannot be inhibited by the interrupt priori-
ty mask, thus providing a "non-maskable interrupt"
capability. An interrupt is generated each time the
interrupt request level changes from some lower le-
vel to level seven. Note that a level seven interrupt
may still be caused by the level comparison if the
request level is a seven and the processor priority
is set to a lower level by an instruction.

5.3.3. UNINITIALIZED INTERRUPT. An interrupting
device asserts VPA or provides an interrupt during an
interrupt acknowledge cycle to the TS68000. If the

Figure 5.5 : Vector Acquisition Flowchart.

vector register has not been initialized, the res-pon-
ding TS68000 Family peripheral will provide vector 15,
the uninitialized interrupt vector. This provides a uni-
form way to recover from a programming error.

5.3.4. SPURIOUS INTERRUPT. If during the inter-
rupt acknowledge cycle no device responds by as-
serting DTACK or VPA, the bus error line should be
asserted to terminate the vector acquisition. The
processor separates the processing of this error
from bus error by fetching the spurious interrupt vec-
tor instead of the bus error vector. The processor
then proceeds with the usual exception processing.

5.3.5. INSTRUCTION TRAPS. Traps are excep-
tions caused by instructions. They arise either from
processor recognition of abnormal conditions during
instruction execution, or from use of instructions
whose normal behavior is trapping.

Some instructions are used specifically to generate
traps. The TRAP instruction always forces an ex-
ception and is useful for implementing system calls
for user programs. The TRAPV and CHK instruc-
tions force an exception if the user program detects
a runtime error, which may be an arithmetic over-
flow or a subscript out of bounds.

The signed divide (DIVS) and unsigned (DIVU) in-
structions will force an exception if a division opera-
tion is attempted with a divisor of zero.

PROCESSOR

Grant the Interrupt
Compare Interrupt Level in Status Register
and Wait for Current Instruction to Complete
2) Assert Address Strobe (AS)
3) Place Interrupt Level on A1, A2, A3
4) Set Function Code to Interrupt Acknowledge

-

—— L

INTERRUPTING DEVICE

Request the Interrupt ]

5) Assert Address Strobe {AS) _
6} Assert Data Strobes (UDS™ and LDS)

Provide the Vectar Number

1) Place Vector Number on DO-D7
2) Assert Data Transfer Acknowledge (DTACK)

Acquire the Vector Numb <

1) Latch Vector Number
2) Negate UDS and LDS
3) Negate AS

1} Negate DTACK
[ Start Intervupt Processing H

Release

* Although a vector number is one byte, both data stobes are asserted due to the microcode used for exception processing. The processor does

not recognize anything on data lines D8 through D15 at this time.

Ly SN
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Figure 5.6 : Interrupt Acknowledge Cycle Timing Diagram.

reo-rca__ X 7 X
PLOIPLY X

Last Bus Cycle of Instruction Stack 1IACK Cycle Stack and

(Read or Write) PCL (Vector Number Acquisition) Vector Fetch
l 'l'iSSPl'l' .|-

* Although a vector number is one byte, both data stobes are asserted due to the microcode used for exception processing. The processor does
not recognize anything on data lines D8 through D15 at this time.

Figure 5.7 : Interrupt Processing Sequence.

Last Bus Cvcle JACK
of instructior: Stack Cydle Stack Stack
(During WHICh  pmipd PCL 1 vector Number b Status — PCH
Interrupt Was (at SSP - 2) Acquisition} (at SSP - 6) {at SSP — 4)
Recognized!
y

Read Read Fetch First Two

Vector . Vector Instruction Words

High Low of Interrupt

(A16-A31) (AQ-A15) Routine

Note : SSP refers to the value of the supervisor stack pointer before the interrupt occurs.
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5.3.6. ILLEGAL AND UNIMPLEMENTED IN-
STRUCTIONS. "lllegal instruction" is the term used
to refer to any of the word bit patterns which are not
the bit pattern of the first word of a legal instruction.
During instruction execution, if such an instruction
is fetched, an illegal instruction exception occurs.
SGS-THOMSON reserves the right to define in-
structions whose opcodes may be any of the illegal
instructions. Three bit patterns will always force an
illegal instruction trap on all TS68000 Family com-
patible microprocessors. They are : $4AFA, $4AFB,
and $4AFC. Two of the patterns, $4AFA and
$4AFB, are reserved for SGS-THOMSON Micro-
electronics system products. The third pattern,
S4AFC, is reserved for customer use.

Word patterns with bits 15 through 12 equaling 1010
or 1111 are distinguished as unimplemented ins-
tructions and separate exception vectors are given
to these patterns to permit efficient emulation. This
facility allows the operating system to detect pro-
gram errors, or to emulate unimplemented instruc-
tions in software.

5.3.7. PRIVILEGE VIOLATIONS. In order to provide
system security, various instructions are privileged.
An attempt to execute one of the privileged instruc-
tions while in the user state will cause an exception.
The privileged instructions are :

STOP AND Immediate to SR
RESET EOR Immediate to SR
RTE OR Immediate to SR

MOVEto SR MOVE USP

5.3.8. TRACING. To aid in program development,
the TS68000 includes a facility to allow instruction-
by-instruction tracing. In the trace state, after each
instruction is executed an exception is forced, allo-
wing a debugging program to monitor the execution
of the program under test.

The trace facility uses the T bitin the supervisor por-
tion of the status register. If the T bit is negated (off),
tracing is disabled, and instruction execution pro-
ceeds from instruction to instruction as normal. If the
T bit is asserted (on) at the beginning of the execu-
tion of an instruction, a trace exception will be gene-
rated after the execution of that instruction is com-
pleted. If the instruction is not executed, either be-
cause an interrupt is taken, or the instruction is ille-
gal or privileged, the trace exception does not oc-
cur. The trace exception also does not occur if the
instruction is aborted by a reset, bus error, or ad-
dress error exception. If the instruction is indeed
executed and an interrupt is pending on completion,
the trace exception is processed before the interrupt

"_l SGS-THOMSON

exception. If, during the execution of the instruction
an exception is forced by that instruction, the forced
exception is processed before the trace exception.

As an extreme illustration of the above rules, consi-
der the arrival of an interrupt during the execution of
a TRAP instruction while tracing is enabled. First the
trap exception is processed, then the trace excep-
tion, and finally the interrupt exception. Instruction
execution resumes in the interrupt handler routine.

5.3.9. BUS ERROR. Bus error exceptions occur
when the external logic requests that a bus error be
processed by an exception. The current bus cycle
which the processor is making is then aborted. Whe-
ther the processor was doing instruction or excep-
tion processing, that processing is terminated, and
the processor immediately begins exception pro-
cessing.

Exception processing for the bus error follows the
usual sequence of steps. The status register is co-
pied, the supervisor state is entered, and the trace
state is turned off. The vector number is generated
to refer to the bus error vector. Since the processor
was not between instructions when the bus error ex-
ception request was made, the context of the pro-
cessor is more detailed. To save more of this
context, additional information is saved on the su-
pervisor stack. The program counter and the copy
of the status register are of course saved. The va-
lue saved for the program counter is advanced by
some amount, one to five words beyond the address
of the first word of the instruction which made the
reference causing the bus error. If the bus error oc-
curred during the fetch of the next instruction, the
saved program counter has a value in the vicinity of
the current instruction, even if the current instruction
is a branch, a jump, or a return instruction. Besides
the usual information, the processor saves its inter-
nal copy of the first word of the instruction being pro-
cessed and the address which was being accessed
by the aborted bus cycle. Specific information about
the access is also saved : whether it was a read or
a write, whether or not the processor was proces-
sing an instruction, and the classification displayed
on the function code outputs when the bus error oc-
curred. The processor is processing an instruction
if it is in the normal state or processing a group 2 ex-
ception ; the processor is not processing an instruc-
tion if it is processing a group 0 or a group 1 excep-
tion. Figure 5.8 illustrates how this information is or-
ganized on the supervisor stack. Although this infor-
mation is not sufficient in general to effect full reco-
very from the bus error, it does allow software dia-
gnosis. Finally, the processor commences instruc-
tion processing at the address contained in vector
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number two. It is the responsibility of the error han-
dler routine to clean up the stack and determine
where to continue execution.

If a bus error occurs during the exception proces-
sing for a bus error, address error, or reset, the pro-
cessor is halted and all processing ceases. This sim-
plifies the detection of catastrophic system failure,
since the processor removes itself from the system
rather destroy any memory contents. Only the RE-
SET pin can restart a halted processor.

5.3.10. ADDRESS ERROR. Address error excep-
tions occur when the processor attempts to access
a word or a long word operand or an instruction at

Figure 5.8 : Exception Stack Order (group 0).

an odd address. The effect is much like an internal-
ly generated bus error, so that the bus cycle is abor-
ted and the processor ceases whatever processing
it is currently doing and begins exception proces-
sing. After the exception processing commences,
the sequence is the same as that for bus error inclu-
ding the information that is stacked, except that the
vector number refers to the address error vectorins-
tead. Likewise, if an address error occurs during the
exception processing for a bus error, address error,
or reset, the processor is halted. As shown in figure
5.9, an address error will execute a short bys cycle
followed by exception processing.

15 14 1312 1 10 9 5 4 3 2 1 0
SSP—» IR/WJ N 1 Function Code
High
I~ — Access Address — — — — — — — m———— = = — —— . — — — — o — B
Low
Higher
. Addresses
Instruction Register
Status Register
High
|— - Program Countey — — — — — — — — — — — — — — — — — — — — — —
Low

R/W (read/wnite): wite=0, read=1 /N linstruction/not): instruction=0, not=1

Figure 5.9 : Address Error Timing Diagram.
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SECTION 6

INTERFACE WITH EF6800 PERIPHERALS

SGS-THOMSON Microelectronics extensive line of
EF6800 peripherals are directly compatible with the
TS68000. Some of these devices that are particu-
larly useful are :

EF6821 Peripheral Interface Adapter

EF6840 Programmable Timer Module

EF9345, EF9367 CRT Controllers

EF6850 Asynchronous Communications Interface
Adapter

Figure 6.1 : EF6800 Interfacing Flowchart.

EF6852 Synchronous Serial Data Adapter
EF6854 Advanced Data Link Controller

To interface the synchronous EF6800 peripherals
with the asynchronous TS68000, the processor mo-
difies its bus cycle to meet the EF6800 cycle requi-
rements whenever an EF6800 device address is de-
tected. This is possible since both processors use
memory mapped I/O. Figure 6.1 is a flowchart of the
interface operation between the processor and
EF6800 devices.

PROCESSOR
Initiate the Cycle
1) The Processor Starts a Normal Read or
Write Cycle

SLAVE

> Define 6800 Cycle

1) External Hardware Asserts Valid Peripheral
Address (VPA)

Synchronize with Enable <
1) The Processor Monitors Enable (E) Until it is}
Low (Phase 1)

2) The Processor Asserts Valid Memory

Address (VMA)

Transfer the Data

1) The Peripheral Waits Until E is Active
and then Transfers the Data

Terminate the Cycle

1) The Processor Waits Until E Goes Low
{On a Read Cycle the Data is Latched
as E Goes Low Internally)
2) The Processor Negates VMA
3) The Processor Negates AS, UDS, and (DS

)
[ Start Next Cycle ]

‘7_’ SGS-THOMSON
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6.1. DATA TRANSFER OPERATION and high for four input clocks. This duty cycle allows
Three signals on the processor provide the EF6800  the processor to do successive VPA accesses on
interface. They are : enable (E), valid memory ad- ~ Successive E pulses.

dress (VMA), and valid peripheral address (VPA).

Enable corresponds to the E or phase 2 signal in EF6800 cycle timing is given in figures 6.2, 6.3, 8.7,
existing 6800 systems. The bus frequency in one and 8.8. At state zero (S0) in the cycle, the address
tenth of the incoming TS68000 clock frequency. The bus is in the high-impedance state. A function code
timing of E allows 1 megahertz peripherals to be is asserted on the function code output lines. One-
used with 8 megahertz TS68000s. Enable has a half clock later, in state 1, the address bus is relea-
60/40 duty cycle ; that is, it is low for six input clocks sed from the high-impedance state.

Figure 6.2 : TS68000 to EF6800 Peripheral Timing — Best Case.

SO S2 S4 w w w w w w S6 SO S2

ISPV __
AS _/ \ / \
BTACK

Data out — < )

Dataln (—____)>—
reoFc2 _ X X

e\ /S \
VPA \ / \
VMA \ /

Figure 6.3 : TS68000 to EF6800 Peripheral Timing — Worst Case.

S0S2S4w w wwwwwwwwwww w w S6S0
CLK

A1-A23 H
AS \

DTACK

Data Out ——(

K

T~

r

Data In :)—
Feo-Fc2 K X
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During state 2, the address strobe (AS) is asserted
to indicate that there is a valid address on the ad-
dress bus. If the bus cycle is a read cycle, the upper
and/or lower data strobes are also asserted in state
2. If the bus cycle is a write cycle, the read/write
(R/W) signal is switched to low (write) during state
2. One-half clock later, in state 3, the write data is
placed on the data bus, and in state 4 the data
strobes are issued to indicate valid data on the da-
ta bus. The processor now inserts wait states until
it recognizes the assertion of VPA.

The VPA input signals the processor that the ad-
dress on the bus is the address of an EF6800 de-
vice (or an area reserved for EF6800 devices) and
that the bus should conform to the phase 2 transfer
characteristics of the EF6800 bus. Valid peripheral
address is derived by decoding the address bus,
conditioned by the address strobe. Chip select for
the EF6800 peripherals should be derived by deco-
ding the address bus conditioned by VMA.

After recognition of VPA, the processor assures that
the enable (E) is low, by waiting if necessary, and
subsequently asserts VMA. Valid memory address
is then used as part of the chip select equation of
the peripheral. This ensures that the EF6800 peri-
pherals are selected and deselected at the correct
time. The peripheral now runs its cycle during the
high portion of the E signal. Figures 6.2 and 6.3 de-
pict the best and worst case EF6800 cycle timing.
This cycle length is dependent strictly upon when
VPA is asserted in relationship to the E clock.

If we assume that external circuitry asserts VPA as
soon as possible after the assertion of AS, then VPA
will be recognized as being asserted on the falling
edge of S4. In this case, no "extra" wait cycles will
be inserted prior to the recognition of VPA asserted
and only the wait cycles inserted to synchronize with
the E clock will determine the total length of the cy-
cle. In any case, the synchronization delay will be
some integral number of clock cycles within the fol-
lowing two extremes :

1. Best Case - VPA is recognized as being asserted
on the falling edge three clock cycles before E rises
(or three clock cycles after E falls)

57 SGS-THOMSON

2. Worst Case - VPA is recognized as being asser-
ted on the falling edge two clock cycles before E
rises (or four clock cycles after E falls).

During a read cycle, the processor latches the peri-
pheral data in state 6. For all cycles, the processor
negates the address and data strobes one-half
clock cycle later in state 7 and the enable signal
goes low at this time. Another half clock later, the
address bus is put in the high-impedence state.

During a write cycle, the data bus is put in the high-
impedence state and the read/write signal is swit-
ched high. The peripheral logic must remove VPA
within one clock after the address strobe is negated.

DTACK should not be asserted while VPA is asser-
ted. Notice that the TS68000 VMA is active low,
contrasted with the active high EF6800 VMA. This
allows the processor to put its buses in the high-im-
pedance state on DMA requests without inadver-
tently selecting the peripherals.

6.2. INTERRUPT INTERFACE OPERATION

During an interrupt acknowledge cycle while the
processor is fetching the vector, the VPA is asser-
ted, the TS68000 will assert VMA and complete a
normal EF6800 read cycle as shown in figure 6.4.
The processor will then use an internally generated
vector that is a function of the interrupt being servi-
ced. This process is known as autovectoring. The
seven autovectors are vector numbers 25 through
31 (decimal).

Autovectoring operates in the same fashion (but is
not restricted to) the EF6800 interrupt sequence.
The basic difference is that there are six normalin-
terrupt vectors and one NMI type vector. As with
both the EF6800 and the TS68000’s normal vecto-
red interrupt, the interrupt service routine can be lo-
cated anywhere in the address space. This is due
to the fact that while the vector numbers are fixed,
the contents of the vector table entries are assigned
by the user.

Since VMA is asserted during autovectoring, care
should be taken to insure that the 6800 peripheral
address decoding prevents unintended accesses.

45/76
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Figure 6.4 : Autovector Operation Timing Diagram.

SO S2 S4 S6 SO S2 S4 w w w w w w w w w w S6 SO S2
CLK
ar-a3 W ) ¥ W
A4-A23 H >J \_C
st TN/ \ /\
ms T\ /\ I\
R/W
otack  \___/
w0 —(_
o7 —<__
FCO-FC2 X 7 C
IPLO-IPL2
N N |
VPA \ n
VMA \ j—_
l‘—No—rL“—a‘—"‘————Aulovector Operauon ___—,'
Cycle B o

* Although UDS and LDS are asserted, no data is read from the bus during the autovector cycle. The vector number is generated internally.
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SECTION 7

INSTRUCTION SET AND EXECUTION
TIMES

7.1. INSTRUCTION SET

The following paragraphs provide information about
the addressing categories and instruction set of the
TS68000.

7.1.1. ADDRESSING CATEGORIES. Effective ad-
dress modes may be categorized by the ways in
which they may be used. The following classifica-
tions will be used in the instruction definitions.

Data If an effective address mode may be
used to refer to data operands, it is
considered a data addressing effective
address mode.

If an effective address mode may be
used to refer to memory operands, it is
considered a memory addressing
effective address mode.

If an effective address mode may be
used to refer to alterable (writeable)

Memory

Alterable

Table 7.1 : Effective Addressing Mode Categories.

operands, it is considered an alterable
addressing effective address mode.

If an effective address mode may be
used to refer to memory operands
without an associated size, it is consi-
dered a control addressing effective
address mode.

These categories may be combined, so that addi-
tional, more restrictive, classifications may be defi-
ned. For example, the instruction descriptions use
such classifications as alterable memory or data al-
terable. The former refers to those addressing
modes which are both alterable and memory ad-
dresses, and the latter refers to addressing modes
which are both data and alterable.

Table 7.1 shows the various categories to which
each of the effective address modes belong. Table
7.2 is the instruction set summary.

Control

Effective Addressing Categories
Address P
Modes Mode Register Data Memory Control Alterable
Dn 000 Register Number X - - X
An 001 Register Number - - - X
(An) 010 Register Number X X X X
(An) + 011 Register Number X X - X
- (An) 100 Register Number X X - X
d(An) 101 Register Number X X X X
d(An, ix) 110 Register Number X X - X X
xxx. W 111 000 X X X X
xxx. L 111 001 X X X X
d(PC) 111 010 X X X -
d(PC, ix) 111 011 X X X -
#xXX 111 X X X - -
Ly7 SGS-THOMSON 47/76
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Table 7.2 : Instruction Set.

Conditions
Mnemonic Description Operation Codes
X|N|Z|V|C
ABCD Add Decimal with Extend (destination) 1o + (source)1g + X — Destination (Ul ju|*
ADD Add Binary (destination) + (source) — Destination Il I B
ADDA Add Address (destination) + (source) — Destination -|=1-1--
ADDI Add Immediate (destination) + Immediate Data — Destination i Il Rl I
ADDQ Add Quick (destination) + Immediate Data — Destination D
ADDX Add Extended (destination) + (source) + X — Destination A I
AND AND Logical (destination) A (source) — Destination —-{*|*|0]0
ANDI AND Immediate (destination) A Immediate Data — Destination -{*{*|0]0
ANDI to CCR |AND Immediate to Condition Codes |(source) A CCR — CCR b I R I
ANDI to SR AND Immediate to Status Register (source) A SR —» SR i I
ASL, ASR Arithmetic Shift (destination) shifted by <count> — Destination o I e
BCC Branch Conditionally If cc then PC + d —» PC e el el
~(<bit number>) OF Destination — Z
BCHG Test a Bit and Change ~(<bit number>) OF Destination — -|-1*1-1-
<bit number> OF Destination
BOLR |Testa Bit and Ciear 0 i mumbbrs > OF Destnaton anins
BRA Branch always PC+d - PC -|-1-1-1-
BSET Test a Bit and Set i mumbets - OF Destinaton -
BSR Branch to Subroutine PC - - (SP);PC +d > PC -|-1-1-1-
BTST Test a Bit ~(<bit number>) OF Destination — Z —-|=1*|-1-
CHK Check Register against Bounds If Dn < 0 or Dn > (<ea>) then TRAP -({*|UjU|U
CLR Clear and Operand 0 — Destination -|0f1]0]|0
CMP Compare (destination) — (source) -
CMPA Compare Address (destination) — (source) =
CMPI Compare Immediate (destination) — Immediate Data SR
CMPM Compare Memory (destination) — (source) =1t
DBCC Test Condition, Decrement and Branch|If ~CC then Dn—1 —» Dn ;Dn# — 1 thenPC +d - PC|— |- |- |- |-
DIVS Signed Divide (destination)/(source) —» Destiantion -{*1*|*]0
DIVU Unsigned Divide (destination)/(source) — Destination —-{*|1*1*10
EOR Exclusive OR Logical (destination) @ (source) — Destination -|*|{*]0]0
EORI Exclusive OR Immediate (destination) ® Immediate Data — Destination -1 f{*f{o0}o
ORI GER B o e souse) @ oG - con
EORI to SR Ii);cl;tsant/uesose;?ggfwate (source) ® SR — SR P I I I
EXG Exchange Register Rx + Ry -{=1-1-1-
EXT Sign Extend (destination) Sign-extended — Destination -1 [*{o|0
A logical AND * affected
¢ logical OR - unaffected
@ logical exclusive OR 0 cleared
~ logical complement 1 set
U undefined
=7 L7 3ETHNSN
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Table 7.2 : Instruction Set (continued).

Conditions
Mnemonic Description Operation Codes
X[Njz|V|C
JMP Jump Destination — PC -|-1-1-1-
JSR Jump to Subroutine PC — — (SP) ; Destination - PC --{-1-1-
LEA Load Effective Address <ea> — An -(-1{-1-1-
LINK Link and Allocate An — - (SP), SP - An ; SP + Displacement — SP —-=1-1-1-
LSL, LSR Logical Shift (destination) shifted by <count> — Destination o B N0
MOVE Move Data from Source to Destination | (source) — (destination) -|*|*]0|0
MOVE to CCR |Move to Condition Code (source) - CCR I I I
MOVE to SR Move to the Status Register (source) —» SR o I B I
MOVE from SR |Move from the Status Register SR — Destination -|=1-1-1-
MOVE USP Move User Stack Pointer USP — An ; An —» USP =|=1=1=-
MOVEA Move Address (source) — Destination -1=l=[--
MOVEM Move Multiple Registers 2?355251123?322'°" RERERE
MOVEP Move Peripheral Data (source) — Destination =-|=1-|-1-
MOVEQ Move Quick Immediate Data — Destination -{*]*|0]0
MULS Signed Multiply (destination) X (source) — Destination -{*1*]10]0
MULU Unsigned Multiply (destination) X (source) — Destination -{*]*10]0
NBCD Negate Decimal with Extend 0 — (destination) 1o — X — Destination *fuprutr
NEG Negate 0 — (destination) — Destination o I R I
NEGX Negate with Extend 0 — (destination) — X — Destination I N N
NOP No Operation - ===~
NOT Logical Complement ~(destination) — Destination -|*|*fofo
OR Inclusive OR Logical (destination) v (source) — Destination -|*{*|0]0
ORI Inclusive OR Immediate (destination) v Immediate Data — Destination -{*|*fo|oO
ORI to CCR 'Tﬁ"’cs’éﬁedﬁ?n"g?f:;a‘e (source) v CCR — CCR e
ORI to SR "t“;"’sst';’zso?‘;g;‘::"a'e (source) v SR — SR ey
PEA Push Effective Address <ea> — — (SP) —|=1-|-1-
RESET Reset External Device - ---1-1-
[ ] = bit number * affected
A logical AND — unaffected
¢ logical OR 0 cleared
@ logical exclusive OR 1 set
~ logical complement U undefined
657 Ses oSO
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Table 7.2 : Instruction Set (continued).

Conditions
Mnemonic Description Operation Codes
X|N{Z|V
ROL, ROR Rotate (without extend) (destination) rotated by <count> — Destination -1*1*]0
ROXL, ROXR Rotate with extend (destination) rotated by <count> — Destination *1*1*1]0
RTE Return from Exception (SP) + » SR ; (SP) + » PC W
RTR Return and Restore Condition Codes |(SP) + - CC ; (SP) + - PC It
RTS Return from Subroutine (SP) + » PC -1-1-1-
SBCD Subtract Decimal with Extend (destination) o — (source)1o — X — Destination *fu|*|u
SCC Set According to Condition IF CC then 1's — Destination else 0's — Destination -|-(-1-
STOP Load Status Register and Stop Immediate Data —» SR, STOP AN
SuB Subtract Binary (destination) — (source) — Destination et
SUBA Subtract Address (destination) — (source) — Destination -(=1-1-
SUBI Subtract Immediate (destination) — Immediate Data — Destination e
suBQ Subtract Quick (destination) — Immediate Data — Destination b
SUBX Subtract with Extend (destination) — (source) — X — Destination i e
SWAP Swap Resgister Halves Register [13:16] + Register [15:0] -{*}*{0
TAS Test and Set an Operand (destination) tested — CC, 1 — [7] OF Destination -{*]*10
TRAP Trap PC — - (SSp) ; SR — — (SSP) ; (vector) - PC ===
TRAPV Trap on Overflow If V then TRAP -1=-1-1-
TST Test and Operand (destination) tested - CC -[*1*]0
UNLK Unlink An — SP ; (SP) + —» An -|-1-1-
[ ] = bit number * affected
A logical AND — unaffected
¢ logical OR 0 cleared
® logical exclusive OR 1 set
~ logical complement U undefined
7.1.2. INSTRUCTION PREFETCH. The TS68000 - 3. The last fetch for an instruction from the in-

uses a two-word tightly-coupled instruction prefetch
mechanism to enhance performance. This mecha-
nism is described in terms of the microcode opera-
tions involved. If the execution of an instruction is
defined to begin when the microroutine for that in-
struction is entered, some features of the prefetch
mechanism can be described.

50/76

1. When execution of an instruction begins, the
operation word and the word following have al-
ready been fetched. The operation word is in the
instruction decoder.

2. In the case of multi-word instructions, as each
additional word of the instruction is used internal-
ly, a fetch is made to the instruction stream to re-
place it.
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struction stream is made when the operation
word is discarded and decoding is started on the
next instruction.

4. If the instruction is a single-word instruction
causing a branch, the second word is not used.
But because this word is fetched by the prece-
ding instruction, it is impossible to avoid this su-
perfluous fetch.

5. In the case of an interrupt or trace exception,
both words are not used.

6. The program counter usually points to the last
word fetched from the instruction stream.

MICROELECTRONICS
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7.2. INSTRUCTION EXECUTION TIMES

The following paragraphs contain listings of the ins-
truction execution times in terms of external clock
(CLK) periods. In this timing data, it is assumed that
both memory read and write cycle times are four
clock periods. Any wait states caused by a longer
memory cycle must be added to the total instruction
time. The number of bus read and write cycles for
each instruction is also included with the timing da-
ta. This timing data is enclosed in parenthesis follo-
wing the execution periods and is shown as (r/w)
where r is the number of read cycles and w is the
number of write cycles.

The number of periods includes instruction fetch
and all applicable operand fetches and stores.

Table 7.3 : Effective Address Calculation Times.

7.2.1. EFFECTIVE ADDRESS OPERAND CALCU-
LATION TIMING. Table 7.3 lists the number of clock
periods required to compute an instruction’s effec-
tive address. It includes fetching of any extension
words, the address computation, and fetching of the
memory operand. The number of bus read and write
cycles is shown in parenthesis as (r/w). Note there
are no write cycles involved in processing the effec-
tive address.

7.2.2. MOVE INSTRUCTION EXECUTION TIMES.
Tables 7.4 and 7.5 indicate the number of clock pe-
riods for the move instruction. This data includes in-
struction fetch, operand reads, and operand writes.
The number of bus read and write cycles is shown
in parenthesis as (r/w).

Addressing Mode Byte, Word Long

Register
Dn Data Register Direct 0(0/0) 0(0/0)
An Address Register Direct 0(0/0) 0(0/0)

Memory
(An) Address Register Indirect 4(1/0) 8(2/0)
(An)+ Address Register Indirect with Postincrement 4(1/0) 8(2/0)
—(An) Address Register Indirect with Predecrement 6(1/0) 10(2/0)
d(An) Address Register Indirect with Displacement 8(2/0) 12(3/0)
d(AN, ix)* Address Register Indirect with Index 10(2/0) 14(3/0)
xxx W Absolute Short 8(2/0) 12(3/0)
xxx L Absolute Long 12(3/0) 16(4/0)
d(PC) Program Counter with Displacement 8(2/0) 12(3/0)
d(PC, ix)* Program Counter with Index 10(2/0) 14(3/0)
#XXX Immediate 4(1/0) ’ 8(2/0)

* The size of the index register (ix) does not affect execution time.

Table 7.4 : Move Byte and Word Instruction Execution Times.

Destination
Source
Dn An (An) (An)+ —(An) d(An) [d(An, ix)* xxx.W xxx.L
Dn 4(1/0) 4(1/0) 8(1/1) 8(1/1) 8(1/1) 12(2/1) 14(2/1) 12(2/1) 16(3/1)
An 4(1/0) 4(1/0) 8(1/1) 8(1/1) 8(1/1) 12(2/1) 14(3/1) 12(2/1) 16(3/1)
(An) 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1) 16(3/1) 18(3/1) 16(3/1) 20(4/1)
(An)+ 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1) 16(3/1) 18(3/1) 16(3/1) 20(4/1)
—(An) 10(2/0) 10(2/0) 14(2/1) 14(2/1) 14(2/1) 18(3/1) 20(3/1) 18(3/1) 22(4/1)
d(An) 12(3/0) 12(3/0) 16(3/1) 16(3/1) 16(3/1) 20(4/1) 22(4/1) 20(4/1) 24(5/1)
d(An, ix)* 14(3/0) 14(3/0) 18(3/1) 18(3/1) 18(3/1) 22(4/1) 24(4/1) 22(4/1) 26(5/1)
XXXW 12(3/0) 12(3/0) 16(3/1) 16(3/1) 16(3/1) 20(4/1) 22(4/1) | 20(4/1) 24(5/1)
xxxL 16(4/0) 16(4/0) 20(4/1) | 20(4/1) | 20(4/1) 24(5/1) 26(5/1) 24(5/1) 28(6/1)
d(PC) 12(3/0) 12(3/0) 16(3/1) 16(3/1) 16(3/1) 20(4/1) 20(4/1) 20(4/1) 24(5/1)
d(PC, ix)* | 14(3/0) 14(3/0) 18(3/1) 18(3/1) 18(3/1) | 22(4/1) 2(4/1) 22(4/1) 26(5/1)
#xxX 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1) 16(3/1) 8(3/1) 16(3/1) 20(4/1)
* The size of the index register (ix) does not affect execution time.
51/76
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Table 7.5 : Move Long Instruction Execution Times.
' Destination
Source
Dn An (An) (An)+ - (An) d(An) |d(An, ix)* xxx.W xxx.L
Dn 4(1/0) 4(1/0) 12(1/2) | 12(1/2) | 12(1/2) 16(2/2) | 18(2/2) 16(2/2) 20(3/2)
An 4(1/0) 4(1/0) 12(1/2) | 12(1/2) 12(1/2) 16(2/2) | 18(2/2) 16(2/2) 20(3/2)
(An) 12(3/0) | 12(3/0) | 20(3/2) | 20(3/2) | 20(3/2) | 24(4/2) | 26(4/2) | 24(4/2) 28(5/2)
(An)+ 12(3/0) | 12(3/0) | 20(3/2) | 20(3/2) | 20(3/2) | 24(4/2) | 26(4/2) | 24(4/2) 28(5/2)
— (An) 14(3/0) 14(3/0) | 22(3/2) | 22(3/2) | 22(3/2) | 26(4/2) 28(4/2) 26(4/2) 30(5/2)
d(An) 16(4/0) | 16(4/0) | 24(4/2) | 24(4/2) | 24(4/2) | 28(5/2) | 30(5/2) | 28(5/2) 32(6/2)
d(An, ix)* | 18(4/0) | 18(4/0) | 26(4/2) | 26(4/2) | 26(4/2) | 30(5/2) | 32(5/2) | 30(5/2) 34(6/2)
xxxW 16(4/0). | 16(4/0) | 24(4/2) | 24(4/2) | 24(4/2) | 28(5/2) | 30(5/2) | 28(5/2) 32(6/2)
xxxL 20(5/0) | 20(5/0) | 28(5/2) | 28(5/2) | 28(5/2) | 32(6/2) | 34(6/2) | 32(6/2) 36(7/2)
d(PC) 16(4/0) 16(4/0) | 24(4/2) | 24(4/2) | 24(4/2) | 28(5/2) | 30(5/2) | 28(5/2) 32(5/2)
d(PC, ix)* | 18(4/0) 18(4/0) | 26(4/2) | 26(4/2) | 26(4/2) | 30(5/2) | 32(5/2) | 30(5/2) 34(6/2)
#xxx 12(3/0) 12(3/0) | 20(3/2) | 20(3/2) | 20(3/2) | 24(4/2) | 26(4/2) | 24(4/2) 28(5/2)
* The size of the index register (ix) does not affect execution time.
Table 7.6 : Standard Instruction Execution Times.
Instruction Size op < ea >, Ant op <ea >, Dn opDn,<M >
ADD Byte, Word 8(1/0) + 4(1/0) + 8(1/1) +
Long 6(1/0) + 6(1/0) +** 2(1/2) +
Byte, Word - 1/0 8(1/1
AND y 4(1/0) + (171) +
Long - 6(1/0) + 12(1/2) +
Byte, Word 6(1/0 4(1/0 -
CMP y (1/0) + ( ) +
Long 6(1/0) + (1/0) + -
DIVS - - 158(1/0) + -
DIVU - - 140(1/0) +* -
Byte, Word - 1/0)*** 8(1/1
EOR y 4(1/0) (171) +
Long - 8(1/0)*** 12(1/2) +
MULS - - 70(1/0) +* -
MULU - - 70(1/0) +* -
OR Byte, Word - 4(1/0) + 8(1/1) +
Long - 6(1/0) + 12(1/2) +
SUB Byte, Word 8(1/0) + 4(1/0) + 8(1/1) +
Long 6(1/0) + 6(1/0) + 12(1/2) +
Notes : -+ add effective address calculation time
1 word or long only
* indicates maximum value
** The base time of six clock periods is increased to eight if the effective address mode is register direct or immediate (effective ad-
dress time should also be added)
*** Only available effective address mode is data register direct.
DIVS, DIVU - The divide algorithm used by the TS68000 provides less than 10% difference between the best and worst case timings.
MULS, MULU - The multiply algorithm requires 38 + 2n clocks where n is defined as :
MULU : n = the number of ones in the < ea >
MULU : n = concatanate the < ea > with a zero as the LSB ; n is the resultant number of 10 or 01 patterns in the 17-bit source ; i.e.,
worst case happens when the source is $5555.
52/76 Ly SGS-THOMSON
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7.2.3. STANDARD INSTRUCTION EXECUTION
TIMES. The number of clock periods shown in table
7.6 indicates the time required to perform the ope-
rations, store the results, and read the next instruc-
tion. The number of bus read and write cycles is
shown in parenthesis as (r/w). The number of clock
periods and the number of read and write cycles
must be added respectively to those of the effective
address calculation where indicated.

In table 7.6 the headings have the following mea-
nings : An = address register operand, Dn = data re-
gister operand, ea = an operand specified by an ef-
fective address, and M = memory effective address
operand

7.2.4. IMMEDIATE INSTRUCTION EXECUTION
TIMES. The number of clock periods shown in ta-
ble 7.7 includes the time to fetch immediate ope-
rands, perform the operations, store the results,
and read the next operation. The number of bus
read and write cycles is shown in parenthesis as
(r/w). The number of clock periods and the num-
ber of read and write cycles must be added res-
pectively to those of the effective address calcula-
tion where indicated.

In table 7.7, the headings have the following mea-
nings : # = immediate operand, Dn = data register

operand, An = address register operand, M = me-
mory operand, and SR = status register.

7.2.5. SINGLE OPERAND INSTRUCTION EXE-
CUTION TIMES. Table 7.8 indicates the number of
clock periods for the single operand instructions.
The number of bus read and write cycles is shown
in parenthesis as (r/w). The number of clock periods
and the number of read and write cycles must be
added respectively to those of the effective address
calculation where indicated.

7.2.6. SHIFT/ROTATE INSTRUCTION EXECU-
TION TIMES. Table 7.9 indicates the number of
clock periods for the shift and rotate instructions.
The number of bus read and write cycles is shown
in parenthesis as (r/w). The number of clock periods
and the number of read and write cycles must be
added respectively to those of the effective address
calculation where indicated.

7.2.7. BIT MANIPULATION INSTRUCTION EXE-
CUTION TIMES. Table 7.10 indicates the number
of clock periods required for the bit manipulation in-
structions. The number of bus read and write cycles
is shown in parethesis as (r/w). The number of clock
periods and the number of read and write cycles
must be added respectively to those of the effective
address calculation where indicated.

Table 7.7 : Immediate Instruction Execution Times.

Instruction Size op #, Dn op #, An op #, M
Byte, Word 8(2/0) - 12(2/1) +
ADDI
Long 16(3/0) - 20(3/2) +
Byte, Word 4(1/0 8(1/1)* 8(1/1
ADDO y (1/0) (1) )+
Long 8(1/0) 8(1/0) 12(1/2)+
Byte, Word 8(2/0) - 12(2/1)+
ANDI
Long 16(3/0) - 20(3/1)+
Byte, Word 8(2/0 - 8(2/0
CMPI y! (2/0) (2/0)+
Long 14(3/0) - 12(3/0)+
Byte, Word 8(2/0) - 12(2/1)+
EORI
Long 16(3/0) - 20(3/2)+
MOVEQ Long 4(1/0) - -
ORI Byte, Word 8(2/0) - 12(2/1)+
Long 16(3/0) - 20(3/2)+
Byte, Word 8(2/0 - 12(2/1
SUBI y or (2/0) (2/1)+
Long 16(3/0) - 20(3/2)+
Byte, Word 41/0 8(1/0)* 8(1/1
SUBQ y! or ) (1/0) (1/1)+
Long 8(1/0) 8(1/0) 12(1/2)+
+ add effective address calculation time
* word only
LSy SGS-THOMSON 53776
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Table 7.8 : Single Operand Instruction Execution Times.

Instruction Size Register Memory
Byte, Word 4(1/0 8(1/1
CLR yt r (1/0) (1/1)+
Long 6(1/0) 12(1/2)+
NBCD Byte 6(1/0) 8(1/1)+
Byte, Word 4(1/0 8(1/1
NEG Y (1/0) (1/1)+
Long 6(1/0) 12(1/1)+
Byte, Word 4(1/0) 8(1/2)+
NEGX
Long 6(1/0) 12(1/2)+
Byte, Word 4(1/0 8(1/1
NOT y (1/0) (1/1)+
Long 6(1/0) 12(1/2)+
s Byte, False 4(1/0) 8(1/1)+
ce Byte, True 6(1/0) 8(1/2)+
TAS Byte 4(1/0) 10(1/1)+
Byte, Word 4(1/0 4(1/0
ST y (1/0) (1/0)+
Long 4(1/0) 4(1/0)+
+ add effective address calculation time
Table 7.9 : Shift/rotate Instruction Execution Times.
Instruction Size Register Memory
ASR. ASL Byte, Word 6 + 2n(1/0) 8 (1/1)+
’ Long 8 + 2n(1/0) -
LSR. LSL Byte, Word 6 + 2n(1/0) 8 (1/1)+
’ Long 8 + 2n(1/0) -
Byte, Word 6 + 2n(1/0) 8 (1/1)+
ROR, ROL
© Long 8 + 2n(1/0) -
ROXR. ROXL Byte, Word 6 + 2n(1/0) 8 (1/1)+
’ Long 8 + 2n(1/0) -
+ add effective address calculation time
Table 7.10 : Bit Manipulation Instruction Execution Times.
i i Dynamic Static
Instruction Size - -
Register Memory Register Memory
Byte - 8(1/1 - 12(2/1
BCHG y (111)+ 2(2/1)+
Long 8(1/0)* - 12(2/0)* -
. Byte - 8(1/1 - 12(2/1
BCLR yt (11)+ (2/1)+
Long 10(1/0)* - 14(2/0)* -
Byte - 8(1/1 - 12(2/1
BSET Y (/1)+ (2/1)+
Long 8(1/0)* - 12(2/0)* -
Byte - 4(1/0 - 8(2/0
BTST yt (1/0)+ (2/0)+
. Long 6(1/0) - 10(2/0) -
+ add effective address calculation time
* indicates maximum value
54/76
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7.2.8. CONDITIONAL INSTRUCTION EXECU-
TION TIMES. Table 7.11 indicates the number of
clock periods required for the conditional instruc-
tions. The number of bus read and write cycles is in-

dicated in parenthesis as (r/w). The number of clock
periods and the number of read and write cycles
must be added respectively to those of the effective
address calculation where indicated.

Table 7.11 : Conditional Instruction Execution Times.

Instruction Displacement Branch Taken Branch not Taken
5 Byte 10(2/0) 8(1/0)
ce Word 10(2/0) 12(2/0)
Byte 10(2/0 -
BRA y (2/0)
Word 10(2/0) -
Byte 18(2/2 -
BSR y (272)
Word 18(2/2) -
CC True - 12(2/0)
DBcc
CC False 10(2/0) 14(3/0)

+ add effective address calculation time

* indicates maximum value

7.2.9. JMP, JSR, LEA, PEA, AND MOVEM IN-
STRUCTION EXECUTION TIMES. Table 7.12 indi-
cates the number of clock periods required for the
jump, jump-to-subroutine, load effective address,

push effective address, and move multiple registers
instructions. The number of bus read and write cy-
cles is shown in parenthesis as (r/w).

Table 7.12 : JMP, JSR, LEA, PEA, and MOVEM Instruction Execution Times.

Instr Size (An) (An)+ | —(An) | d(An) [d(An,ix)+ xxx.W xxx.L d(PC) | d(PC, ix)*
JMP - 8(2/0) - - 10(2/0) | 14(3/0) | 10(2/0) | 12(3/0) | 10(2/0) | 14(3/0)
JSR - 16(2/2) - - 18(2/2) | 22(2/2) | 18(2/2) | 20(3/2) | 18(2/2) | 22(2/2)
LEA - 4(1/0) - - 8(2/0) | 12(2/0) | 8(2/0) | 12(3/0) | 8(2/0) 12(2/0)
PEA - 12(1/2) - - 16(2/2) | 20(2/2) | 16(2/2) | 20(3/2) | 16(2/2) | 20(2/2)
Word | 12+4n | 12+4n _ 16+4n | 18+4n | 16+4n | 20+4n | 16+4n | 18+4n
MOVEM (3 + n/0) | (3 + n/0) (4 + n/0) | (4 + n/0)| (4 + n/0) | (5 + n/0) | (4 + n/0) | (4 + n/0)
M- R Lon 124+ 8n | 12+8n _ 16+8n | 18+8n | 16+8n | 20+8n | 16+8n | 18+8n
9 1(3+2n/0)|(3 + 2n/0) (4 + 2n/0)|(4 + 2n/0) (4 + 2n/0)|(5 + 2n/0)|(4 + 2n/0)| (4 + 2n/0)
Word | 8+4n _ 8+4n | 12+4n | 14+4n | 12+4n | 16+ 4n - -
MOVEM (2/n) (2/n) (3/n) (3/n) (3/n) (4/n) - -
RoM | na | 8+8n B 8+8n | 12+8n | 14+8n | 12+8n | 16+8n - -
9 | (2/2n) (2/2n) | (3/2n) | (3/2n) | (3/2n) | (4/2n) - -

n is the number of registers to move

* is the size of the index register (ix) does not affect the instruction’s execution time

7.2.10. MULTI-PRECISION INSTRUCTION EXE-
CUTION TIMES. Table 7.13 indicates the number
of clock periods for the multi-precision instructions.
The number of clock periods includes the time to
fetch both operands, perform the operations, store
the results, and read the next instructions. The num-

&r
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ber of read and write cycles is shown in parenthe-
sis as (r/w).

In table 7-13, the headings have the following mea-
nings : Dn = data register operand and M = memo-
ry operand.
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Table 7.13 : Multi-precision Instruction Execution Times.

Instruction Size op Dn, Dn opM, M
Byte, Word 4(1/0 1 1
ADDX yte, Wor (1/0) 8(3/1)
Long 8(1/0) 30(5/2)
Byte, Word 12(3/0
CMPM yte, Wor (3/0)
Long 20(5/0)
Byte, Word 4(1/0 18(3/1
SUBX yt (1/0) (3/1)
Long 8(1/0) 30(5/2)
ABCD Byte 6(1/0) 18(3/1)
SBCD Byte 6(1/0) 18(3/1)

7.2.11. MISCELLANEOUS INSTRUCTION EXE- write cycles is shown in parenthesis as (r/w). The
CUTION TIMES. Tables 7.14 and 7.15 indicate the number of clock periods plus the number of read
number of clock periods for the following miscella- and write cycles must be added to those of the ef-
neous instructions. The number of bus read and fective address calculation where indicated.

Table 7.14 : Miscellaneous Instruction Execution Times.

Instruction Size Register Memory
ANDI to CCR Byte 20(3/0) -
ANDI to SR Word 20(3/0) -
CHK - 10(1/0)+ -
EORI to CCR Byte 20(3/0) -
EORI to SR Word 20(3/0) -
ORI to CCR Byte 20(3/0) -
ORI to SR Word 20(3/0) -

MOVE from SR - 6(1/0) 8(1/1)+

MOVE to CCR - 12(2/0) 12(2/0)+

MOVE to SR - 12(2/0) 12(2/0)+
EXG - 6(1/0) -
Word 4(1/0) -

EXT

Long 4(1/0) -
LINK - 16(2/2) -
MOVE from USP - 4(1/0) -
MOVE to USP - 4(1/0) -
NOP - 4(1/0) -
RESET - 132(1/0) -
RTE - 20(5/0) -
RTR - 20(5/0) -
RTS ~ 16(4/0) -
STOP - 4(0/0) -
SWAP - 4(1/0) -
TRAPV - 4(1/0) -
UNLK - 12(3/0) -

+ add effective address calculation time
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Table 7.15 : Move Peripheral Instruction Execution Times.

Instruction Size Register » Memory Memory — Register
Word 16(2/2) 16(4/0)
MOVEP
Long 24(2/4) 24(6/0)

7.2.12. EXCEPTION PROCESSING EXECUTION
TIMES. Table 7.16 indicates the number of clock
periods for exception processing. The number of
clock periods includes the time for all stacking, the

Table 7.16 : Exception Processing Execution Times.

vector fetch, and the fetch of the first two instruction
words of the handler routine. The number of bus
read and write cycles is shown in parenthesis as
(r/w).

Exception Periods
Address Error 50(4/7)
Bus Error 50(4/7)
CHK Instruction 44(5/4)+
Divide by Zero 42(5/4)
llegal Instruction 34(4/3)
Interrupt 44(5/3)*
Privilege Violation 34(4/3)
RESET** 40(6/0)
Trace 34(4/3)
TRAP Instruction 38(4/4)
TRAPV Instruction 34(4/3)

+ add effective address calculation time

* The interrupt acknowledge cycle is assumed to take four clock periods
** Indicates the time from when RESET and HALT are first sampled as negated to when instruction execution starts.
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SECTION 8

ELECTRICAL SPECIFICATIONS

This section contains electrical specifications and associated timing information for the TS68000.
These specifications represent an improvement over previously published specifications for the 8,10,12.5,
16 MHz.TS68000 and are valid only for products bearing date codes of 8922 and later.

8.1. ABSOLUTE MAXIMUM RATINGS

Symbol Parameter Value Unit
Vce Supply Voltage -03t07 \
Vin Input Voltage -03to7 \
Ta Operating Temperature Range TLtoTH
TS68000C 0to 70 °oc
TS68000V —40to 85
TS68000M — 55 to 125

Tstg Storage Temperature — 55 to 150 °C

This device contains circuitry to protect the inputs against damage due to high static voltages or electric fields, however, it
is advised that normal precautions be taken to avoid application of any voltage higher than maximum-rated voltages to this
high-impedance circuit. Reliability of operation is enhanced if unused inputs are tied to an appropriate logic voltage level
(e.g. either GND or Vcc)

8.2. THERMAL DATA

. Pp (W T, (°C Pp (W Ty (°C
Package Ta Range | 644 (°C/W) @ 1["A( M?n. @ ;A( Mi)n. @ TPA( M:-)lx. @ 19A( Ma)x.
Plastic DIL 0 °C to 70 °C 30 1.2 36 1.0 100
PLCC 0 °C to 70 °C 45 1.2 54 1.0 115
Ceramic PGA 0 °C to 70 °C 33 1.2 40 1.0 103
0 °C to 85 °C 33 1.2 40 1.0 118
— 40 °C to 85 °C 33 15 10 1.0 118

8.3. DC ELECTRICAL CHARACTERISTICS
(Vecc =5Vdc£5% ;GND =0 Vdc ; To = T, to T ; see figures 8.1, 8.2 and 8.3)

Symbol Parameter Min. Max. | Unit
Vi Input High Voltage 2 Vce \'
Vi Input Low Voltage GND - 0.3 0.8 \'
Iin Input Leakage Current @ 5.25 V BERR, BGACK, BR, DTACK

CLK, IPLO-IPL2, VPA - 25 HA
HALT, RESET - 20
Itsi Three-state (off state) Input Current @ 2.4 V/0.4 V
AS, A1-A23, D0-D15, - 20 | A
FCO-FC2, LDS, R/W, UDS, VMA
VoH Output High Voltage (lon = — 400 pA) _ . E*| Vgc -0.75 -
E, AS, A1-A23, BG, D0-D15, v
FCO-FC2, LDS, R/W, UDS, VMA 24 -
VoL Output Low Voltage
(loL = 1.6 mA) HALT _ 05
(low =32 mA) A1-A23, BG, FCO-FC2 - 05 v
(loL =5 mA) RESET - 0.5
(loL =5.3 mA) E, AS, D0-D15, LDS, RIW - 05
UDS, VMA
Pp*** Power Dissipation (see 84 POWER CONSIDERATIONS) - - W
Cin Capacitance (Vin =0V, Ta =25 °C ; Frequency =1 MHz)** - 20 pF

* With external pullup resistor of 1.1kQ.
* * Capacitance is‘periodically sampled rather than 100% tested.
* * * During normal operation instantaneous VCC current requirements may be as high as 1.5A.
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Figure 8.2 : HALT Test Load.

Figure 8.1 : RESET Test Load.
+5V +5V
9100 29«0
RESET HALT
130 pF I 70 pF
Figure 8.3 : Test Loads.
+5V
R* =740 @
Test 1N4148
Point or Equivalent
1N916
or Equivalent
CL =130 pF
(includes all Parasitics)
Ry =60 k@ for =
AS, A1-A23. BG. DO-D15. E
FCO-FC2, LDS, R/W, UDS, VMA
*R_1.22 kQ for Al AZ3, BG,
FCO-FC2
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8.4. POWER CONSIDERATIONS

The average chip-junction temperature, Ty, in ‘C
can be obtained from :

Ty=Ta+ (Pp-06ya)
Where :
Ta= Ambient Temperature, °C

6ya = Package Thermal Resistance,
Junction-to-Ambient, *C/W

Pp = PnT + Pio

PinT = lcc x Ve, Watts - Chip Internal Power

Pro = Power Dissipation on Input and Output Pins
- User Determined

For most applications Pyo < PinT and can be neglec-
ted.

An approximate relationship between Pp and Ty
(if Pio is neglected) is :

Pp =K+ (Ty+273°C)
Solving equations 1 and 2 for K gives :
K=PD«(Ta+273C) + 0 a* Pp?

Where K is a constant pertaining to the particular
part. K can be determined from equation 3 by mea-
suring Pp (at equilibrium) for a known Ta. Using this
value of K the values of Pp and Ty can be obtained
by solving equations (1) and (2) iteratively for any
value of Ta.

Figure 8.4 illustrates the graphic solution to the
equations, given above, for the specification power
dissipations of 1.50 and 1.75 watts over the ambient
temperature range of —55°C to 125°C using an ave-
rage 64 of 40°C/watt to represent the various
TS68000 packages. However, actual 6JA’s in the
range of 30°C to 50°C/watt only change the curves
slightly.

Figure 8.4 : TS68000 Power Dissipation (Pp) vs Ambient Temperature (Ta).
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The total thermal resistance of a package (BJA) can
be separated into two components, 6;c and 6¢a,
representing the barrier to heat flow from the semi-
conductor junction to the package (case) surface
(6yc) and from the case to the outside ambient (8¢a).
These terms are related by the equation :

6uA = 6yc + BcA

6Jc is device related and cannot be influenced by
the user. However, 6ca is user dependent and can

be minimized by such thermal management techni-
ques as heat sinks, ambient air cooling and thermal
convention. Thus, good thermal management on
the part of the user can significantly reduce 6ca so
that 8,4 approximately equals 6yc. Substitution of 6yc
for6ya in equation (1) will result in a lower semicon-
ductor junction temperature.

8.5. AC ELECTRICAL SPECIFICATIONS — CLOCK TIMING (see figure 8-5)

Symbol Parameter

8 MHz 10 MHz |12.5 MHz| 16 MHz .
Unit

Min. (Max.|Min. (Max.|Min. [Max.|Min. {Max.

f Frequency of Operation

4 8 4 10 8 |125| 8 |16.7| MHz

teye Cycle Time

125 | 250 | 100 | 250 | 80 [ 125 | 60 | 125 | ns

tcL Clock Pulse Width

55 (1256 | 45 | 125 | 35 |62.5| 25 |625| ns

tcH 55 | 125 | 45 | 125 | 35 |62.5.| 25 [625
ter Rise and Fall Times - 10 - 10 - 5 - 5 ns
tor - 10 - 10 - 5 - 5

Figure 8.5 : Clock Input Timing Diagram.

20V \
08V /

l¢————————————— eyc————————>]

Je—— 1L ——  [e——ICH—

Cr—» |t— — et

Note : Timing measurements are referenced to and from a low voltage of 0.8 volt and high a voltage of 2.0 volts, unless

otherwise noted. The voltage swing through this range s|
the rise or fall will be linear between 0.8 volt and 2.0 vol

hould start outside and pass through the range such that
ts.
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8.6. AC ELECTRICAL SPECIFICATION DEFINI- specified in the figure 8.6. Outputs are specified with
TIONS minimum and/or maximum limits, as appropriate,
The AC specifications presented consist of output and are measured as shown in the same figure. In-

f : h ts are specified with minimum setup and hold
delays, input setup and hold times, and signal skew pu ;
times. All signals are specified relative to an appro- times, and are measureq as showrj..Fln.aIIythe mea-
priate edge of the clock and possibly to one or more surement for signal-to-signal specifications are also
other signals. shown.
The measurement of the AC specifications is defi- ~ Note that the testing levels used to verify confor-
ned by the waveforms shown in figure 8.6 in order mance to the AC specifications does not affect 'ghe
to test the parameters guaranteed by SGS-THOM:- guaranteed DC operation of the device as specified
SON. Inputs must be driven to the voltage levels N the DC electrical characteristics.

Figure 8.6 : Drive Levels and Test Points for AC Specifications.

’_-L /——\<— DRIVE TO 2.4V
CLK .__/ \_._.«Dmvsro 0.5V
B,

A

VALID VALID
OUTPUTS
CLocK @y QUTRUTY, % OUTPUT n+1
OUTPUTS n % n+l
CLOCK(2)
INPUTS % VALID
CLOCK(3) INPUT A
4
VALID
INPUTS W
CLOCK(4) % INPUT /
—
ALL SIGNALS(5) m
X

Measurement levels: VyigH=2V; VL ow=0.8V

V000250

Notes : 1. This output timing is applicable to all parameters specified relative to the rising edge of the clock.
2. This output timing is applicable to all parameters specified relative to the falling edge of the clock.
3. This input timing is applicable to all parameters specified relative to the rising edge of the clock.
4. This input timing is applicable to all parameters specified relative to the falling edge of the clock.
5. This timing is applicable to all parameters specified relative to the assertion negation of another signal.

Legend : A. Maximum output delay specification.
B. Minimum output hold time.
C. Minimum input setup time specification.
D. Minimum input hold time specification.
E. Signal valid to signal valid specification (max. or min.).
F. Signal valid to signal invalid specification (max. or min.).
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8.7. AC ELECTRICAL SPECIFICATIONS — READ CYCLES
(Vec =5Vdc £ 5% ; GND = 0Vdc ; Ta = T, to Ty ; see figure 8.7)

N© |Symbol Parameter 8 MHz | 10 MHz |12.5 MHz| 16 MHz |
Min. [Max.| Min. {Max.| Min. [Max.| Min. [Max.
1 tcve | Clock Period 125 | 250 | 100 | 250 | 80 | 125 | 60 | 125 | ns
2 toL Clock Width Low 55 | 125 | 45 |125| 35 | 62 | 25 | 62 ns
3 tch | Clock Width High 55 | 125 | 45 [125| 35 | 62 | 25 | 62 | ns
4 ter | Clock Fall Time - 10| = |10 - 5 | - 5 ns
5 ter Clock Rise Time — 10 - 10 - 5 - 5 ns
6 tcLav | Clock Low to Address Valid - 60 - 50 - 50 - 40 ns
6A | tchrcv | Clock High to FC Valid - |60f - |5 | - |5 | - |40 ]| ns
7 | tcHapz | Clock High to Address, Data Bus - 70 - 60 - 50 - 50 ns
High Impedance (maximum)
8 tcuarl | Clock High to Address, FC Invalid 0 - 0 - 0 - 0 - ns
(minimum)
9" | tousL | Clock High to AS, DS Low 0 |60 | 0 [55( 0 |50 | 0 |45 | ns
11®) | toys. | Address Valid to AS, DS Low 20| - |15 - | 10| - 5 - ns
11A®)| tgcysL | FC Valid to AS, DS Low 50 | — | 40| - |3 | - |3 ]| - | ns
12| to gn | Clock Low to AS, DS High - |50 | - | 45| - | 40| - | 30 | ns
132 | tsuari | AS, DS High to Address/FC Invalid 30 - 20| -]10] - |10] = | ns
14@ | tg. | AS, DS Width Low 240 | - |195| - |160| - |120]| - ns
15| tgy | AS, DS Width High 150 | - [105] - | 65| — |50 | = | ns
172)| tgumn | AS, DS High to R/W High 40| -]20]| =10 = 10| - | ns
18" | toumu | Clock High to R/W High 0 | 55| 0 |45| 0 |40 | 0 | 45 | ns
27| tpicL | Data in to Clock low (setup time) 15 - ]10| - [10] - | 10| - ns
282) | tsypan | AS, DS High to DTACK High 0 |240| 0 |190| 0 |150| 0 | 80 | ns
29 | tsupn | AS, DS High to Data In Invalid o|-]of| -0l -=|o]-1|ns
(hold time)
30 | tsusen | AS, DS High to BERR High ol -|jo|-]o]-]o0o]-]ns
3125)| tpa1p; | DTACK Low to Data in (setup time) - |70 - |50 | - |40 | - | 30| ns
32 | trur ¢ | HALT and RESET Input Transition Time | 0 |[200| 0 [200| 0 |150| O | 150 | ns
479} tas | Asynchronous Input Setup Time 20| - |20 | - |10| - | 10| - ns
48 | tge i paL | BERR Low to DTACK Low 20| - |20 | - |10] - | 10| - ns
564} | tyrpw | HALT/RESET Pulse Width 10| - | 10| = | 10| = | 10 | — |CkPer.
Notes : 1. For aloading capacitance of less than or equal to 50 picofarads, subtract 5 nanoseconds from the value given in the maximum co-

lumns.

2. Actual value depends on clock period.

3. If 47 is satisfied for both DTACK and BERR, 48 may be 0 nanosecond.

4. For power up, the MPU must be held in RESET state for 100 milliseconds to allow stabilization of on-chip circuitry. After the system
is powered up, 56 refers to the minimum pulse width required to reset the system.

5. If the asynchronous setup time (47) requirements are satisfied, the DTACK low-to-data setup time (31) requirement can be ignored.
The data must only satisfy the data-in to clock-low setup time (27) for the following cycle.
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation.

Figure 8.7 : Read Cycle Timing Diagram.
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Notes : 1. Setup time for the synchronous inputs BGACK, IPLO-2, and VPA guarantees their recognition at the next falling edge of the clock
. BR need fall at this time only in order to insure being recognized at the end of this bus cycle
. Timing measurements are referenced to and from a low voltage of 0.8 volt and a high voltage 2.0 volts, unless otherwise noted. The

voltage swing through this range should start outside and pass through the range such that the rise or fall will be linear between 0.8
volt and 2.0 volts.
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8.8. AC ELECTRICAL SPECIFICATIONS — WRITE CYCLES
(Voe =5Vdc £5% ; GND =0 Vdc ; Ta = T, to Ty ; see figure 8.8)

N° |Symbol Parameter 8 MHz | 10 MHz |12.5 MHz| 16 MHz |, .
Min. |[Max.| Min. |Max.| Min. |Max.| Min. |Max.
1 tcve | Clock Period 125|250 | 100 | 250 | 80 | 125 | 60 | 125 | ns
2 tc. | Clock Width Low 55 |125| 45 | 125| 35 | 62 | 25 | 62 | ns
3 tecn | Clock Width High 55 [125| 45 |125| 35 | 62 | 25 | 62 | ns
4 tor Clock Fall Time - 10 - 10 — 5 - 5 ns
5 ter Clock Rise Time - 10 - 10 - 5 |.- 5 ns
6 tcLav. | Clock Low to Address Valid - 60 - 50 - 50 - 40 ns
6A | tcHrcv | Clock High to FC Valid - 60 - 50 - 50 - 40 ns
7 | tcuapz | Clock High to Address, Data Bus - 70 - 60 - 50 - 50 ns
High Impedance (maximum)
8 tchar | Clock High to Address, FC Invalid 0 - 0 - 0 - 0 - ns
(minimum)
9" | tousy | Clock High to AS, DS Low 0 |60| 0[5 | 0 |50 | 0|45 ns
11®) | tays | Address Valid to AS, DS Low 20| -1 {10 -1|51]|-1|ns
11A®)| tecysy | FC Valid to AS, Low 50 | - | 40| - |3 | - |3 |- | ns
12| tc sh |Clock Low to AS, DS High - |50 | - |45 | - 40| - | 30| ns
13 | tguar | AS, DS High to Address/FC Invalid 30| - |20 - |10 -]10] - ns
14| tg.  [AS Low 240 - [195| - 160 - |120| - ns
14A®)| tps. | DS Width Low 115 — (95| — |80 | - [60 | = | ns
15| tgy | AS, DS Width High 150 - [105| — | 65| — [ 50 | — | ns
18" | tcuam | Clock High to RAW High 0 | 55| 0 | 45| 0 |40 | O | 40 | ns
20| toupL | Clock High to RAW Low - |55 | - | 45| - |40 ]| - | 30| ns
20A®)| tasmy | AS, Low to R/W Valid - J20] - |20 - 20| - |20 | ns
21@) [ taypL | Address Valid to RAW Low 20 | - 0 - lof|l-]o01] -1 ns
21A®)| tecyaL | FC Valid to R/W Low 60 | - |50 — |30 | - |2 | - | ns
22 [ tai gL | RAW Low to DS Low 80| - |50 | - |3 | - ]2 | -] ns
23 | tcLpo | Clock Low to Data out Valid - 60 - 50 - 50 - 40 ns
25(@) | tgupor | AS, DS High to Data Out Invalid 30| -2 | - (15| - (10| - | ns
262 | tposL | Data out Valid to DS Low 30| - |20 - |15 - 10| - | ns
28@) | tgppan | AS, DS High to DTACK high 0 |240| 0o |190| 0 |150| 0 | 80 | ns
30 | tsusen | AS, DS High to BERR high o|l-|o|-flo|=1]o0o]-1ns
32 | tmur, ¢ | HALT and RESET Input Transition Time | 0 |200| O |[200| O |[150| O |150| ns
47| tas) | Asynchronous Input Setup Time 20| - l20| - 10| - | 10| - ns
483 [ tgg | paL | BERR Low to DTACK Low 20| - (20| - |20 | - |10] - | ns
53 | tcupoi | Clock High to Data Out Invalid 0 - 0 - 0 - 0 - ns
55 | trLpBD R/W to Data Bus Driven 30 - 20 - 10 - 0 - ns
56(4) | turpw | HALT/RESET Pulse Width 10| - |10 = [10| — | 10| = | ns
Notes : 1. Foraloading capacitance of less than or equal to 50 picofarads, subtract 5 nanoseconds from the value given in the maximum co-

lumns.

2. Actual value depends on clock period

3. f 47 is satisfied for both DTACK and BERR , 48 may be 0 nanoseconds.

4. For power up, the MPU must be held in RESET state for 100 milliseconds to allow stabilization of on-chip circuitry. After the system
is powered up, 56 refers to the minimum pulse width required to reset the system.

. Ifthe asynchronous setup time (47) requirements are satisfied, the DTACK low-to-data setup time (31) requirement can be ignored.
The data must only satisfy the data-in to clock-low setup time (27) for the following cycle.

6. When AS, and R/W are equally loaded (+ 20%), Subtract 10 nanoseconds from the values in these columns.

o
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation.

Figure 8.8 : Write Cycle Timing Diagram.
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(Note 1)
Notes : 1. Timing measurements are referenced to and from a low voltage of 0.8 volt and a high voltage of 2.0 volts, unless otherwise noted.

The voltage swing through this range should start outside and pass through the range such that the rise or fall will be linear between
0.8 volt and 2.0 volts.

2. Because of loading variations, RW may be valid after AS even through both are initiated by the rising edge of S2 (specification 20A).
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8.9. AC ELECTRICAL SPECIFICATIONS — TS68000 to 6800 PERIPHERAL

(Vcc=5VdCi5°/o',

GND =0Vdc ; Ta = T, to Ty ; refer to figures 8.9 and 8.10)

Ne | symbol Parameter 8 MHz 10 MHz [12.5 MHz | 16 MHz Unit
Min. | Max. | Min. | Max. | Min. | Max. | Min. | Max.
1200 toisn | Clock Low to AS, DS High - |50 | - |45 | - | 40| - | 30| ns
18| tcuru | Clock High to RAW High 0 | 55| 0 | 45| 0 |40 | 0 | 40 | ns
20" | tcure | Clock High to RW Low (write) - | 55| - | 45| - | 40| - | 30| ns
23 | tcLpo |Clock Low to Data out Valid (write) - 60 - 50 - 50 - 40 ns
27| teLpo | Data in to Clock Low 15| — (10| - 10| - [10| - ns
(setup time on read)
29 | tsmon | AS, DS high to Data in Invalid o -|lo|-=|o|=1]o0o]-1ns
(hold time on read)
40 | tcLvm | Clock Low to VMA Low - |70 - 70| - ]70| - |5 | ns
41 tcLet | Clock Low to E Transistion - 55 - 45 - 35 - 35 ns
42 ter, t | E Output Rise and Fall Time - 25 - 15 | - 15 - 15 ns
43 | tymLen | VMA Low to E high 200 - [150| — |90 | - [70 | = | ns
44 | tshypn | AS, DS High to VPA High 0 |120) 0 |90 | o [ 70| 0 | 50 | ns
45 | tgrcal | E Low to Control, Address Bus Invalid 30 - 10 - 10 - 10 - ns
(address hold time)
47| tas; | Asynchronous Input Setup Time 20| - 20| - |10| = |10]| - | ns
49®) | tgueL | AS, DS High to E Low -70| 70 |-55| 55 |—45| 45 |-35|+35| ns
50 ten E Width High 450 — | 350 | - |280.| - |210| - ns
51 teL E Width low 700 — | 550 — |440| - |330]| - ns
54 | teLpor | E Low to Data out Invalid 30 - 20 - 15 - 10 - ns
Notes : 1. For aloading capacitance of less than or equal to 50 pF, subtract 5 nanoseconds from the value given in the maximum columns.

2. Ifthe asynchronous setup time (47) requirements are satisfied, the DTACK low-to-data setup time (31) requirement can be ignored.
The data must only satisfy the date-in clock-low setupt time (27) for the following cycle.
3. The falling edge of S6 triggers both the negation of the strobes (AS, and x DS) and the falling edge of E. Either of these events can
occur first, depending upon the loading on each signal. Specification 49 indicates the absolute maximum skew that will occur be-
tween the rising edge of the strobes and the falling edge of the E clock.

Figure 8.9 : TS68000 to 6800 Peripheral Timing Diagram — Best Case.
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Note :

This timing diagram is included for those who wish to design their own circuit to generate VMA it shows the best
case possibly attainable.
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Figure 8.10 : TS68000 to 6800 Peripheral Timing Diagram — Worst Case.
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Note : This timing diagram is included for those who wish to design their own circuit to generate VMA. It shows the worst
case possibly attainable.
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8.10. AC ELECTRICAL SPECIFICATIONS — BUS ARBITRATION
(Voc =5Vdc £5% ; GND =0 Vdc ; T = T, to Ty ; see figures 8.11, 8.12 and 8.13)

8 MHz 10 MHz |12.5 MHz | 16 MHz .
N° | Symbol Parameter Unit
Min. {Max. | Min. [ Max.| Min. | Max. | Min. | Max.
7 | tcuapz | Clock high to Address, Data Bus High - 70 - 60 - 50 - 50 ns
Impedance
16 | tcHcz | Clock High to Control Bus High - 80 - 70 - 60 - 50 ns
Impedance
33 | tchaL | Clock High to BG Low - 160 | - | 50| — |40 | - | 40| ns
34 | tcuen | Clock High to BG High - |60 | - | 50| - |40 ] - | 40| ns
35 | teaLaL | BR, Low to BG Low 15 |90ns| 1.5 |80ns| 1.5 |60ns| 1.5 |60ns [Clk Per.
+35 +35 +35 +35
36" | tgkHan | BR, High to BG High 15 |90ns| 1.5 |80ns| 1.5 |70ns| 1.5 |60ns |Clk Per.
+3.5 +35 +35 +35
37 | TeaLan | BGACK Low to BG High 15 |90ns| 1.5 |80ns| 1.5 |70ns| 1.5 |60ns |Clk Per.
+35 +35 +35 +35
37A® {tgaLsrH | BGACK Low to BG High 20 {15 ] 20 | 15| 20 |15 | 10 | 15 | ns
Clocks Clocks Clocks Clocks
38 teLz BG Low to Control, Address, Data Bus - 80 - 70 - 60 - 50 ns
High Impedance (AS High)
39 | Tew |BG Width High 15| - |15 - [15| - |15] - | ck
Per.
46 teaL | BGACK Width Low 1.5 - 15 - 1.5 - 1.5 — |Clk Per.
47| tas, | Asynchronous Input Setup Time 20| - |20 | - | 10| - |[10| = | ns
57 | teasp | BGACK High to Control Bus Driven 15 - 15 - 15 - 15 = |Clk Per.
AS, UDS, LDS . :
FCyx, R/'W, VMA 1 1 1 1
58| tguap | BR High to Control Bus Driven 15| - |15| - [15]| - |15 Clk Per.
Notes : 1. The processor will negate BG and begin driving the bus again if external arbitration logic negates ﬁlefore asserting BGACK.

2. The minimum value must be met to guarantee proper operation. If the maximum value is exceeded, BG may be reasserted.
3. If the asynchronous setup time (47) requirements are satisfied, the DTACK low-to-data setup time (31) requirement canban ign
red. The data must only satisfy the date-in clock-low setup time (27) for the following cycle.

Figures 8.11, 8.12, and 8.13 depict the three bus ar-
bitration cases that can arise. Figure 8.11 shows the
timing where AS is negated when the processor as-
serts BG (ldle Bus Case). Figure 8.12 shows the ti-
ming where AS is asserted when the processor as-
serts BG (Active Bus Case). Figure 8.13 shows the
timing where more than one bus master are reques-
ting the bus. Refer to 4.2.2. Bus Arbitration for a
complete discussion of bus arbitration.

5’ SGS-THOMSON

The waveforms shown in figures 8.11, 8.12, and
8.13 should only be referenced in regard to the
edge-to-edge measurement of the timing specifica-
tions. They are not intended as a functional descrip-
tion of the input and output signals. Refer to other
functional descriptions and their related diagrams
for device operation.
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Figure 8.11 : Bus Arbitration Timing Diagram — Idle Bus Case.
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Figure 8.12 : Bus Arbitration Timing Diagram — Active Bus Case.

SO S1 S2
CLK

N/
o Y
BGACK
®
AS / -—
LDS/UDS / 4~
VMA A
7 1—
RIW 7 -
FCO-FC2 A—
Ol
A1-A23 A ‘ —
DO-D15 441'4,
LN7 SGS-THOMSON 778
Y/ sicroELECTRONICS

83



TS68000

Figure 8.13 : Bus Arbitration Timing Diagram — Multiple Bus Requests.
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SECTION 9

ORDER CODES

This section contains detailed information to be used as a guide when ordering the TS68000

9.1. STANDARD VERSIONS

Part Number Frequency (MH2) Temperature Range Package Type
TS68000 CP8 8.0 0°C to +70°C Plastic DIL
TS68000 VP8 8.0 —40°C to +85°C P Suffix
TS68000 CP10 10.0 0°C to +70°C
TS68000 VP10 10.0 —40°C to +85°C
TS68000 CP12 12.5 0°C to +70°C
TS68000 CP16 16.0 0°C to +70°C
TS68000 CFN8 8.0 0°C to +70°C PLCC
TS68000 VFN8 8.0 —40°C to +85°C FN Suffix
TS68000 CFN10 10.0 0°C to +70°C
TS68000 VFN10 10.0 —40°C to +85°C
TS68000 CFN12 12.5 0°C to +70°C
TS68000 CFN16 16.0 0°C to +70°C
TS68000 CR8 8.0 0°C to +70°C Pin Grid Array
TS68000 CR10 10.0 0°C to +70°C R Suffix
TS68000 CR12 12.5 0°C to +70°C
TS68000 CR16 16.0 0°C to +70°C
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SECTION 10

MECHANICAL DATA

This section contains the pin assignments and
package dimensions for the 64—pin dual-in-line, the

10.1. PIN ASSIGNMENTS
64—Pin Dual-in—Line Package

68—terminal chip carrier (LCCC), the 68—pin grid ar-
ray, and the 68—pin quad pack (PLCC), versions of
the TS68000.

68-Pin Quad Pack (PLCC)

U
D4 d ! 64 1 D5
D3 q 2 63 j D6 Ema
020 3 62 J D7 Do
D15
o1 « 61 [ D8 gm
[J Gno
ooq 5 60 [ 09 D
250 s 53 { D10 g:;z
uos( 7 53 O 568000 F vee
— [ a2
{osQ s 57 [ D12 A s
_ ] A8
RIW[] 9 56 {J D13 D an
DTACK [J10 ss 1D14 1) a6
— [ A15
ge [ s« [1o15 o
BGACK [] 12 53 [JGND e
V000226
BR([] 13 52 [] A23
Ve Qe s1 Pazz We-no comecron
CLK [J1s 50 bAZl
GND ] 16 49 PDvee . .
[1 TS68000 68—-Pin Grid Array
HALT [} 7 48 ] A20
RESET [} 18 47 bAlS
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o) H O O O O O O
1PL2 E 23 s2{]A14 E iPLZ PO A3 A2 A6
PC1 (2 “pass °| o o A
iPLO (] 25 o [l A1 Fl o0 o 0 0
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FCZQ 26 39 (] AN E C?K GSD ViEw vo Acz)o
FC1l27 38 J a10 ol o o S o
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10.2. PACKAGE DIMENSIONS

mm
22.86-23.50
o 20.07-2057
~ x
< : g 7
g 81.41-81.66 o & ™
& o [
{ 15 T
BASE PLANE Yy L |
SEATING PLANE |
o
1 3 ~i 0.20-030
1.27-1.52 1.40-165 | ’ 2
0.41-0.51 2.5485C 22.8685C
" T
V000216
Pin 1 identification
2413 Identification 4,20 22,61
2413 54" ' 5,08 23,62
2433 61 1 43 \__7
#_.& ! ]
60 10 $1.067
O O 129 | /-
Q
45°
_ ' R
0,127
0,381
72
?17,9
44
nnnpann
aT1tY 2
_eEl._2_7_,l__e_v_e eée#e e
Typ.
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10.2. PACKAGE DIMENSIONS (continued)

mm 26.67-27.18

15.88-16.13
13.08-13.34 183-2.24
|
|

| ] .
|

|

0.43-0.48

-
=
p="-
===
=2

|

i =

4.32-483

0.20 0.38-0.89
e
2.00-262 114-1.47

This is advanced information and specifications are subject to change without notice. Please inquire with our
sales offices about the availability to the different packages.
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8/16—BIT MICROPROCESSOR WITH 8-BIT DATA BUS

» 17 32-BIT DATA AND ADDRESS REGISTERS

= 56 BASIC INSTRUCTION TYPES

» EXTENSIVE EXCEPTION PROCESSING

= MEMORY MAPPED /O

» 14 ADDRESSING MODES

= 1 MBYTE LINEAR ADDRESSING SPACE

s COMPLETE CODE COMPATIBILITY WITH
THE TS68000

DESCRIPTION

The TS68008 is a member of the TS68000 family
of advanced microprocessors. This device allows
the design of cost effective systems using 8-bit da-
ta buses while providing the benefits of a 32-bit
microprocessor architecture. The performance of
the TS68008 is greater than any 8-bit microproces-
sor and superior to several 16-bit microprocessors.
A system implementation based on an 8-bit databus (PLCC 52)

reduces system cost in comparison to 16-bit sys-
tems due to a more effective use of components and

the fact that byte-wide memories and peripherals PIN CONNECTIONS
can be used much more effectively. In addition, the
non-multiplexed address and data buses eliminate a3l 48[) A2
the need for external demultiplexers, thus further Asql 2 whm
simplifying the system. A50 3 46l A0
A6 (] 4 45 Fco
A7l s 4ufiFCt
A8l s 43 Fc2
A9f] 7 42[) TPL2/0
ao0f]e apien
anfs 40[) BERR
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A3n 38pE
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GND } 15 34 CLK
A6 [} 16 33[18R
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p7(} 20 29[1DS
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SECTION1

INTRODUCTION

The TS68008 is a member of the 68000 Family of
advanced microprocessors. This device allows the
design of cost effective systems using 8-bit data
buses while providing the benefits of a 32-bit micro-
processor architecture. The performance of the
TS68008 is greater than any 8-bit microprocessor
and superior to several 16-bit microprocessors.

The resources available to the TS68008 user
consist of the following :

» 17 32-Bit Data and Address Registers

= 56 Basic Instruction Types

= Extensive Exception Processing

= Memory Mapped I/O

= 14 Addressing Modes

s Complete Code Compatibility with the TS68000

A system implementation based on an 8-bit data bus
reduces system cost in comparison to 16-bit sys-
tems due to a more effective use of components and
the fact that byte-wide memories and peripherals
can be used much more effectively. In addition, the
non-multiplexed address and data buses eliminate
the need for external demultiplexers, thus further
simplifying the system.

The TS68008 has full code compatibility (source
and object) with the TS68000 which allows pro-
grams to be run on either MPU, depending on per-
formance requirements and cost objectives.

Figure 1.1 : Progamming Model.

The TS68008 is available in a 48-pin dual-in-line
package (plastic or ceramic) and a 52-pin quad pla-
stic package. Among the four additional pins of the
52-pin package, two additional address lines are in-
cluded beyond the 20 address lines of the 48-pin
package. The address range of the TS68008 is one
of four megabytes with the 48- or 52-pin package,
respectively.

The large non-segmented linear address space of
the TS68008 allows large modular programs to be
developed and executed efficiently. A large linear
address space allows program segment sizes to be
determined by the application rather than forcing the
designer to adopt an arbitrary segment size without
regard to the application’s individual requirements.

The programmer’s model is identical to that of the
TS68000, as shown in figure 1.1, with seventeen
32-bit registers, a 32-bit program counter, and a 16-
bit status register. The first eight registers (D0-D7)
are used as data registers for byte (8-bit), word (16-
bit), and long word (32-bit) operations. The second
set of seven registers (A0-A6), the user stack poin-
ter (A7), and the system stack pointer (A7’) may be
used as software stack pointers and base address
registers. In addition, the registers may be used for
some simple word and long word data operations.
All of the 17 registers may be used as index regis-
ters.
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While all of the address registers can be used to
create stacks and queues, the A7 address register,
by convention, is used as the system stack pointer.
Supplementing this convention is another address
register, A7’, also referred to as the system stack
pointer. This powerful concept allows the supervisor
mode and user mode of the TS68008 to each have
their own system stack pointer (consistently refer-
red to as SP) without needing to move pointers for
each context of use when the mode is switched.

The system stack pointer (SP) is either the supervi-
sor stack pointer (A7’ = SSP) or the user stack point
(A7 = USP), depending on the state of the S bit in
the status register. If the S bit is set, indicating that
the processor is in the supervisor state, when the
SSP is the active system stack pointer and the USP
is not used. If the S bit is clear, indicating that the
processor is in the user state, then the USP is the
active system stack pointer and the SSP is protec-
ted from user modification.

The status register, shown in figure 1.2, may be
considered as two bytes : the user byte and the sys-
tem byte. The user byte contains five bits defining
the overflow (V), zero (Z), negative (N), carry (C),
and extended (X) condition codes. The system byte
contains five defined bits. Three bits are used to de-
fine the current interrupt priority ; any interrupt level
higher than the current mask level will be recogni-
zed. (Note that level 7 interrupts are non-maskable
- that is, level 7 interrupts are always processed).
Two additional bits indicate whether the processor
is in the trace (T) mode and/or in the supervisor (S)
state.

Figure 1.2 : Status Register

1.1. DATA TYPES AND ADDRESSING MODES

Five basic data types are supported. These data
types are :

n Bits

= BCD Digits (4 bits)

» Bytes (8 bits)

= Words (16 bits)

s Long Words (32 bits)

In addition, operations on other data types such as
memory addresses, status word data, etc., are pro-
vided in the instruction set.

Most instructions can use any of the 14 addressing
modes which are listed in table 1.1. These addres-
sing modes consist of six basic types :

= Register Direct

n Register Indirect

» Absolute

= Program Counter Relative

= Immediate

= Implied

The register indirect addressing modes also have
the capability to perform postincrementing, prede-
crementing, offsetting, and indexing. The program
counter relative mode may be used in combination
with indexing and offsetting for writing relocatable
programs.

SYSTEM BYTE

USER BYTE

~

I}Nﬁmﬁlxﬁ&\\w%l~1z1vr31

TRACE MODE EXTEND
SUPERVISOR NEGATIVE
STATE  |NTERRUPT © ZERO
MASK OVERFLOW
V000258 CARRY
37 S5 THoMSON ‘
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Table 1.1 : Addressing Modes.

Addressing Modes Syntax
Register Direct Addressing
Data Register Direct Dn
Address Register Direct An
Absolute Data Addressing
Absolute Short xxx W
Absolute Long xxx L
Program Counter Relative
Addressing
Relative with Offset d16(PC)
Relative with Index Offset dg(PC, Xn)
Register Indirect Addressing
Register Indirect (An)
Postincrement Register Indirect (An) +
Predecrement Register Indirect ~ (An)
Register Indirect with Offset d1g(An)
Indexed Register Indirect with dg(An, Xn)
Offset
Immediate Data Addressing
Immediate #XxX
Quick Immediate #1-#8
Implied Addressing
Implied Register SR/USP/SP/PC

Notes :
Dn = Data Register
An = Address Register

Xn = Address or Data Register used as Index Register

SR = Status Register

PC = Program Counter

SP = Stack Pointer

USP = User Stack Pointer

() = Contents of

ds = 8-Bit Offset (Displacement)
dis = 16-Bit Offset (Displacement)
#xxx = Immediate Data

4/82
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1.2. INSTRUCTION SET OVERVIEW

The TS68008 is completely code compatible with
the TS68000. This means that programs developed
for the TS68000 will run on the TS68008 and vice
versa. This applies equally to either source code or
object code.

The instruction set was designed to minimize the
number of mnemonics remembered by the pro-
grammer. To further reduce the programmer’s bur-
den, the addressing modes are orthogonal.

The instruction set, shown in table 1.2, forms a set
of programming tools thatinclude all processor func-
tions to perform data movement, integer arithmetic,
logical operations, shift and rotate operations, bit
manipulation, BCD operations, and both program
and system control. Some additional instructions
are variations or subsets of these and appear in ta-
ble 1.3.

MICROELECTRONICS
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Table 1.2 : Instruction Set Summary.

Table 1.3 : Variations of Instruction Types.

Mnemonic Description Instruction Variation Description
ABCD Add Decimal with Extend Type
ADD Add ADD ADD Add
AND Logical And
A f . ADDA Add Address
ASL Arithmetic Shift Left ADDQ Add Quick
QSR g”‘hm:‘(':c Sg,':.‘ R"im ADDI Add Immediate
CC ranch Conditionally ADDX Add with Extend
BCHG Bit Test and Change Wi =X
BCLR Bit Test a}nd Clear AND ﬁ:gl kogc;jlc;al Ang t
BRA Branch always nd Immediate
BSET Bit Test and Set ANDI to CCR| And Immediate to
BSR Branch to Subroutine Condition Codes
BTST Bit Test ANDI to SR | And Immediate to
CHK Check Register against Bounds Status Register
CLR Clear Operand
CMP CMP Compare
CMP Compare CMPA Compare Address
DBcc gest C;ondition, Decrement and CMPM Compare Memory
ranc i
DIVS Signed Divide — (E;g":' (E:°"|’pf"e 'O'"med‘a‘e
DIVU Unsigned Divide xclusive Or
- EORI Exclusive Or Immediate
EOR Exclusive Or . .
EXG Exchange Registers EORI to CCR E)Xg‘;i';:ig]’ézc’;;d'ate
EXT Sign Extend
P Ju?np EORI to SR | Exclusive Or Immediate
JSR Jump to Subroutine to Status Register
: MOVE MOVE Move
LEA Load Effective Address
LINK Link Stack MOVEA Move Address
LSL Logical Shift Left MOVEC Move Control Register
LSR Logical Shift Right MOVEM Move Multiple Registers
MOVE Move MOVEP Move Peripheral Data
MULS Signed Multiply MOVEQ Move Quick
MULU Unsigned Mulitply MOVES Move Alternate Address
: : Space
NBCD Negate Decimal with Extend
NEG Negate MOVE from | Move from Status
NOP No Operation SR Register
NOT One's Complement MORE to SR | Move to Status Register
OR Logical Or ?}A(?F\RIE from z\:ﬂgggsfrom Condition
PEA Push Effective Address MOVE to Move to Condition
RESET Reset External Devices CCR Codes
ROL Rotate Left without Extend MOVE USP | Move User Stack
ROR Rotate Right without Extend Pointer
ROXL Rotate Left with Extend
ROXR Rotate Right with Extend NEG NEG Negate
RTE Return from Exception NEGX Negate with Extend
RTR Return and Restore -
RTS Return from Subroutine OR 82| E)c:'g;;igdriate
SBCD Subtract P_ecimal with Extend ORI to CCR | Or Immediate to
Scc Set Conditional Condition Codes
STOP Stop .
SUB Subtract ORI to SR Or Immedlate to Status
SWAP Swap Data Register Halves Register
TAS Test and Set Operand suB 2BSA gugtract Ad
TRAP Trap ubtract ress
TRAPV Trap on Overflow SuBI Subtract Immediate
TST Test sSuBQ Subtract Quick
UNLK Unlink SUBX Subtract with Extend
Ly7 SGS-THOMSON 582
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SECTION 2

DATA ORGANIZATION AND ADDRESSING
CAPABILITIES

This section describes the registers and data orga-
nization of the TS68008.

2.1. OPERAND SIZE

Operand sizes are defined as follows : a byte equals
eight bits, a word equals 16 bits (two bytes), and a
long word equals 32 bits (four bytes). The operand
size for each instruction is either explicitly encoded
in the instruction or implicitly defined by the instruc-
tion operation. Implicit instructions support some
subset of all three sizes. When fetching instructions,
the TS68008 always fetches pairs of bytes (words)
thus guaranteeing compatibility with the TS68000.

2.2. DATA ORGANIZATION IN REGISTERS

The eight data registers support data operands of
1, 8, 16, or 32 bits. The seven address registers to-
gether with the stack pointers support address ope-
rands of 32 bits.

2.2.1. DATA REGISTERS. Each data register is 32
bits wide. Byte operands occupy the low order eight
bits, word operands the low order 16 bits, and long
word operands the entire 32 bits. The least signifi-
cant bit is addressed as bit zero ; the most signifi-
cant bit is addressed as bit 31.

When a data register is used as either a source or
destination operand, only the appropriate low order
portion is changed ; the remaining high order por-
tion is neither used nor changed.

2.2.2. ADDRESS REGISTERS. Each address re-
gister and the stack pointer is 32 bits wide and holds

6/82 L7 SGS:THOMSON

a full 32-bit address. Address registers do not sup-
port the byte sized operand. Therefore, when an ad-
dress register is used as a source operand, either
the low order word or the entire long word operand
is used depending upon the operation size. When
an address register is used as the destination ope-
rand, the entire register is affected regardless of the
operation size. If the operation size is word, any
other operands are sign extended to 32 bits before
the operation is performed.

2.3. DATA ORGANIZATION IN MEMORY

The data types supported by the TS68008 are : bit
data, integer data of 8, 16, or 32 bits, and 32-bit ad-
dresses. Figure 2.1 shows the organization of these
data types in memory.

2.4. ADDRESSING

Instructions for the TS68008 contain two kinds of in-
formation : the type of function to be performed, and
the location of the operand(s) on which to perform
that function. The methods used to locate (address)
the operand(s) are explained in the following para-
graphs.

Instructions specify an operand location in one of
three ways :

Register Specification —the number of the regis-
ter is given in the register
field of the instruction.

Effective Address — use of the different ef-

fective address modes.
- the definition of certain

instructions implies the

use of specific registers.

Implicit Reference

MICROELECTRONICS

94



TS68008

Figure 2.1 : Memory Data Organization.

Bit Data 1 Byte =8 Bits
7 6 5 4 3 2 1 0
(T T T T T T 1]
Integer Data 1 Byte=8 Bits

7 6 5 4 3 2 1 0
Byte 0

Byte 1
Byte 2

Byte 3

1 Word = 2 Bytes = 16 Bits

Byte 0 (MS Byte)
Byte 1 (LS Byte}
Byte 0 (MS Byte)
Byte 1{LS Byte)

Word0 —

Word 1

1 Long Word = 2 Words = 4 Bytes = 32 Bits

Lower Addresses

Higher Agdresses

Lower Addresses

Higher Addresses

Lower Addresses

Byte0 High Order

Byte 1 Word
—————  Long Word0 —

Byte2 Low Order

Byte3 Word

BvteO High Order

Byte 1 Word
———— LongWord 1 —

Byte2 Low Order

Byte3 Word

Higher Addresses

o7 SSTonean
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2.5. INSTRUCTION FORMAT

Instructions are from one to five words (two to ten
bytes) in length as shown in figure 2.2. Instructions
always start on a word boundary thus guaranteeing
compatibility with the TS68000. The length of the in-
struction and the operation to be performed is spe-
cified by the first word of the instruction which is cal-
led the operation word. The remaining words further
specify the operands. These words are eitherimme-
diate operands or extensions to the effective ad-
dress mode specified in the operation word.

2.6. PROGRAM/DATA REFERENCES

The TS68008 separates memory references into
two classes : program references, and data refe-
rences. Program references, as the name implies,
are references to that section of memory containing
the program being executed. Data references refer
to that section of memory containing data. Operand
reads are from the data space except in the case of
the program counter relative addressing mode. All
operand writes are to the data space. The function
codes are used to indicate the address space being
accessed during a bus cycle.

2.7. REGISTER SPECIFICATION

The register field within an instruction specifies the
register to be used. Other fields within the instruc-
tion specify whether the register selected is an ad-
dress or data register and how the register is to be
used.

2.8. EFFECTIVE ADDRESS

Most instructions specify the location of an operand
by using the effective address field in the operation
word. For example, figure 2.3 shows the general for-
mat of the single-effective-address instruction ope-
ration word. The effective address is composed of
two 3-bit fields : the mode field, and the register field.
The value in the mode field selects the different ad-
dress modes. The register field contains the num-
ber of a register.

The effective address field may require additional
information to fully specify the operand. This addi-
tional information, called the effective address ex-
tension, is contained in the following word or words
and is considered part of the instruction, as shown
in figure 2.2. The effective address modes are

Figure 2.2 : Instruction Operation Word General Format.

Even Byte (A0 =0}
7 6 5 4 3 2 1 0

Odd Byte (AO=1)
7 6 5 4 3 2 1 0

Operation Word
(First Word Specifies Operation and Modes)

Immediate Operand
(If Any, One or Two Words)

Source Effective Address Extension
(if Any, One or Two Words)

Destination Effective Address Extension
{if Any, One or Two Words)

Figure 2.3 : Single—Effective—Address Instruction Operation Word.

Even Byte Odd Byte
7 6 5 4 3 2 1 0 7 € 5 4 3 2 1 0
Effecuve Address
X X X X X X X X X X Mode 1 Register
8/82 ‘ LNy SGS-THOMSON
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2.8. EFFECTIVE ADDRESS (continued)

grouped into three categories : register direct, me-
mory addressing, and special.

2.8.1. REGISTER DIRECT MODES. These effec-
tive addressing modes specify that the operand is
in one of sixteen multifunction registers.

2.8.1.1. Data Register Direct.

The operand is in the data register specified by the
effective address register field.

2.8.1.2. Address Register Direct.

The operand is in the address register specified by
the effective address register field.

2.8.2. MEMORY ADDRESS MODES. These effec-
tive addressing modes specify that the operand is
in memory and provide the specific address of the
operand.

2.8.2.1. Address Register Indirect.

The address of the operand is in the address regis-
ter specified by the register field. The reference is
classified as a data reference with the exception of
the jump and jump-to-subroutine instructions.

2.8.2.2. Address Register Indirect With Postincre-
ment.

The address of the operand is in the address regis-
ter specified by the register field. After the operand
address is used, it is incremented by one, two, or
four depending upon whether the size of the ope-
rand is byte, word, or long word. If the address re-
gister is the stack pointer and the operand size is
byte, the address is incremented by two rather than
one to keep the stack pointer on a word boundary.
The reference is classified as a data reference.

2.8.2.3. Address Register Indirect With Predecre-
ment.

The address of the operand will be in the address
register specified by the register field. Before the ad-
dress register is used for operand access, it is de-
cremented by one, two, or four depending upon
whether the operand size is byte, word, or long
word. If the address register is the stack pointer and
the operand size is byte, the address is decremen-
ted by two rather than one to keep the stack pointer
on a word boundary. The reference is classified as
a data reference.

2.8.2.4. Address Register Indirect With Displace-
ment.

This address mode requires one word of extension.
The address of the operand is the sum of the ad-
dress in the address register and the sign-extended

16-bit displacement integer in the extension word.
The reference is classified as a data reference with
the exception of the jump and jump-to-subroutine
instructions.

2.8.2.5. Address Register Indirect With Index.

This address mode requires one word of extension.
The address of the operand is the sum of the ad-
dress in the address register, the sign-extended dis-
placement integer in the low order eight bits of the
extension word, and the contents of the index regis-
ter. The reference is classified as a data reference
with the exception of the jump and jump-to-subrou-
tine instructions.

2.8.3. SPECIAL ADDRESS MODES. The special
address modes use the effective address register
field to specify the special addressing mode instead
of a register number.

2.8.3.1. Absolute Short Address.

This address mode requires one word of extension.
The address of the operand is the extension word.
The 16-bit addressis sign extended before itis used.
The reference is classified as a data reference with
the exception of the jump and jump-to-subroutine
instructions.

2.8.3.2. Absolute Long Address.

This address mode requires two words of extension.
The address of the operand is developed by the
concatenation of the extension words. The high or-
der part of the address is the first extension word ;
the low order part of the address is the second ex-
tension word. The reference is classified as a data
reference with the exception of the jump and jump-
to-subroutine instructions.

2.8.3.3. Program Counter With Displacement.

This address mode requires one word of extension.
The address of the operand is the sum of the ad-
dress in the program counter and the sign-extended
16-bit displacement integer in the extension word.
The value in the program counter is the address of
the extension word. The reference is classified as a
program reference. ) )

2.8.3.4. Program Counter With Index.

This address mode requires one word of extension.
This address is the sum of the address in the pro-
gram counter, the sign-extended displacement inte-
ger in the lower eight bits of the extension word, and
the contents of the index register. The value in the
program counter is the address of the extension
word. This reference is classified as a program re-
ference.

L3y SGS-THOMSON 982
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2.8 EFFECTIVE ADDRESS (continued)
2.8.3.5. Immediate Data.

This address mode requires either one or two words
of extension depending on the size of the operation.

Byte Operation — operand is low order by-
te of extension word
Word Operation — operand is extension

word

—operand is in the two ex-
tension words, high order
16 bits are in the first ex-
tension word, low order 16
bits are in the second ex-
tension word.

2.8.3.6. Implicit Reference.

Some instructions make implicit reference to the
program counter (PC), the system. stack pointer
(SP), the supervisor stack pointer (SSP), the user
stack pointer (USP), or the status register (SR). A
selected set of instructions may reference the sta-
tus register by means of the effective address field.
These are :

ANDI to CCR
ANDI to SR ORIto CCR  MOVE to SR
EORIto CCR  ORIlto SR MOVE from SR

2.9. EFFECTIVE ADDRESS ENCODING SUM-
MARY

Table 2.1 is a summary of the effective addressing
modes discussed in the previous paragraphs.

2.10. SYSTEM STACK

The system stack is used implicitly by many instruc-
tions ; user stacks and queues may be created and
maintained through the addressing modes. Address
register seven (A7) is the system stack pointer (SP).
The system stack pointer is either the supervisor
stack pointer (SSP) or the user stack pointer (USP),
depending on the state of the S bit in the status re-
gister. If the S bit indicates supervisor state, SSP is
the active system stack pointer and the USP is not
used. If the S bit indicates user state, the USP is the
active system stack pointer, and the SSP cannot be
referenced. Each system stack fills from high me-
mory to low memory.

Long Word Operation

EORIto SR MOVE to CCR

10/82
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Table 2.1 : Effective Address Encoding

Summary.
Addressing Mode Mode Register
Data Register Direct 000 |Register Number

with Predecrement

Address Register Direct 001 |Register Number
Address Register Indirect | 010 |Register Number
Aqdress Beg:ster Indirect 011 |Register Number
with Postincrement

Address Register Indirect 100 |Register Number

Address Register Indirect
with Displacement

101

Register Number

Address Register Indirect
with Index

110

Register Number

Absolute Short

111

000

Absolute Long

111

001

Program Counter with
Displacement

111

010

Program Counter with
Index

011

Immediate

111

100

MICROELECTRONICS
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SECTION 3

INSTRUCTION SET SUMMARY

This section contains an overview of the form and
structure of the TS68008 instruction set. The in-
structions form a set of tools that include all the ma-
chine functions to perform the following operations :

Data Movement
Integer Arithmetic
Logical

Shift and Rotate

Bit Manipulation
Binary Coded Decimal
Program Control
System Control

The complete range of instruction capabilities com-
bined with the flexible addressing modes described
previously provide a very flexible base for program
development.

3.1. DATA MOVEMENT OPERATIONS

The basic method of data acquisition (transfer and
storage) is provided by the move (MOVE) instruc-
tion. The move instruction and the effective addres-
sing modes allow both address and data manipula-
tion. Data move instructions allow byte, word, and
long word operands to be transferred from memory
to memory, memory to register, register to memory,
and register to register. Address move instructions
allow word and long word operand transfers and en-
sure that only legal address manipulations are exe-
cuted. In addition to the general move instruction
there are several special data movement instruc-
tions : move multiple registers (MOVEM), move pe-
ripheral data (MOVEP), exchange registers (EXG),
load effective address (LEA), push effective address
(PEA), link stack (LINK), unlink stack (UNLK), and
move quick (MOVEQ). Table 3.1 is a summary of
the data movement operations.

Table 3.1 : Data Movement Operations.

Table 3.1 : (continued).

Instruction Ope_rand Operation
Size

(EA) - Dn

MOVEP 16, 32 Dn — (EA)

MOVEQ 8 #xxx — Dn

PEA 32 EA — - (SP)
SWAP 32 Dn(31 :16) <> Dn(15 : 0)

An — SP
UNLK B (SP) + = An

Notes : s = source
d = destination
[ 1= bit number

3.2. INTEGER ARITHMETIC OPERATIONS

The arithmetic operations include the four basic
operations of add (ADD), subtract (SUB), multiply
(MUL), and divide (DIV) as well as arithmetic com-
pare (CMP), clear (CLR), and negate (NEG). The
add and subtract instructions are available for both
address and data operations, with data operations
accepting all operand sizes. Address operations are
limited to legal address size operands (16 or 32 bits).
Data, address, and memory compare operations
are also available. The clear and negate instructions
may be used on all sizes of data operands.

The multiply and divide operations are available for
signed and unsigned operands using word multiply
to produce a long word product, and a long word di-
vidend with word divisor to produce a word quotient
with a word remainder.

Multiprecision and mixed size arithmetic can be ac-
complished using a set of extended instructions.
These instructions are : add extended (ADDX), sub-
tract extended (SUBX), sign extend (EXT), and ne-
gate binary with extend (NEGX).

A test operand (TST) instruction that will set the
condition codes as a result of a compare of the ope-
rand with zero is also available. Test and set (TAS)
is a synchronization instruction useful in multipro-

- = indirect with predecrement
+ = indirect with postdecrement
# = immediate data

Instruction| OPerand Operation cessor systems. Table 3.2 is a summary of the inte-
Size ger arithmetic operations.
EXG 32 Rx < Ry
LEA 32 EA - An
An — — (SP)
LINK - SP — An
SP + Displacement — SP
MOVE | 8,26, 32 (EA)s — (EA)
(EA) - An, Dn
MOVEM 16, 32 An, Dn — (EA)
L7 SGS-THOMSON 1182
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Table 3.2 : Integer Arithmetic Operations.

3.3. LOGICAL OPERATIONS
Logical operation instructions AND, OR, EOR, and

Instruction Opsei;:nd Operation NOT are available for all sizes of integer data ope-
rands. A similar set of immediate instructions (AN-
8, 16, 32 ER + (EA) - 22 DI, ORI, and EORI) provide these logical operations
ADD (I(E A)):#x)':x__))( (E A)) with all sizes of immediate data. Table 3.3 is a sum-
16, 32 An + (EA) — An mary of the logical operations.
8 16, 32 Dx + Dy + X — Dx Table 3.3 : Logical Operations.
ADDX P
16, 32 — (AX) + — (Ay)+ X = (Ax) Operand
CLR 8. 16, 32 0 — EA Instruction pSize Operation
8, 16, 32 Dn - (EA) Dn A (EA) - Dn
cMP - (EA) — #xxxx AND 8, 16, 32 (EA) A Dn — (EA)
(AX) + - (Ay) + (EA) A #xxx — (EA)
16, 32 An — (EA) Dn V (EA) — Dn
DIVS 32+ 16 Dn + (EA) —» Dn OR 8, 16, 32 (EA) V Dn — (EA)
DIVU 32+ 16 Dn + (EA) - Dn (EA) V #xxx — (EA)
8 — 16 (Dn)g — Dnyg (EA) ® Dy — (EA)
X EOR 8, 16, 32
EXT 16 — 32 (Dn)1e — Dng3»2 (EA) @ #xxx — (EA)
MULS 16 x 16 — dN x (EA) — Dn NOT 8, 16, 32 ~ (EA) — (EA)
32 Notes : # = immediate data
~ =invert
MULU 16 x 16 - dN x (EA) - Dn A = logical AND
32 V = logical OR
NEG 8, 16, 32 0 - (EA) — (EA) @ = logical exclusive OR
NEGX 8, 16, 32 O - (EA) - X = (EA) 3.4. SHIFT AND ROTATE OPERATIONS
Dn - (EA) — Dn Shift operations in both directions are provided by
SuB 8. 16. 32 (EA) - Dn — (EA) the arithmetic instructions ASR and ASL and logical
T (EA) — #xxx — (EA) shift instructions LSR and LSL. The rotate instruc-
An - (EA) — An tions (with and without extend) available are ROXR,
SUBX 8 16 32 Dx — Dy — X — Dx ROXL, ROR, and ROL. All shift and rotate opera-
T — (AX) — — (Ay) = X - (AX) tions can be performed in either registers or memo-
TAS ) (EA) -0, 1 - EA [7] ry. Register shifts and rotates support all operand
- sizes and allow a shift count specified in a data re-
TST 8, 16, 32 (EA) -0 gister.
Notes : [ ] = bit number

— () = indirect with predecrement
() + = indirect with postdecrement
# = immediate data

Memory shifts and rotates are for word operands
and provide single-bit shifts or rotates.

Table 3.4 is a summary of the shift and rotate ope-

rations.
Table 3.4 : Shift and Rotate Operations.
Instruction Operand Size Operation
ASL 8, 16, 32
[ xC ] ] 0
ASR 8, 16, 32 ’:| ] xc ]
]
LSL 8, 16, 32 [}C || ~— | 0
LSR 8, 16,32 o—[ | xc |
12/82
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Table 3.4 : Shift and Rotate Operations (continued).

Instruction Operand Size Operation
ROL 8,16, 32 [c |.£| |J
ROR 8, 16, 32 L] ¢ ]
ROXL 8, 16,32 < ]‘J‘L e x W‘J
ROXR 8, 16, 32 X ] L]

3.5. BIT MANIPULATION OPERATIONS

Bit manipulation operations are accomplished using
the following instructions : bit test (BTST), bit test
and set (BSET), bit test and clear (BCLR), and bit
test and change (BCHG). Table 3.5 is a summary
of the bit manipulation operations. (Z is bit 2 of the
status register).

Table 3.5 : Bit Manipulation Operations.

Instruction Ope‘rand Operation
Size
BTST 8, 32 ~bitof (EA) - Z
~ bit of (EA) > Z
BSET 8,32 1 — bit of EA
~ bit of (EA) - Z
BOLR 8, 32 0 —> bit of EA
~ bit of (EA) & Z
BCHG 832 | _ it of (EA) - bit of EA
Note : ~ = Invert

3.6. BINARY CODED DECIMAL OPERATIONS

Multiprecision arithmetic operations on binary co-
ded decimal numbers are accomplished using the
following instructions : add decimal with extend
(ABCD), subtract decimal with extend (SBCD), and
negate decimal with extend (NBCD). Table 3.6 is a
summary of the binary coded decimal operations.

‘Y—I. SGS-THOMSON

Table 3.6 : Binary Coded Decimal Operations.

Instruction Opgrand Operation
Size
DX10 + Dy1o + X — Dx
ABCD 8
© — ()10 + = (Ay)10 + X -
(Ax)
Dx10 — Dy1o — X — Dx
SBCD 8 — (AX)10 — — (Ay)10 — X —
(Ax)
NBCD 8 0-(EA)10 - X (EA)

3.7. PROGRAM CONTROL OPERATIONS

Program control operations are accomplished using
a series of conditional and unconditional branch in-
structions, jump instructions, and return instruc-
tions. These instructions are summarized in table
3.7.

The conditional instructions provide setting and
branching for the following conditions :

CC - Carry Clear LS - Low or Same

CS - Carry Set LT - Less Than

EQ - Equal MI - Minus
F - Never True NE - Not Equal
GE - Greater or Equal PL - Plus

GT - Greater Than
HI - High
LE - Less or Equal

T - Always True
VC - No Overflow
VS - Overflow

13/82
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Table 3.7 : Program Control Operations.

Instruction Operation
Conditional
Bce Branch Conditionally (14 conditions)
8- and 16-bit Displacement
DBcc Test Condition, Decrement, and Branch
16-bit Displacement
Scc Set Byte Conditionally (16 condtions)
Unconditional
BRA Branch always
8- and 16-bit Displacement
BSR Branch to Subroutine
8- and 16-bit Displacement
JMP Jump
JSR Jump to Subroutine
Returns
RTR Return and Restore Condition Codes
RTS Return from Subroutine

3.8. SYSTEM CONTROL OPERATIONS

System control operations are accomplished by

structions, and instructions that use or modify the
status register. These instructions are summarized

using privileged instructions, trap generating in- in table 3.8.
Table 3.8 : System Control Operations.
Instruction Operation
Privileged
ANDI to SR Logical AND to Status Register
EORI to SR Logical EOR to Status Register
MOVE EA to SR Load New Status Register
MOVE USP Move User Stack Pointer
ORI to SR Logical OR to Status Register
RESET Reset External Devices
RTE Return from Exception
STOP Stop Program Execution
Trap Generating
CHK Chek Data Register against Upper Bounds
TRAP Trap
TRAPV Trap on Overflow
Status Register
ANDI to CCR Logical AND to Condition Codes
EORI to CCR Logical EOR to Condition Codes
MOVE EA to CCR Load New Condition Codes
MOVE SR to EA Store Status Register
ORI to CCR Logical OR to Condition Codes
14/82 L3y SGS-THOMSON
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SECTION 4

SIGNAL AND BUS OPERATION DESCRIPTION

This section contains a brief description of the input
and output signals. A discussion of bus operation
during the various machine cycles and operations
is also given.

4.1. SIGNAL DESCRIPTION

The TS68008 is available in two package sizes (48-
pin and 52-pin). The additional four pins of the 52-
pin quad package allow for additional signals : A20,
A21, BGACK, and IPL2.

Throughout this document, references to the ad-
dress bus pins (A0-A19) and the interrupt priority le-
velpins (IPLO/IPL2, IPL1) referto AO-A21 and IPLO,
IPL1, and IPL2 for the 52-pin version of the
TS68008.

The input and output signals can be functionally or-
ganized into the groups shown in figure 4.1(a) for
the 48-pin version and in figure 4.1(b) for the 52-pin
version. The following paragraphs provide a brief
description of the signals and a reference (if appli-
cable) to other paragraphs that contain more infor-
mation about the function being performed.

4.1.1. ADDRESS BUS (48-PIN : AO THROUGH
A19. 52-PIN : AO THROUGH A21). This unidirectio-
nal three-state bus provides the address for bus
operation during all cycles except interrupt acknow-

Figure 4.1 : Input and Output Signals.

ledge cycles. During interrupt acknowledge cycles,
address lines A1, A2, and A3 provide information
about what level interrupt is being serviced while ad-
dress lines A0 and A4 through A19 (A21) are all dri-
ven high.

4.1.2. DATA BUS (DO THROUGH D7). This 8-bit,
bidirectional, three-state bus is the general purpose
data path. During an interrupt acknowledge cycle,
the external device supplies the vector number on
data lines D0-D7.

4.1.3. ASYNCHRONOUS BUS CONTROL. Asyn-
chronous data transfers are handled using the fol-
lowing control signals : address strobe, read/write,
data strobe, and data transfer acknowledge. These
signals are explained in the following paragraphs.

4.1.3.1. Address Strobe (AS).

This three-state signal indicates that there is a valid
address on the address bus. It is also used to "lock"
the bus during the read-modify-write cycle used by
the test and set (TAS) instruction.

4.1.3.2. Read/Write (R/W).

This three-state signal defines the data bus transfer
as aread or write cycle. The R/W signal also works
in conjunction with the data strobe as explained in
the following paragraph.

Voo ———
GND —————
CLK ———»

ADD. BUS > AO-A19,A20% A21*
DATA BUS » DO-D7

—— A5\
b——> RIW ASYNCHRONOUS
FCO ~¢—-—] L » BS BUS CONTROL
PROCESSOR R
smus{ FO <+ 1seso08 [ DTACK
FC2 ~———] _
le———— BR
6800 - 56 BUS ARBITRATION
PERIPHERAL { __ > CONTROL
CONTROL { o S e« BGACK"
BERR ——— > le————— [PLO/IPL2
SYSTEM | =——eee = INTERRUPT
cONTRoL | RESET =% > [« 1PL1 CONTROL
HALT t——»] f—————— {pL2"
V000259
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4.1.3.3. Data Strobe (DS).

This three-state signal controls the flow of data on
the data bus as shown in table 4.1. When the R/'W
line is high, the processor will read from the data bus
as indicated. When the R/W line is low, the proces-
sor will write to the data bus as shown.

4.1.3.4. Data Transfer Acknowledge (DTACK).

This input indicates that the data transfer is comple-
ted. When the processor recognizes DTACK during
aread cycle, data is latched and the bus cycle is ter-
minated. When DTACK is recognized during a write
cycle, the bus cycle is terminated. (Refer to 4.4.
Asynchronous Versus Synchronous Opera-
tion).

4.1.4. BUS ARBITRATION CONTROL. The 48-pin
TS68008 contains a simple two-wire arbitration cir-
cuit and the 52-pin TS68008 contains the full three-
wire TS68000 bus arbitration control. Both versions
are designed to work with daisy-chained networks,
priority encoded networks, or a combination of these
techniques. This circuit is used in determining which
device will be the bus master device.

4.1.4.1. Bus Request (BR).

This input is wire ORed with all other devices that
could be bus masters. This device indicates to the
processor that some other device desires to be-
come the bus master. Bus requests may be issued
at any time in a cycle or even if no cycle is being per-
formed.

4.1.4.2. Bus Grant (BG).

This output indicates to all other potential bus mas-
ter devices that the processor will release bus
control at the end of the current bus cycle.

4.1.4.3. Bus Grant Acknowledge (BGACK).

This input, available on the 52-pin version only, in-
dicates that some other device has become the bus
master. This signal should not be asserted until the
following four conditions are met :

—1.a bus grant has been received,

— 2.address strobe is inactive which indicates that
the microprocessor is not using the bus,

— 3.data transfer acknowledge is inactive which in-

— 4. bus grant acknowledge is inactive which indicates
that no otherdevice is still claiming bus master-ship.

Notes :

1. There is a_two-clock interval straddling the
transition of AS from the inactive state to the ac-
tive state during which BG cannot be issued.

2. If an existing TS68000 system is retrofitted to
use the TS68008, 48-pin version (using BR and
BG only), the existing BR and BGACK signals
should be ANDed and the resultant signal
connected to the TS68008’s BR.

4.1.5.INTERRUPT CONTROL (48-PIN : IPLO/IPL2,
IPL1. 52-PIN : IPLO, IPL1, IPL2). These input pins
indicate the encoded priority level of the device re-
questing an interrupt. The TS68000 and the 52-pin
TS68008 MPUs use three pins to encode a range
of 0-7 but, for the 48-pin TS68008 only two pins are
available. By connecting the IPLO/IPL2 pin to both
the IPLO and IPL2 inputs internally, the 48-pin en-
codes values of 0, 2, 5, and 7. Level zero is used to
indicate that there are no interrupts pending and le-
vel seven is a non-maskable edge-triggered inter-
rupt. Except for level seven, the requesting level
must be greater than the interrupt mask level contai-
ned in the processor status register before the pro-
cessor will acknowledge the request.

The level presented to these inputs is continually
monitored to allow for the case of a requesting level
that is less than or equal to the processor status re-
gister level to be followed by a request that is grea-
ter than the processor status register level. A
satisfactory interrupt condition must exist for two
successive clocks before triggering an internal inter-
rupt request. An interrupt acknowledge sequence is
indicated by the function codes.

4.1.6. SYSTEM CONTROL. The system control in-
puts are used to either reset or halt the processor
and to indicate to the processor that bus errors have
occurred. The three system control signals are ex-
plained in the following paragraphs.

Table 4.1 : Data Strobe Control of Data Bus.

DS RIW
1 -

DO - D7
No Valid Data

\ . - 0 1 Valid Data Bits 0-7 (read cycle)
dicates that neither memory nor peripherals are - - -
using the bus, and 0 0 Valid Data Bits 0-7 (write cycle)
16/82
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4.1.6.1. Bus Error (BERR).

This input informs the processor that there is a pro-

blem with the cycle currently being executed. Pro-

blems may be a result of :

- 1. nonresponding devices,

- 2. interrupt vector number acquisition failure,

- 3. illegal access request as determined by a me
mory management unit, or

- 4. various other application dependent errors.

The bus error signal interacts with the halt signal to
determine if the current bus cycle should be reexe-
cuted or if exception processing should be perfor-
med. Refer to 4.2.3. Bus Error and Halt Operation
for a detailed description of the interaction which is
summarized below.

BERR HALT Resulting Operation

High  High Normal operation

High Low Single bus cycle operation

Low High Bus error - exception processing
Low Low Bus error - re-run current cycle

4.1.6.2. Reset (RESET).

This bidirectional signal line acts to reset (start a sys-
tem initialization sequence) the processor in re-
sponse to an external RESET signal. An internally
generated reset (result of a reset instruction) causes
all external devices to be reset and the internal state
of the processor is not affected. A total system re-
set (processor and external devices) is the result of
external HALT and RESET signals applied at the
same time. Refer to 4.2.4. Reset Operation for fur-
ther information.

4.1.6.3. Halt (HALT).

When this bidirectional line is driven by an external
device, it will cause the processor to stop at the com-
pletion of the current bus cycle. When the proces-
sor has been halted using this input, all control
signals are inactive and all three-state lines are put
in their high-impedance state. Refer to 4.2.3. Bus
Error and Halt Operation for additional information
about the interaction between the halt and bus er-
ror signals.

Figure 4.2 : External VMA Generation.

When the processor has stopped executing instruc-
tions, such as in a double bus fault condition, the
halt line is driven by the processor to indicate to ex-
ternal devices that the processor has stopped.

4.1.7. 6800 PERIPHERAL CONTROL. These
control signals are used to allow the interfacing of
synchronous 6800 peripheral devices with the asyn-
chronous TS68008. These signals are explained in
the following paragraphs.

The TS68008 does not supply a valid memory ad-
dress (VMA) signal like that of the TS68000. The
VMA signal indicates to the 6800 peripheral devices
that there is a valid address on the address bus and
that the processor is synchronized to the enable
clock. This signal can be produced by a TTL circuit
(see a sample circuit in figure 4.2). The VMA signal,
in this circuit, only responds to a valid peripheral ad-
dress (VPA) input which indicates that the periphe-
ral is an 6800 Family device. Timing for this circuit
is shown in figure 6.2.

The VPA decode shown in figure 4.2 is an active
high decode indicating that address strobe (AS) has
been asserted and the address bus is addressing
an 6800 peripheral. The VPA output of the circuit is
used to indicate to the TS68008 that the data trans-
fer should be synchronized with the enable (E) si-
gnal.

4.1.7.1. Enable (E).

This signal is the standard enable signal common
to all 6800 type peripheral devices. The period for
this output is 10 TS68008 clock periods (six clocks
low, four clocks high).

4.1.7.2. Valid Peripheral Address (VI?A_).

This input indicates that the device or region addres-
sed is a 6800 Family device and that data transfer
should be synchronized with the enable (E) signal.
This input also indicates that the processor should
use automatic vectoring for an interrupt. Refer to 6.0
Interface with 6800 Peripherals.

4.1.8. PROCESSOR STATUS (FCO, FC1, FC2).
These function code outputs indicate the state (user

SN74L573 SN74LS73
A B
VPA Decode (Address
Decode ® Strobe) J Q J QpF—NC
E—Jr—-d>0< —a>CK
5 " = VMA (To 6800
L “an @ a Devices)
L VPA(To TS68008)
oK ———————
‘_ SGS-THOMSON 17/82
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Table 4.2 : Function Code Outputs.

Function Code Output Cycle Type
FC2 FC1 FCO
Low Low Low (undefined, reserved)
Low Low High User Data
Low High Low User Program
Low High High (undefined, reserved)
High Low Low (undefined, reserved)
High Low High Supervisor Data
High High Low Supervisor Program
High High High Interrupt Acknowledge

Table 4.3 : Signal Summary.

or supervisor) and the cycle type currently being
executed, as shown in table 4.2. The information in-
dicated by the function code outputs is valid when-
ever address strobe (AS) is active.

4.1.9. CLOCK (CLK). The clock input is a TTL-com-
patible signal that is internally buffered for develop-
ment of the internal clocks needed by the processor.
The clock input shall be a constant frequency.

4.1.10. Vcc and GND. Power is supplied to the pro-
cessor using these two signals. Vcc is power and
GND is the ground connection.

4.1.11. SIGNAL SUMMARY. Table 4.3 is a summa-
ry of all the signals discussed in the previous para-
graphs.

Signal Name Mnemonic |Input/Output| Active State Hi-Z
On HALT | On BGACK

Address Bus AO-A19 Output High Yes Yes
Data Bus D0-D7 Input/Output High Yes Yes
Address Strobe AS Output Low No Yes
Read/Write RW Output F\;\(/a:'::; rll(')%vh :‘lg zz:
Data Strobes DS Output Low No Yes
Data Transfer Acknowledge DTACK Input Low No No
Bus Request BR Input Low No No
Bus Grant BG Output Low No No
Bus Grant Acknowledge* * BGACK Input Low No No
Interrupt Priority Level IPLx Input Low No No
Bus Error BERR Input Low No No
Reset RESET Input/Output Low No* No*
Halt HALT Input/Output Low No* No*
Enable E Output High No No
Valid Peripheral Address VPA Input Low No No
Function Code Output FCO, FC1, FC2 Output High No Yes
Clock CLK Input High No No
Power Input Vee Input - - -
Ground GND Input - - -

* Open Drain.

** 52-Pin Version Only.

18582 L7 S5s-THOMSON
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4.2. BUS OPERATION

The following paragraphs explain control signal and
bus operation during data transfer operations, bus
arbitration, bus error and halt conditions, and reset
operation.

4.2.1. DATA TRANSFER OPERATIONS. Transfer
of data between devices involves the following
leads :

« Address bus A0 through A19
« Data bus DO through D7
« Control signals

The address and data buses are separate non-mul-
tiplexed parallel buses. Data transfer is accomplis-
hed with an asynchronous bus structure that uses
handshakes to ensure the correct movement of da-
ta. In all cycles, the bus master assumes responsi-
bility for deskewing all signals it issues at both the
start and end of a cycle. In addition, the bus master
is responsible for deskewing the acknowledge and
data signals from the slave device.

The following paragraphs explain the read, write,
and read-modify-write cycles. The indivisible read-
modify-write cycle is the method used by the
TS68008 for interlocked multiprocessor communi-
cations.

Note : The terms assertion and negation will be
used extensively. This is done to avoid
confusion when dealing with a mixture of
"active-low" and "active-high" signals. The
term assert or assertion is used to indicate
that a signal is active or true independent of
whether that voltage is low or high. The term
negate or negation is used to indicate that a
signal is inactive or false.

4.2.1.1. Read Cycle.

During a read cycle, the processor receives data
from the memory or a peripheral device. The pro-
cessor reads bytes of data in all cases. If the instruc-
tion specifies a word (or double word) operation, the
processor reads both bytes. When the instruction
specifies byte operation, the processor uses AQ to
determine which byte to read and then issues data
strobe.

A word read cycle flowchart is given in figure 4.3. A
byte read cycle flowchart is given in figure 4.4. Read
cycle timing is given in figure 4.5. Figure 4.6 details
words and byte read cycle operations.

4.2.1.2. Write Cycle.

During a write cycle, the processor sends data to ei-
ther the memory or a peripheral device. The proces-
sor writes bytes of data in all cases. If the instruction
specifies a word operation, the processor writes
both bytes. When the instruction specifies a byte
operation, the processor uses AO to determine
which byte to write and then issues the data strobe.
A word write cycle flowchart is given in figure 4.7. A
byte write cycle flowchart is given in figure 4.8. Write
cycle timing is given in figure 4.5. Figure 4.9 details
word and byte write cycle operation.

4.2.1.3. Read-Modify-Write Cycle.

The read-modify-write cycle performs a byte read,
modifies the data in the arithmetic-logic unit, and
writes the data back to the same address. In the
TS68008, this cycle is indivisible in that the address
strobe is asserted throughout the entire cycle. The
test and set (TAS) instruction uses this cycle to pro-
vide meaningful communication between proces-
sors in a multiple processor environment. This
instruction is the only instruction that uses the read-
modify-write cycle and since the test and setinstruc-
tion only operates on bytes, all read-modify-write
cycles are byte operations. A read-modify-write cy-
cle flowchart is given in figure 4.10 and a timing dia-
gram is given in figure 4.11.

4.2.2. BUS ARBITRATION. Bus arbitration on the
52-pin version of the TS68008 is identical to that on
the TS68000.

Bus arbitration on the 48-pin version of the TS68008
has been modified from that on the TS68000. It is
controlled by the same finite state machine as on
the TS68000, but because the BGACK input signal
is not bonded out to a pin and is, instead, perma-
nently negated internally, the bus arbitration be-
comes a two-wire handshake circuit. Therefore, in
reading the following paragraphs for a description
of bus arbitration on the 48-pin version of the
TS68008, the BGACK signal should be considered
permanently negated.

Bus arbitration is a technique used by master-type

devices to request, be granted, and acknowledge

bus mastership. In its simplest form, it consists of

the following :

1. asserting a bus mastership request,

2. receiving a grant that the bus is available at the
end of the current cycle, and

3. on the 52-pin version of the TS68008 only, ac-
knowledging that mastership has been assumed.

L7 S5S-THOMSON 19582
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Figure 4.3 : Word Read Cycle Flowchart.

BUS MASTER

Address the Device

1} Set R/W to Read

2) Place Address on A1-A19

3) Set A0O=0

4) Place Function Code on FCO-FC2
5) Assert Address Strobe (AS)

6) Assert Data Strobe (DS)

SLAVE

Acquire the Data

Present the Data

1) Latch Data
2) Negate [°5}
3) Negate AS

1) Decode Address
2) Place Data on DO-D7
3) Assert Data Transfer Acknowledge

Read Second Byte

Terminate the Cycle

1) Set R/W to Read

2} Place Address on A1-A19

3) Set AD=1

4) Place Function Code on FCO-FC2
5} Assert Address Strobe (AS)

6) Assert Data Strobe (DS)

1) Remove Data trom DO-D7
2) Negate DTACK

Acquire the Data

Present the Data

1) Latch Data
2) Negale@
3) Negate AS

1) Decode Address
2) Place Data on DO-D7
3} Assert Data Transfer Acknowledge

Start Next Cycle

Terminate the Cycle

1) Remove Data trom DO-D7
2) Negate DTACK
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Figure 4.4

: Byte Read Cycle Flowchart.

BUS MASTER

Address the Device

1) Set R/W to Read

2) Place Address on AQ-A19

3) Place Function Code on FCO-FC2
4) Assert Address Strobe (AS)

5) Assert Data Strobe (DS)

SLAVE

Presant the Data

1) Decode Address
2) Place Data on DO-D7
3) Assent Data Transfer Acknowledge

Terminate the Cyule

Acquire the Data
1) Latch Data
2) Negate DS
3) Negate AS
[ Start Next Cycle e

1) Remove Data from DO-D7
2) Negate DTACK

Figure 4.5 : Read and Write Cycle Timing Diagram.

CLK

FCO-FC2

AO-A19

AS

SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 54 S5 S6 S7 SO S1 S2S3 S4 w w w w S5 S6 S7

xXZ
oC

|
J Il

[ Read

inte——*———-smw Read ———’l

&7

SGS-TH

MICRO!

OMSON
ECTROWICS

21/82

109



TS68008

Figure 4.6 : Word and Byte Read Cycle Timing.
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Figure 4.7 : Word Write Cycle Flowchart.

BUS MASTER SLAVE

Address the Device

1) Place Address on A1-A19

2) Set AO=0

3} Place Function Code on +CO-+C2
4) Assert Address Strobe (AS)

5) Set R/W to Write

6) Place Data on DO-D7

7) Assert Data Strobe (DS) Accept the Data

1) Decode Address
2) Store Data on DO-D7
3) Assert Data Transfer Acknowledge

Terminate Output Transfer

1) Negate DS

2) Negate AS

3} Remove Data from DO-D7
4) Set R/W to Read

Terminate the Cycle

1) Negate DTACK

Wiite Second Byte

1) Place Address on A1-A19

2) Set AO=1

3) Place Function Code on FCO-FC2
4) Assert Address Strobe (AS)

5) Set R/W to Write

6) Place Data on DO-D7

7) Assert Data Strobe (DS) Accept the Data

1) Decode Address
2) Store Data on DO-D7
3) Assert Data Transfer Acknowledge

Terminate Output Transfer

1) Negate DS

2) Negate AS

3) Remove Data from DO-D7
4) Set R/W to Read

Termi the Cycle

1) Negate DTACK

T

[ Start Next Cycle
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Figure 4.8 : Byte Write Cycle Flowchart.

BUS MASTER

Address the Device

1) Place Address on AG-A19

2) Place Function Code on FCO-FC2
3} Assen Address Strobe (AS)

4) Set R/W 10 Write

5) Place Data on DO-D7

6) Assen Data Strobe (D5)

SLAVE

Terminate Output Transfer

Accept the Data

1) Decode Address
2) Store Data on DU-D/
3} Assert Data Transfer Acknowledge

1) Negate DS

2) Negate AS

3) Remove Data from DO-D7
4) Set R/W 10 Read

L

Start Next Cycle

Terminare the Cycle

1) Negate DTACK

Figure 4.9 : Word and Byte Write Cycle Timing.
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Figure 4.10 : Read-Modify-Write Cycle Flowchart.

BUS MASTER SLAVE

Address the Device

1) Place Address un AO-A19
2} Set R/W to Read

3) Assert Address Strobe (AS)
4) Assert Data Strobe (BSF

- Present the Data

1) Decode Address
2) Place Data on DO-D7
3) Assert Data Transfer Acknowledge

Acquire the Data

1} Latch Data’
2) Negate D3
3! Start Data Modfication

> Terminate the Cycle

1) Remove Data from DO-D?
2) Negate DTACK

Start Output Transfer <

1) Set R/W to Write
2) Place Modised Data on DO-D7
31 Assert Data Strobe (DS)
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Terminate Output Transfer
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Figure 4.11 : Read-Modify-Write Cycle Timing.
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Flowcharts showing the detail involved in a request
from a single device are illustrated in figure 4.12 for
the 48-pin version and figure 4.13 for the 52-pin ver-
sion. Timing diagrams for the same operation are
given in figure 4.14 and figure 4.15. This technique
allows processing of bus requests during data trans-
fer cycles.

The timing diagram shows that the bus request is
negated at the time that an acknowledge is asser-
ted. This type of operation would be true for a sys-
tem consisting of the processor and one device ca-
pable of bus mastership. In systems having a num-
ber of devices capable of bus mastership, the bus
request line from each device is wire ORed to the
processor. In this system, it is easy to see that there
could be more than one bus request being made.
The timing diagram shows that the bus grant signal
is negated a few clock cycles after the transition of
the acknowledge (BGACK) signal.

However, if the bus requests are still pending, the
processor will assert another bus grant within a few
clock cycles after it was negated. This additional as-

26/82
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sertion of bus grant allows external arbitration cir-
cuitry to select the next bus master before the cur-
rent bus master has completed its requirements.
The following paragraphs provide additional infor-
mation about the three steps in the arbitration pro-
cess.

4.2.2.1. Requesting The Bus.

External devices capable of becoming bus masters
request the bus by asserting the bus request (BR)
signal. This is a wire-ORed signal (although it need
not be constructed from open-collector devices) that
indicates to the processor that some external device
requires control of the external bus. The processor
is effectively at a lower bus priority level than the ex-
ternal device and will relinquish the bus after it has
completed the last bus cycle it has started.

On the 52-pin version, when no acknowledge is re-
ceived before the bus request signal goes inactive,
the processor will continue processing when it de-
tects that the bus request is inactive. This allows or-
dinary processing to continue if the arbitration
circuitry responded to noise inadvertently.
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Figure 4.12 : Bus Arbitration Cycle Flowchart for the 48-Pin Version.
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Figure 4.13 : Bus Arbitration Cycle Flowchart for the 52-Pin Version.
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Figure 4.14 : Bus Arbitration Timing for the 48-Pin Version.
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Figure 4.15 : Bus Arbitration Timing for the 52-Pin Version.
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4.2.2.2. Receiving The Bus Grant.

The processor asserts bus grant (BG) as soon as
possible. Normally this is immediately after internal
synchronization. The only exception to this occurs
when the processor has made an internal decision
to execute the next bus cycle but has not progres-
sed far enough into the cycle to have asserted the
address strobe (AS) signal. In this case, bus grant
will be delayed until AS is asserted to indicate to ex-
ternal devices that a bus cycle is being executed.

The bus grant signal may be routed through a dai-
sy-chained network or through a specific priority-en-
coded network. The processor is not affected by the
external method of arbitration as long as the proto-
col is obeyed.

4.2.2.3. Acknowledgement Of Mastership (52-pin
version of TS68008 only).

Upon receiving a bus grant, the requesting device
waits until address strobe, data transfer acknow-
ledge, and bus grant acknowledge are negated be-
fore issuing its own BGACK. The negation of the ad-
dress strobe indicates that the previous master has
completed its cycle ; the negation of bus grant ac-
knowledge indicates that the previous master has
released the bus. (While address strobe is asserted,
no device is allowed to "break into" acycle). The ne-
gation of data transfer acknowledge indicates the
previous slave has terminated its connection to the
previous master. Note that in some applications da-
ta transfer acknowledge might not enter into this
function. General purpose devices would then be
connected such that they were only dependent on
address strobe. When bus grant acknowledge is is-
sued, the device is a bus master until it negates bus

30/82 L7 ses:m
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grant acknowledge. Bus grant acknowledge should
not be negated until after the bus cycle(s) is (are)
completed. Bus mastership is terminated at the ne-
gation of bus grant acknowledge.

The bus request from the granted device should be
dropped after bus grant acknowledge is asserted. If
a bus request is still pending, another bus grant will
be asserted within a few clocks of the negation of
the bus grant. Refer to 4.2.3. Bus Arbitration
Control Unit. Note that the processor does not per-
form any external bus cycles before it re-asserts bus
grant.

4.2.3. BUS ARBITRATION CONTROL. The bus ar-
bitration control unit in the TS68008 is implemented
with a finite state machine. A state diagram of this
machine is shown in figure 4.16 for both pin versions
of the TS68008. All asynchronous signals to the
TS68008 are synchronized before being used inter-
nally. This synchronization is accomplished in a
maximum of one cycle of the system clock, assu-
ming that the asynchronous input setup time (#47)
has been met (see figure 4.17). The input signal is
sampled on the falling edge of the clock and is va-
lid internally after the next falling edge.

As shown in figure 4.16, input signals labeled R and
A are internally synchronized on the bus request and
bus grant acknowledge pins respectively. The bus
grant output is labeled G and the internal three-state
control signal T. If T is true, the address, data, and
control buses are placed in a high-impedance state
when AS is negated. All signals are shown in posi-
tive logic (active high) regardless of their true active
voltage level. State changes (valid outputs) occur
on the next rising edge after the internal signal is va-
lid.
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Figure 4.16 : TS68008 Bus Arbitration Unit State Diagram.

(a) State Diagram for the 48-Pin Version of TS68008
R

R

(b) State Diagram for the 52-Pin Version of TS68008

V000260

RA
R = Bus Request Internal Notes : 1. State machine will not change if the bus is SO or S1.
A = Bus Grant Acknowledge Internal Refer to 4.2.3 Bus Arbitration Control.
G = Bus Grant 2. The address bus will be placed inthe high-impedance
T = Three-State Control to Bus Control Logic? state if T is asserted and AS is negated.
X = Don't Care
Ly SGS-THOMSON s1/82
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Figure 4.17 : Timing Relationship of External Asynchronous Inputs to Internal Signals.
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Atiming diagram of the bus arbitration sequence du- tive (i.e., executing internal operations such as a
ring a processor bus cycle is shown in figure 4.18. multiply instruction) is shown in figure 4.19.
The bus arbitration sequence while the bus is inac-

Figure 4.18 : Bus Arbitration Timing Diagram-Processor Active.

Bus Three Stated
BG Asserted

B-_R Valid Internal
BR Sampled
BR Asserted j

Bus R from Three State and

Processor Starts Next Bus Cycle
BGACK Negated Internal —

BGACK Sampled
BGACK Negated l

CLK
R SO S1 S2 S3 S4 S5 S6 S7 / SO S1 S2 S3S4 S5 S6 S7 SO S1
BG —\ r

BGACK \___ /

FCO-FC2 _T ) — L
AS -\ /S
ws /™ — N\ [/
R/W f\ (

piack ./ \___ 7/

DO-D15 I——_\\(i j———_\

<«——— Processor —————————}———— Alternate Bus Master —————mbag————— Processor ————»

32/82

&y SSTHoNE

120



TS68008

Figure 4.19 : Bus Arbitration Timing Diagram-Bus Inactive.
Bus Released trom Three State and Processor Starts Next Bus Cvcr
BGACK Negated
BG Asserted and Bus Three Stated
BR Valid Internal
BR S. led.
BR Asserted
CLK
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If a bus request is made at a time_when the MPU
has already begun as bus cycle but AS has not been
asserted (bus state S0), BG will not be asserted on
the nextrising edge. Instead, BG will be delayed un-
til the second rising edge following its internal asser-
tion. This sequence is shown in figure 4.20.

4.2.4. BUS ERROR AND HALT OPERATION. In a
bus architecture that requires a handshake from an
external device, the possibility exists that the hand-

shake might not occur. Since different systems will
require a different maximum response time, a bus
error input is provided. External circuitry must be
used to determine the duration between address
strobe and data transfer acknowledge before is-
suing a bus error signal. When a bus error signal is
received, the processor has two options : initiate a
bus error exception sequence or try running the bus
cycle again.

Figure 4.20 : Bus Arbitration Timing Diagram-Special Case.
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4.2.4.1. Exception Sequence.

When the bus error signal is asserted, the current
bus cycle is terminated. AS will be negated 2.5 clock
periods after BERR is recognized. See 4.4 ASYN-
CHRONOUS VERSUS SYNCHRONOUS OPERA-
TION for more information. As long as BERR
remains asserted, the data and address buses will
be in the high-impedance state. When BERR is ne-
gated, the processor will begin stacking for excep-
tion processing. The sequence is composed of the
following elements :

1. Stacking the program counter and status regis-
ter.

2. Stacking the error information.

3. Reading the bus error vector table entry.

4. Executing the bus error handler routine.

The stacking of the program counter and the status
register is the same as if an interrupt had occurred.
Several additional items are stacked when a bus er-
ror occurs. These items are used to determine the
nature of the errorand correct it, if possible. The pro-
cessor loads the new program counter from the bus
error vector. A software bus error handler routine is
then executed by the processor. Refer to 5.2 Ex-
ception Processing for additional information.

4.2.4.2. Re-running the Bus Cycle.

When the processor receives a bus error signal du-
ring a bus cycle and the HALT pin is being driven by
an external device, the processor enters the re-run

Figure 4.21 : Re-Run Bus Cycle Timing Information.

sequence. Figure 4.21 is a timing diagram for re-
running the bus cycle.

The processor terminates the bus cycle, then puts
the address and data output lines in the high-impe-
dance state. The processor remains "halted", and
will not run another bus cycle until the halt signal is
removed by external logic. Then the processor will
re-run the previous cycle using the same function
codes, the same data (for a write operation), and the
same controls. The bus error signal should be re-
moved at least one clock cycle before the halt signal
is removed.

Note : The processor will not re-run a read-modi-
fy-write cycle. This restriction is made to
guarantee that the entire cycle runs correct-
ly and that the write operation of a test-and-
set operation is performed without ever re-
leasing AS. If BERR and HALT are asser-
ted during a read-modify-write bus cycle, a
bus error operation results.

4.2.4.3. Halt Operation With No Bus Error.

The halt input signal to the TS68008 performs a
halt/run/single-step function in a similar fashion to
the 6800 halt function. The halt and run modes are
somewhat self explanatory in that when the halt si-
gnal is constantly active the processor "halts" (does
nothing) and when the halt signal is constantly inac-
tive the processor "runs" (does something). HALT
operation timing is shown in figure 4.22.

S0 S1 S2 S3 S4 S5 S6 §7 S0 S1.52 53 54 $5 S6 §7 0 S1
cLk
Feorc2 X ) &l ~— X X
S Gammm— —<C
s/ N/
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BERR >1 clock
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Figure 4.22 : HALT Operation Timing Diagram.
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The single-step mode is derived from correctly timed
transitions on the halt signal input. It forces the pro-
cessor to execute a single bus cycle by entering the
"run" mode until the processor starts a bus cycle
then changing to the "halt" mode. Thus, the single-
step mode allows the user to proceed through (and
therefore debug) processor operations one bus cy-
cle at a time.

Figure 4.23 details the timing required for correct
single-step operations. Some care must be exerci-
sed to avoid harmful interactions between the bus
error signal and the HALT pin when using the sin-
gle-cycle mode as adebugging tool. This is also true
of interactions between the halt and reset lines since
these can resetthe machine (see 4.2.4. Reset Ope-
ration).

When the processor completes a bus cycle after re-
cognizing that the halt signal is active, the address
and data bus signals are put in the high-impedance
state.

While the processor is honoring the halt request, bus
arbitration performs as usual. That is, halting has no
effect on bus arbitration. It is the bus arbitration func-
tion that removes (i.e., three-states) the control si-
gnals from the bus.

The halt function and the hardware trace capability
allow the hardware debugger to trace single bus cy-
cles or single instructions at a time. These proces-
sor capabilities, along with a software debugging
package, give total debugging flexibility.

"_I SGS-THOMSON

4.2.4.4. Double Bus Faults.

When a bus error exception occurs, the processor
will attempt to stack several words containing infor-
mation about the state of the machine. If a bus er-
ror exception occurs during the stacking operation,
there have been two bus errors inarow. Thisiscom-
monly referred to as a double bus fault. When adou-
ble bus fault occurs, the processor will halt. Once a
bus error exception has occurred, any bus error ex-
ception occurring before the execution of the next
instruction constitutes a double bus fault. Figure
4.24 is a diagram of the bus error timing.

Note thata bus cycle which is re-run does not consti-
tute a bus error exception, and does not contribute
to a double bus fault. Note also that this means that
as long as the external hardware requests it, the pro-
cessor will continue to re-run the same bus cycle.

The bus error pin also has an effect on processor
operation after the processor receives an external
reset input. The processor reads the vector table af-
ter a reset to determine the address to start program
execution. If a bus error occurs while reading the
vector table (or at any time before the first instruc-
tion is executed), the processor reacts as if a dou-
ble bus fault has occurred and it halts. Only an
external reset will start a halted processor.

4.2.5. RESET OPERATION. The reset signal is a
bidirectional signal that allows either the processor
or an external signal to reset the system. Fi-
gure 4.25 is a timing diagram for processor genera-
ted reset operation.
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Figure 4.23 : HALT Signal Single-Step Operation Timing Characteristics.
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Figure 4.24 : Bus Error Timing Diagram.
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Figure 4.25 : Reset Operation Timing Diagram.
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When the reset and halt lines are driven it is reco-
gnized as an entire system reset, including the pro-
cessor. For an external reset, both the HALT and
RESET lines must be asserted to ensure total reset
of the processor. Timing diagram for system reset
is shown in figure 4.26. The processor responds by
reading the reset vector table entry (vector number
zero, address $000000) and loads it into the super-
visor stack pointer (SSP). Vector table entry num-
ber one at address $000004 is read next and loa-
ded into the program counter. The processor initia-
lizes the status register to an interrupt level of se-
ven. No other registers are affected by the reset se-
quence.

When a reset instruction is executed, the processor
drives the reset pin for 124 clock periods. In this
case, the processor is trying to reset the rest of the
system. Therefore, there is no effect on the internal
state of the processor. All of the processor’s inter-
nal registers and the status register are unaffected
by the execution of a reset instruction. All external
devices connected to the reset line will be reset at
the completion of the reset instruction.

Asserting the reset and halt lines for 10 clock cycles
will cause a processor reset, except when Vcc is ini-
tially applied to the processor. In this case, an ex-
ternal reset must be applied for at least 100
milliseconds allowing stabilization of the on-chip cir-
cuitry and system clock.

4.3. THE RELATIONSHIP OF DTACK, BERR, AND
HALT

In order to properly control termination of a bus cy-
cle for a re-run or a bus error condition, DTACK,
BERR, and HALT should be asserted and negated
on the rising edge of the TS68008 clock. This will
assure that when two signals are asserted simulta-
neously, the required setup time (#47) for both of
them will be met during the same bus state.

This, or some equivalent precaution, should be des-
igned external to the TS68008. Parameter #48 is in-
tended to ensure this operation in a totally
asynchronous system, and may be ignored if the
above conditions are met.
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Figure 4.26 : System Reset Timing Diagram.
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Data Bus in Read Mode:

The preferred bus cycle terminations may be sum-
marized as follows (case numbers refer to ta-
ble 4.4) :

Normal Termination : DTACK occurs first
(case 1).

HALT is asserted at same
time, or precedes DTACK
(no BERR) cases 2 and 3.

Bus Error Termination :BERR is asserted in lieu of,
at same time, or preceding
DTACK (case 4) ; BERR ne-
gated at same time, or after
DTACK.

Re-Run Termination : HALT and BERR asserted
at the same time, or before
DTACK (cases 5 and 6) ;
HALT must be held at least
one cycle after BERR.

Table 4.4 details the resulting bus cycle termination
under various combinations of control signal se-
quences. The negation of these same control si-
gnals under several conditions is shown in table 4.5
(DTACK is assumed to be negated normally in all
cases ; for correct results, both DTACK and BERR
should be negated when address strobe is nega-
ted).

EXAMPLE A :

A system uses a watch-dog timer to terminate ac-
cesses to unpopulated address space.

The timer asserts DTACK and BERR simultaneous-
ly after time out (case 4).

Halt Termination :

38/82
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EXAMPLE B :

A system uses error detection on RAM contents.
Designer may (a) delay DTACK until data verified,
and return BERR and HALT simultaneously to re-
run error cycle (case 5), orif valid, return DTACK (b)
delay DTACK until data verified, and return BERR
at samg time as DTACK if data in error (case 4) ; (c)
return DTACK prior to data verification, as descri-
bed in previous section. If data invalid, BERR is as-
serted (case 1) in next cycle. Error-handling
software must know how to recover error cycle.

4.4. ASYNCHRONOUS VERSUS SYNCHRO-
NOUS OPERATION

4.4.1. ASYNCHRONOUS OPERATION. To
achieve clock frequency independence at a system
level, the TS68008 can be used in an asynchronous
manner. This entails using only the bus handshake
line (AS, DS, DTACK, BERR, HALT, and VPA) to
control the data transfer. Using this method, AS si-
gnals the start of a bus cycle and the data strobes
are used as a condition for valid data on a write cy-
cle. The slave device (memory or peripheral) then
responds by placing the requested data on the da-
ta bus for a read cycle or latching data on a write cy-
cle and_asserting the data transfer acknowledge
signal (DTACK) to terminate the bus cycle. If no
slave responds or the access is_invalid, external
control logic asserts the BERR, or BERR and HALT
signal to abort or rerun the bus cycle.

The DTACK signal is allowed to be asserted before
the data from a slave device is valid on a read cy-
cle. The length of time that DTACK may precede da-
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ta is given as parameter #31 and it must be met in
any asynchronous system to insure that valid data
is latched into the processor. Notice that there is no

maximum time specified from the assertion of AS to

Table 4.4 : DTACK, BERR and HALT Assertion Results.

the assertion of DTACK. This is because the MPU
will insert wait cycles of one clock period each until
DTACK is recognized.

c I Asserted on Rising
Case N° ontro Edge of State Result
Signal
N N+ 2
DTACK A S Normal cycle terminate and continue.
1 BERR NA X
HALT NA X
DTACK A S Normal cycle terminate and halt. Continue when HALT
2 BERR NA X removed.
HALT A S
DTACK NA A Normal cycle terminate and halt. Continue when HALT
3 BERR NA NA removed.
HALT A S
DTACK X X Terminate and re-run.
4 BERR A S
HALT NA NA
DTACK X X Terminate and re-run.
5 BERR X S
HALT A S
DTACK NA X Terminate and re-run when HALT removed.
6 BERR NA A
HALT A S

Legend : N - the number of the current even bus state (e.g., S4, S6, etc.)
A - signal is asserted in this bus state
NA - signal is not asserted in this state
X - don't care
S - signal was asserted in previous state and remains asserted in this state

Table 4.5 : BERR and HALT Negation Results.

Conditions of . Negated an Rising Edge
Termination in Control Signal of State Results - Next Cycle
Table 4.4 n n+2
BERR or ° Takes bus error trap
Bus Error HALT . or .
Re-run BERR ° or U lllegal sequence, usually traps to
HALT b vector number 0.
BERR . Re-runs the bus cycle
Re-run HALT °
BERR . May Lengthen Next Cycle
Normal HALT o or o
Normal BERR L] If next cycle is started it will be
HALT U or None | terminated as a bus error.
« = Signal is negated in this bus state.
[Ny SGS-THOMSON 39782
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4.4.2. SYNCHRONOUS OPERATION. To allow for
those systems which use the system clock as a si-
gnal to generate DTACK and other asynchronous
inputs, the asynchronous input setup time is given
as parameter #47. If this setup is met on an input,
such as DTACK, the processor is guaranteed to re-
cognize that signal on the next falling edge of the
system clock. However, the converse is not true - if
the input signal does not meet the setup time it is
not guaranteed not to be recognized. In addition, if
DTACK is recognized on a falling edge, valid data
will be latched into the processor (on a read cycle)
on the next falling edge provided that the data meets
the setup time given as parameter #27. Given this
parameter #31 may be ignored. Note that if DTACK

4082 L7 S5s-THOMSON

is asserted, with the required setup time, before the
falling edge of S4, no wait states will be incurred and
the bus cycle will run at its maximum speed of four
clock periods.

Note : During an active bus cycle, VPA and BERR
are sampled on every falling edge of the
clock starting with S0. DTACK is sampled
on every falling edge of the clock starting
with S4 and data is latched on the falling
edge of S6 during a read. The bus cycle will
then be terminated in S7 except when
BERR s asserted in the absence of DTACK,
in which case it will terminate one clock cy-
cle later in S9.
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SECTION 5

PROCESSING STATES

This section describes the actions of the TS68008
which are outside the normal processing associated
with the execution of instructions. The functions of
the bits in the supervisor portion of the status regis-
ter are covered : the supervisor/user bit, the trace
enable bit, and the processor interrupt priority mask.
Finally, the sequence of memory references and ac-
tions taken by the processor on exception conditions
is detailed.

The TS68008 is always in one of three processing
states : normal, exception, or halted. The normal
processing state is that associated with instruction
execution ; the memory references are to fetch in-
structions and operands, and to store results. A spe-
cial case of the normal state is the stopped state
which the processor enters when a STOP instruc-
tion is executed. In this state, no further memory re-
ferences are made.

The exception processing state is associated with
interrupts, trap instructions, tracing, and other ex-
ceptional conditions. The exception may be internal-
ly generated by an instruction or by an unusual
condition arising during the execution of an instruc-
tion. Externally, exception processing can be forced
by an interrupt, by a bus error, or by a reset. Excep-
tion processing is designed to provide an efficient
context switch so that the processor may handle
unusual conditions.

The halted processing state is an indication of cata-
strophic hardware failure. For example, if during the
exception processing of a bus error another bus er-
ror occurs, the processor assumes that the system
is unusable and halts. Only an external reset can
restart a halted processor. Note that a processor in
the stopped state is not in the halted state, nor vice
versa.

5.1. PRIVILEGE STATES

The processor operates in one of two states of pri-
vilege : the "user" state or the "supervisor" state. The
privilege state determines which operations are le-
gal, is used by the external memory management
device to control and translate accesses, and is
used to choose between the supervisor stack poin-
ter and the user stack pointer in instruction refe-
rences.

The privilege state is a mechanism for providing se-
curity in a computer system. Programs should ac-
cess only their own code and data areas, and ought
to be restricted from accessing information which
they do not need and must not modify.
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The privilege mechanism provides security by allo-
wing most programs to execute in user state. In this
state, the accesses are controlled, and the effects
on other parts of the system are limited. The opera-
ting system executes in the supervisor state, has ac-
cess to all resources, and performs the overhead
tasks for the user state programs.

5.1.1. SUPERVISOR STATE. The supervisor state
is the higher state of privilege. For instruction exe-
cution, the supervisor state is determined by the S
bit of the status register ; if the S bit is asserted (high)
or exception processing is invoked, the processor is
in the supervisor state. All instructions can be exe-
cuted in the supervisor state. The bus cycles gene-
rated by instructions executed in the supervisor
state are classified as supervisor references. While
the processor is in the supervisor privilege state,
those instructions which use either the system stack
pointer implicitly or address register seven explici-
tly access the supervisor stack pointer.

5.1.2. USER STATE. The user state is the lower
state of privilege and is controlled by the S bit of the
status register. If the S bit is negated (low), the pro-
cessor is executing instructions in the user state.
The bus cycles generated by an instruction execu-
ted in the user state are classified as user state re-
ferences. This allows an external memory
management device to translate the address and to
control access to protected portions of the address
space. While the processor is in the user privilege
state, those instructions which use either the sys-
tem stack pointer implicitly, or address register se-
ven explicitly, access the user stack pointer.

Most instructions execute the same in user state as
in the supervisor state. However, some instructions
which have important system effects are made pri-
vileged. User programs are not permitted to execute
the STOP instruction, or the RESET instruction. To
ensure that a user program cannot enter the super-
visor state except in a controlled manner, the in-
structions which modify the whole status register are
privileged. To aid in debugging programs which are
to be used as operating systems, the move to user
stack pointer (MOVE USP) and move from user
stack pointer (MOVE from USP) instructions are al-
so privileged.

5.1.3. PRIVILEGE STATE CHANGES. Once the
processor is in the user state and executing instruc-
tions, only exception processing can change the pri-
vilege state. During exception processing, the
current setting of the S bit of the status register is
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saved and the S bit is asserted, putting the proces-
sor in the supervisor state. Therefore, when instruc-
tion execution resumes at the address specified to
process the exception, the processor is in the su-
pervisor privilege state.

5.1.4. REFERENCE CLASSIFICATION. When the
processor makes a reference, it classifies the kind
of reference being made, using the encoding on the
three function code output lines. This allows exter-
nal translation of addresses, control of access, and
differentiation of special processor states, such as
interrupt acknowledge. Table 5.1 lists the classifica-
tion of references.

Table 5.1 : Reference Classification.

Function Code Output
Reference Class

FC2 FC1 FCO

0 0 0 (unassigned)

0 0 1 User Data

0 1 0 User Program

0 1 1 (unassigned)

1 0 0 (unassigned)

1 0 1 Supervisor Data

1 1 0 Supervisor Program

1 1 1 Interrupt Acknowledge

Figure 5.1 : Format of Vector Table Entries.

5.2. EXCEPTION PROCESSING

Before discussing the details of interrupts, traps,
and tracing, a general description of exception pro-
cessing is in order. The processing of an exception
occurs in four steps, with variations for different ex-
ception causes. During the first step, a temporary
copy of the status register is made, and the status
register is set for exception processing. In the se-
cond step the exception vector is determined, and
the third step is the saving of the current processor
context. Inthe fourth step a new context is obtained,
and the processor switches to instruction proces-
sing.

5.2.1. EXCEPTION VECTORS. Exception vectors
are memory locations from which the processor
fetches the address of a routine which will handle
that exception. All exception vectors are two words
in length (figure 5.1), except for the reset vector,
which is four words. All exception vectors lie in the
supervisor data space, except for the reset vector
which is in the supervisor program space. A vector
number is an 8-bit number which, when multiplied
by four, gives the address of an exception vector.
Vector numbers are generated internally or exter-
nally, depending on the cause of the exception. In
the case of vectored interrupts, during the interrupt
acknowledge bus cycle, a peripheral provides an 8-
bit vector number (figure 5.2) to the processor on
data bus lines DO through D7. The processor trans-
lates the vector number into a full 32-bit address, as
shown in figure 5.3. The memory layout for excep-
tion vectors is given in table 5.2.

<31:24> (Byte ) | A1=0, A0=0
Word 0 | New Program Counter (MSWord)
<23:16> (Byte1) | A1=0, AO=1
<158> (Byte2) | A1=1. AD=0
Word 1 | New Program Counter (LSWord) —
<70> (Byte3) | A1=1 A0=1

Figure 5.2 : Vector Number Format.

f?:[fqulm[vg]a[ﬂvo]

Where: v7 is the MSB of the Vector Number
v0 is the LSB of the Vector Number
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Figure 5.3 : Vector Number Translated to an Address.

A31

A0 A9 A8

r All Zeros

[ wlwlw]

A7 A6 A5 A4 A3 A2 A1 A0
v3

[eTwlwlolo]

Table 5.2 : Vector Table.

Vector Number(s) Address Assignment
Dec Hex Space
0 0 000 SP Reset : Initial SSP
- 4 004 SP Reset : Initial PC
2 8 008 SD Bus Error
3 12 00C SD Address Error
4 16 010 SD lllegal Instruction
5 20 014 SD Zero Divide
6 24 018 SD CHK Instruction
7 28 01C SD TRAPV Instruction
8 32 020 SD Privilege Violation
9 36 024 SD Trace
10 40 028 SD Line 1010 Emulator
11 44 02C SD Line 1111 Emulator
12* 48 030 SD (unassigned, reserved)
13* 52 034 SD (unassigned, reserved)
14 56 038 SD (unassigned, reserved)
15 60 03C SD Uninitialized Interrupt Vector
16-23* 64 04C SD (unassigned, reserved)
95 05F -
24 96 060 SD Spurious Interrupt
25 100 064 SD Level 1 Interrupt Autovector
26 104 068 SD Level 2 Interrupt Autovector
27 108 06C SD Level 3 Interrupt Autovector
28 112 070 SD Level 4 Interrupt Autovector
29 116 074 SD Level 5 Interrupt Autovector
30 120 078 SD Level 6 Interrupt Autovector
31 124 07C SD Level 7 Interrupt Autovector
32-47 128 080 SD TRAP Instruction Vectors
191 0BF -
48-63* 192 0Co SD (unassigned, reserved)
255 OFF -
64-225 256 100 SD User Interrupt Vectors
1023 3FF -

* Vector numbers 12, 13, 14, 16 through 23, and 48 through 63 are reserved for future enhancements by SGS-THOMSON Microelectronics. No
_user peripheral devices should be assigned these numbers.

&7
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As shown in table 5.2, the memory layout is 512
words leng (1024 bytes). It starts at address 0 and
proceeds through address 1023. This provides 255
unique vectors ; some of these are reserved for
TRAPS and other system functions. Of the 255,
there are 192 reserved for user interrupt vectors.
However, there is no protection on the first 64 en-
tries, so user interrupt vectors may overlap at the
discretion of the systems designer.

5.2.2. KINDS OF EXCEPTIONS. Exceptions can be
generated by eitherinternal or external causes. The
externally generated exceptions are the interrupts
and the bus error and reset requests. The interrupts
are requests from peripheral devices for processor
action while the bus error and reset inputs are used
for access control and processor restart. The inter-
nally generated exceptions come from instructions,
or from address errors or tracing. The trap (TRAP),
trap on overflow (TRAPV), check register against
bounds (CHK), and divide (DIV) instructions all can
generate exceptions as part of their instruction exe-
cution. In addition, illegal instructions, word fetches
from odd addresses and privilege violations cause
exceptions. Tracing behaves like a very high priori-
ty, internally generated interrupt after each instruc-
tion execution.

5.2.3. EXCEPTION PROCESSING SEQUENCE.
Exception processing occurs in four identifiable
steps. In the first step, an internal copy is made of
the status register. After the copy is made, the S bit
is asserted, putting the processor into the supervi-
sor privilege state. Also, the T bit is negated which
will allow the exception handler to execute unhinde-
red by tracing. For the reset and interrupt excep-
tions, the interrupt priority mask is also updated.

In the second step, the vector number of the excep-
tion is determined. For interrupts, the vector num-
ber is obtained by a processor fetch, classified as
an interrupt acknowledge. For all other exceptions,
internal logic provides the vector number. This vec-
tor number is then used to generate the address of
the exception vector.

The third step is to save the current processor sta-
tus, except for the reset exception. The current pro-
gram counter value and the saved copy of the status
register are stacked using the supervisor stack poin-
ter. The program counter value stacked usually
points to the next unexecuted instruction, however,
for bus error and address error, the value stacked
for the program counter is unpredictable, and may
be incremented from the address of the instruction
which caused the error. Additional information defi-
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ning the current context is stacked for the bus error
and address error exceptions.

The last step is the same for all exceptions. The new
program counter value is fetched from the excep-
tion vector. The processor then resumes instruction
execution. The instruction at the address given in
the exception vector is fetched, and normal instruc-
tion decoding and execution is started.

5.24. MULTIPLE EXCEPTIONS. These para-
graphs describe the processing which occurs when
multiple exceptions arise simultaneously. Excep-
tions can be grouped according to their occurrence
and priority. The group 0 exceptions are reset, ad-
dress error, and bus error. These exceptions cause
the instruction currently being executed to be abor-
ted, and the exception processing to commence wi-
thin two clock cycles.

The group 1 exceptions are trace and interrupt, as
well as the privilege violations and illegal instruc-
tions. The trace and interrupt exceptions allow the
current instruction to execute to completion, but pre-
empt the execution of the next instruction by forcing
exception processing to occur (privilege violations
and illegal instructions are detected when they are
the next instruction to be executed). The group 2 ex-
ceptions occur as part of the normal processing of
instructions. The TRAP, TRAPV, CHK, and zero di-
vide exceptions are in this group. For these excep-
tions, the normal execution of an instruction may
lead to exception processing.

Group 0 exceptions have highest priority, while
group 2 exceptions have lowest priority. Within
group 0, reset has highest priority, followed by ad-
dress error and then bus error. Within group 1, trace
has priority over external interrupts, which in turn
takes priority over illegal instruction and privilege
violation. Since only one instruction can be execu-
ted at a time, there is no priority relation within
group 2.

The priority relation between two exceptions deter-
mines which is taken, or taken first, if the conditions
for both arise simultaneously. Therefore, if a bus er-
ror occurs during a TRAP instruction, the bus error
takes precedence, and the TRAP instruction pro-
cessing is aborted. In another example, if an inter-
rupt request occurs during the execution of an
instruction while the T bit is asserted, the trace ex-
ception has priority, and is processed first. Before
instruction processing resumes, however, the inter-
rupt exception is also processed, and instruction
processing commences finally in the interrupt han-
dler routine. A summary of exception grouping and
priority is given in table 5.3.
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Table 5.3 : Exception Grouping and Priority.

Group | Exception

Reset ) ) )
0 |Address Error| EXception processing begins
within two clock cycles.

Processing

Bus Error
Trace
1 Interrupt Exception processing begins
lllegal before the next instruction.
Privilege

TRAP, TRAPV| Exception processing is
2 CHK started by normal instruction
Zero Divide | execution.

5.3. EXCEPTION PROCESSING DETAILED DIS-
CUSSION

Exceptions have a number of sources, and each ex-
ception has processing which is peculiar to it. The
following paragraphs detail the sources of excep-
tions, how each arises, and how each is processed.

5.3.1. RESET. The reset input provides the highest
exception level. The processing of the reset signal
is designed for system initiation, and recovery from
catastrophic failure. Any processing in progress at
the time of the reset is aborted and cannot be reco-
vered. The processor is forced into the supervisor
state, and the trace state is forced off. The proces-
sor interrupt priority mask is set at level seven. The
vector number is internally generated to reference
the reset exception vector at location 0 in the super-
visor program space. Because no assumptions can
be made about the validity of register contents, in
particular the supervisor stack pointer, neither the
program counter nor the status register is saved.
The address contained in the first two words of the
reset exception vector is fetched as the initial super-
visor stack pointer, and the address in the last two
words of the reset exception vector is fetched as the
initial program counter. Finally, instruction execution
is started at the address in the program counter. The
power-up/restart code should be pointed to by the
initial program counter.

The reset instruction does not cause loading of the
reset vector, but does assert the reset line to reset
external devices. This allows the software to reset
the system to a known state and then continue pro-
cessing with the next instruction.

5.3.2. INTERRUPTS. Seven levels of interrupts are
provided by the 68000 architecture. The TS68008
supports three interrupt levels : two, five, and seven,

:’7 SGS-THOMSON

level seven being the highest. Devices may be chai-
ned externally within interrupt priority levels, allo-
wing an unlimited number of peripheral devices to
interrupt the processor. The status register contains
a 3-bit mask which indicates the current processor
priority, and interrupts are inhibited for all priority le-
vels less than or equal to the current processor prio-
rity.

An interrupt request is made to the processor by en-
coding the interrupt request level on the interrupt re-
quest lines ; a zero indicates no interrupt request.
Interrupt requests arriving at the processor do not
force immediate execution processing, but are
made pending. Pending interrupts are detected be-
tween instruction executions. If the priority of the
pending interrupt is lower than or equal to the cur-
rent processor priority, execution continues with the
next instruction and the interrupt exception proces-
sing is postponed. (the recognition of level seven is
slightly different, as explained in the following para-
graph.)

If the priority of the pending interrupt is greater than
the current processor priority, the exception proces-
sing sequence is started. First a copy of the status
register is saved, and the privilege state is set to su-
pervisor, tracing is suppressed, and the processor
priority level is set to the level of the interrupt being
acknowledged. The processor fetches the vector
number from the interrupting device, classifying the
reference as an interrupt acknowledge and dis-
playing the level number of the interrupt being ac-
knowledged on the address bus. If external logic
requests an automatic vectoring, the processor in-
ternally generates a vector number which is deter-
mined by the interrupt level number. If external logic
indicates a bus error, the interrupt is taken to be spu-
rious, and the generated vector number references
the spurious interrupt vector. The processor then
proceeds with the usual exception processing, sa-
ving the program counter and status register on the
supervisor stack. The saved value of the program
counter is the address of the instruction which would
have been executed had the interrupt not been pre-
sent. The content of the interrupt vector whose vec-
tor number was previously obtained is fetched and
loaded into the program counter, and normal in-
struction execution commences in the interrupt han-
diing routine. A flowchart for the interrupt
acknowledge sequence is given in figure 5.4, a ti-
ming diagram is given in figure 5.5, and the interrupt
processing sequence is shown in figure 5.6.
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Figure 5.4 : Vector Acquisition Flowchart.

PROCESSOR

INTERRUPTING DEVICE

Grant the Imerrupt

fe— Request the Imarmupt

Status Register and Wait for

2) Place Interrupt Level on A1,

3} Drive AQ, A4-A19 High

4) Set R/W to Read

5) Set Function Code to Interry,
Acki

6) Assert Address Strobe (AS)

7) Assert Data Strobe (DS)

1) Compare Interrupt Level in Processor

Current Instruction to Complete

A2, and A3

Provide the Vector Number

pt

1) Place Vector Number on DO-D7
2) Assert Data Transfer Acknowledge

Acquire the Vector N

1) Latch Vector Number
2) Negate DS
3) Negate AS

Release

1) Negate DTACK

Figure 5.5 : Interrupt Acknowledge Cycle.

SO
CLK

S1 52 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 S6 S7 SO S1 S2 S3 S4 S5 S6 S7

FCO-FC2 x y *
AQ, A4-A19 H H \—{
ms I < Do

BTATK \ / \ = —\ /
S — < >
[ X

y Interrupt Vector
Jt——stack Operation———fa—y, 7o cquisition—}——Stack Operation—»|

Acquire vector number via interrupt acknowledge.

Convert vector number to a full 32-bit address.

Stack the SR and PC by successive write cycles. Refer to figure 4-7 for word write cycle operation.
Place vector table address on A0-A19. Refer to figure 5-3 for address translation.

Read upper half of program counter (PC). Refer to figure 4-3 for word read cycle operation.

Increment vector table address by
Read lower half of program counte
Load new program counter (PC).
Place contents of PC on A0-A19.
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Priority level seven is a special case. Level seven
interrupts cannot be inhibited by the interrupt priori-
ty mask, thus providing a "non-maskable interrupt"
capability. An interrupt is generated each time the
interrupt request level changes from some lower le-
vel to level seven. Note that a level seven interrupt
may still be caused by the level comparison if the
request level is a seven and the processor priority
is set to a lower level by an instruction.

5.3.3. UNITIALIZED INTERRUPT. An interrupting
device asserts VPA or provides an interrupt vector
during an interrupt acknowledge cycle to the
TS68008. If the vector register of the peripheral has
not been initialized, the responding 68000 Family
peripheral will provide vector 15 ($0F), the unitiali-
zed interrupt vector. This provides a uniform way to
recover from a programming error.

5.3.4. SPURIOUS INTERRUPT. If during the inter-
rupt acknowledge cycle no device responds by as-
serting DTACK or VPA, the bus error line should be
asserted to terminate the vector acquisition. The
processor separates the processing of this error
from bus error by fetching the spurious interrupt vec-
tor instead of the bus error vector. The processor
then proceeds with the usual exception processing.

5.3.5. INSTRUCTION TRAPS. Traps are excep-
tions caused by instructions. They arise either from
processor recognition of abnormal conditions during
instruction execution or from use of instructions
whose normal behavior is trapping. The TRAP in-
struction always forces an exception, and is useful
for implementing system calls for user programs.
The TRAPV and CHK instructions force an excep-
tion if the user program detects a runtime error,
which may be an arithmetic overflow or a subscript
out of bounds. The signed divide (DIVS) and unsi-
gned divide (DIVU) instructions will force an excep-
tion if a division operation is attempted with a divisor
of zero.

5.3.6. ILLEGAL AND, UNIMPLEMENTED IN-
STRUCTIONS. "lllegal instruction" is the term used
to refer to any of the word bit patterns which are not
the bit pattern of the first word of a legal instruction.
During instruction execution, if such an instruction
is fetched, an illegal instruction exception occurs.
SGS-THOMSON Microelectronics reserves the
right to define instructions whose opcodes may be
any of the illegal instructions. Three bit patterns will
always force an illegal instruction trap on all 68000
Family compatible microprocessors. They are :
$4AFA, $4AFB and $4AFC. Two of the patterns,
$4AFA and $4AFB, are reserved for SGS-THOM-
SON system products. The third pattern $4AFC, is
reserved for customer use.

‘ﬁ SGS-THOMSON

Word patterns with bits 15 through 12 equaling 1010
or 1111 are distinguished as unimplemented in-
structions and separate exception vectors are given
to these patterns to permit efficient emulation. This
facility allows the operating system to detect pro-
gram errors, or to emulate unimplemented instruc-
tions in software.

5.3.7. PRIVILEGE VIOLATIONS. In order to provide
system security, various instructions are privileged.
An attempt to execute one of the privileged instruc-
tions while in the user state will cause an exception.
The privileged instructions are :

STOP

RESET

RTE

MOVE to SR

AND Immediate to SR
EOR Immediate to SR
OR Immediate to SR
MOVE USP

5.3.8. TRACING. To aid in program development,
the TS68008 includes a facility to allow instruction-
by-instruction tracing. In the trace state, after each
instruction is executed an exception is forced, allo-
wing a debugging program to monitor the execution
of the program under test.

The trace facility uses the T bitin the supervisor por-
tion of the status register. If the T bit is negated (off),
tracing is disabled, and instruction execution pro-
ceeds from instruction to instruction as normal. If the
T bit is asserted (on) at the beginning of the execu-
tion of an instruction, a trace exception will be gene-
rated after the execution of that instruction is
completed. If the instruction is not executed, either
because an interrupt is taken, or the instruction is il-
legal or privileged, the trace exception does not oc-
cur. The trace exception also does not occur if the
instruction is aborted by a reset, bus error, or ad-
dress error exception. If the instruction is indeed
executed and aninterrupt is pending on completion,
the trace exception is processed before the interrupt
exception. If, during the execution of the instruction,
an exception is forced by that instruction, the forced
exception is processed before the trace exception.

As an extreme illustration of the above rules, consi-
der the arrival of an interrupt during the execution of
a TRAP instruction while tracing is enabled. First the
trap exception is processed, then the trace excep-
tion, and finally the interrupt exception. Instruction
execution resumes in the interrupt handler routine.

5.3.9. BUS ERROR. Bus error exceptions occur
when the external logic requests that a bus error be
processed by an exception. The current bus cycle
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which the processor is making is then aborted. Re-
gardless of whether the processor was doing in-
struction or exception processing, that processing is
terminated, and the processor immediately begins
exception processing.

Exception processing for bus error follows the usual
sequence of steps. The status register is copied, the
supervisor state is entered, and the trace state is tur-
ned off. The vector number is generated to refer to
the bus error vector. Since the processor was not
between instructions when the bus error exception
request was made, the context of the processor is
more detailed. To save more of this context, additio-
nal information is saved on the supervisor stack (re-
fer to figure 5.7). The program counter and the copy
of the status register are of course saved. The va-
lue saved for the program counter is advanced by
some amount, two to ten bytes beyond the address
of the first word of the instruction which made the re-
ference causing the bus error. If the bus error occur-
red during the fetch of the next instruction, the saved
program counter has a value in the vicinity of the cur-
rent instruction, even if the current instruction is a
branch, a jump, or a return instruction. Besides the
usual information, the processor saves its internal
copy of the first word of the instruction being proces-
sed, and the address which was being accessed by
the aborted bus cycle. Specific information about the
access is also saved : whether it was a read or a
write, whether the processor was processing an in-
struction or not, and the classification displayed on
the function code outputs when the bus error occur-
red. The processor is processing an instruction if it
is inthe normal state or processing a group 2 excep-
tion ; the processor is not processing an instruction
if it is processing a group 0 or a group 1 exception.

Figure 5.7 : Supervisor Stack Order (Group 0).

Figure 5.7 illustrates how this information is organi-
zed on the supervisor stack. Although this informa-
tion is not sufficient in general to effect full recovery
from the bus error, it does allow software diagnosis.
Finally, the processor commences instruction pro-
cessing at the address contained in the vector. It is
the responsibility of the error handler routine to clean
up the stack and determine where to continue exe-
cution.

If a bus error occurs during the exception proces-
sing for a bus error, address error, or reset, the pro-
cessor is halted, and all processing ceases. This
simplifies the detection of catastrophic system fai-
lure, since the processor removes itself from the sys-
tem_rather than destroy all memory contents. Only
the RESET pin can restart a halted processor.

5.3.10. ADDRESS ERROR. Address error excep-
tions occur when the processor attempts to access
a word or a long word operand or an instruction at
an odd address. When the TS68008 detects an ad-
dress error it prevents assertion of DS but asserts
AS to provide proper bus arbitration support. The ef-
fect is much like an internally generated bus error,
in that the bus cycle is aborted, and the processor
ceases whatever processing it is currently doing and
begins exception processing. After exception pro-
cessing commences, the sequence is the same as
that for bus error including the information that is
stacked, except that the vector number refers to the
address error vector instead. Likewise, if an address
error occurs during the exception processing for a
bus error, address error, or reset, the processor is
halted. As shown in figure 5.8, an address error will
execute a short bus cycle followed by exception pro-
cessing.

Lower Address

5 4 3 2 1 0
JR/W[ l/NI Function Code

Instruction Register

Status Register

L— - ProgramCounter - — — — — — — — — — — — — — — — — — — — — — 1

R/W (read/write) : write = 0, read = 1. I/N (instruction/not) : instruction = 0, not = 1.
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Figure 5.8 : Address Error Timing.
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SECTION 6

INTERFACE WITH 6800 PERIPHERALS

SGS-THOMSON extensive line of 6800 peripherals
are compatible with the TS68008. Some of these
devices that are particularly useful are :

EF6821 Peripheral Interface Adapter
EF6840 Programmable Timer Module
EF9345, EF9367 CRT Controllers

EF6850 Asynchronous Communications Interface
Adapter

Figure 6.1 : 6800 Cycle Flowchart.

EF6854 Advanced Data Link Controller

To interface the synchronous 6800 peripherals with
the asynchronous TS68008, the processor modifies
its bus cycle to meet the 6800 cycle requirements
whenever an 6800 device address is detected. This
is possible since both processors use memory map-
ped I/O. Figure 6.1 is a flowchart of the interface
operation between the processor and 6800 devices.

PROCESSOR

Initiate the Cycle

1) The Processor Starts a Normal
Read or Write Cycle

SLAVE

Define 6800 Cycle

1) External Hardware Asserts Valid
Penpheral Address (VPA)

Synchronize with Enable

1) The Processor Monitors Enable (E)
Until it is Low (Phase 1)

2) External Circuit Provides
Generation of VMA

Transfer the Data

1) The Peripheral Waits Until E is
Active and Then Transfers the Data

Terminate the Cycle

1) The Processor Waits Until E
Goes Low (On a Read Cycle the
Data is Latched as E Goes Low
Internally.) _ _
2) The Processor Negates AS and DS
3) The External Circuit Negates VMA

External Hardware

1) Negates VPA

[ Start Next Cycle e
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6.1. DATA TRANSFER OPERATION

Two signals on the processor provide the 6800 in-
terface. They are : enable (E), and valid peripheral
address (VPA). In addition, a valid memory address
(VMA) signal must be provided (see 4.1.7. 6800 Pe-
ripheral Control). Enable corresponds to the E si-
gnal in existing 6800 systems. The E clock
frequency is one tenth of the incoming TS68008
clock frequency. The timing of E allows 1 megahertz
peripherals to be used with an 8 megahertz

Figure 6.2 : 6800 Cycle Timing.

TS68008. Enable has a 60/40 duty cycle ; that is, it
is low for six input clocks and high for four input
clocks.

6800 cycle timing is given in Section 8. At state ze-
ro in the cycle, the address bus is in the high-impe-
dance state. A function code is asserted on the
function code output lines. One-half clock later, in
state one, the address busis released from the high-
impedance state.

SO S2 w
CLK

W W W W

S6S7

AO-A19

1)

ik

A

* Externally Generated.
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During state two, the address strobe (AS) is asser-
ted to indicate that there is a valid address on the
address bus. If the bus cycle is a read cycle, the da-
ta strobe is also asserted in state two. If the bus cy-
cle is a write cycle the read/write (R/W) signal is
switched to low (write) during state two. One half
clock later, in state three, the write data is placed on
the data bus, and in state four the data strobe is is-
sued to indicate valid data on the data bus. The pro-
cessor now inserts wait states until it recognizes the
assertion of VPA.

The VPA input signals the processor that the ad-
dress on the bus is the address of an 6800 device
(or an area reserved for 6800 devices) and that the
bus should conform to the transfer characteristics of
the 6800 bus. Valid peripheral address is derived by
decoding the address bus, conditioned by address
strobe. Chip select for the 6800 peripherals should
be derived by decoding the address bus conditio-
ned by VMA (not AS).

After recognition of VPA, the processor assures that
the enable (E) is low, by waiting if necessary. Valid
memory address (provided by an external circuit si-
milar to that of figure 4.2) is then used as part of the
chip select equation of the peripheral. This ensures
that the 6800 peripherals are selected and deselec-
ted at the correct time. The peripheral now runs its
cycle during the high portion of the E signal. Figure
6.2 depicts the 6800 cycle timing using the VMA ge-
neration circuit shown in figure 4.2. This cycle length
is dependent strictly upon when VPA is asserted in
relationship to the E clock.

During a read cycle, the processor latches the peri-
pheral data in state six. For all cycles, the proces-
sor negates the address and data strobes one half
clock cycle later in state seven, and the enable si-
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gnal goes low at this time. Another half clock later,
the address bus is put in the high-impedance state.
During a write cycle, the data bus is put in the high-
impedance state and the read/write signal is swit-
ched high. The peripheral logic must remove VPA
within one clock after address strobe is negated.

DTACK should not be asserted while VPA is asser-
ted. Notice that VMA is active low, contrasted with
the active high 6800 VMA. Refer to figure 4.2.

6.2. AC ELECTRICAL SPECIFICATIONS

The electrical specifications for interfacing the
TS68008 to 6800 Family peripherals are located in
Section 8.

6.3. INTERRUPT INTERFACE OPERATION

During an interrupt acknowledge cycle while the
processor is fetching the vector, the VPA is asser-
ted, the TS68008 will complete a normal 6800 read
cycle as shown in figure 6.3. The processor will then
use an internally generated vector that is a function
of the interrupt being serviced. This process is
known as autovectoring. The seven autovectors are
vector numbers 25 through 31 (decimal).

Autovectoring operates in the same fashion (but is
not restricted to) the 6800 interrupt sequence. The
basic difference is that there are six normal interrupt
vectors and one NMI type vector. As with both the
6800 and the TS68008’s normal vectored interrupt,
the interrupt service routine can be located any-
where in the address space. This is due to the fact
that while the vector numbers are fixed, the contents
of the vector table entries are assigned by the user.

Since VMA is asserted during autovectoring, the
6800 peripheral address decoding should prevent
unintended accesses.
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Figure 6.3 : Autovector Operation Timing Diagram.
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SECTION 7

INSTRUCTION SET AND EXECUTION
TIMES

7.1. INSTRUCTION SET

The following paragraphs provide information about
the addressing categories and instruction set of the
TS68008.

7.1.1. ADDRESSING CATEGORIES. Effective ad-
dress modes may be categorized by the ways in
which they may be used. The following classifica-
tions will be used in the instruction definitions.

Data If an effective address mode by be
used to refer to data operands, it is
considered a data addressing ef-
fective address mode.

Memory If an effective address mode may

be used to refer to memory ope-
rands, it is considered a memory
addressing  effective  address
mode.

Table 7.1 : Effective Addressing Mode Categories.

Alterable If an effective address mode may
be used toreferto alterable (writea-
ble) operands, it is considered an
alterable addressing effective ad-

dress mode.

If an effective address mode may
be used to refer to memory ope-
rands without an associated size, it
is considered a control addressing
effective address mode.

These categories may be combined, so that addi-
tional, more restrictive, classifications may be defi-
ned. For example, the instruction descriptions use
such classifications as alterable memory or data al-
terable. The former refers to those addressing
modes which are both alterable and memory ad-
dresses, and the latter refers to addressing modes
which are both data and alterable. Table 7.1 shows
the various categories to which each of the effective
address modes belong. Table 7.2 is the instruction
set summary.

Control

Effective Addressing Categories
A,\::;?: Mode Register Data Memory Control Alterable
Dn 000 Register Number X - - X
An 001 Register Number - - - X
(An) 010 Register Number X X X X
(An) + 011 Register Number X X - X
— (An) 100 Register Number X X - X
d(An) 101 Register Number X X X X
d(An, ix) 110 Register Number X X X X
xxx.W 111 000 X X X X
xxx.L 111 001 X X X X
d(PC) 111 010 X X X -
d(PC, ix) 111 011 X X X -
#xxx 111 100 X X - -
54/82 L7 SGS-THOMSON
MICROELECTRONICS

142




TS68008

Table 7.2 : Instruction Set.

Conditions
Mnemonic Description Operation Codes
X|N|Z|V|C
ABCD Add Decimal with Extend (destination) 19 + (source)yo + x — Destination *fufqjuf
ADD Add Binary (destination) + (source) — Destination b I
ADDA Add Address (destination) + (source) — Destination -|={=-1-1-
ADDI Add Immediate (destination) + Immediate Data — Destination Al Il I I
ADDQ Add Quick (destination) + Immediate Data — Destination A I I I
ADDX Add Extended (destination) + (source) + x — Destination A I I B
AND AND Logical (destination) A (source) — Destination -{*f{*1ofo
ANDI AND Immediate (destination) A Immediate Data — Destination -{*[*1o]o
ASL, ASR Arithmetic Shift (destination) shifted by <count> — Destination b I I B
Bece Branch Conditionally If cc then PC + d —» PC -1=1-1-1-
~(<bit number>) OF Destination — Z
BCHG Test a Bit and Change ~(<bit number>) OF Destination — -1=1"1-|-
<bit number> OF Destination
BOLR | Testa Bit and Cear 0 <t numbars — OF Dostnaton L
BRA Branch always PC + Displacement — PC -1-1-1-1-
BSET Teet & Bit and Set 1 numbbre - OF Destnaton anln.
BSR Branch to Subroutine PC - - (SP), PC +d - PC =-{={-1-1-
BTST Test a Bit ~(<bit number>) OF Destination —» Z -=1*[-|-
CHK Check Register against Bounds If Dn < 0 or Dn > (<ea>) then TRAP -[*|Uju(U
CLR Clear and Operand 0 — Destination -]0|1]0]0
CMP Compare (destination) — (source) ES A R
CMPA Compare Address (destination) — (source) I R
CMPI Compare Immediate (destination) — Immediate Data =111
CMPM Compare Memory (destination) — (source) {1
DBcc Test Condition, Decrement and Branch| If ~CC then Dn -1 — Dn; if Bn—1thenPC+d » [-|-|-|-|-
PC
DIVS Signed Divide (destination)/(source) — Destiantion =" |*]o
DIVU Unsigned Divide (destination)/(source) — Destination —-/*]*|*|0
EOR Exclusive OR Logical (destination) ® (source) — Destination -|*1*|0}0
EORI Exclusive OR Immediate (destination) ® Immediate Data : Destination -[*1*10fo
EXG Exchange Register Rx + Ry -1-1-1-1-
EXT Sign Extend (destination) Sign-extended — Destination -1*1*|0]0
JMP Jump Destination - PC o el Rl
JSR Jump to Subroutine PC — — (SP) ; Destination - PC === (-1-
LEA Load Effective Address Destination — An -1-1-1-1-
LINK Link and Allocate An — - (SP) ; SP - An ; SP + Displacemment - SP |- |-|-|-[-
LSL, LSR Logical Shift (destination) Shifted by <count> — Destination fr]*jo*
MOVE Move Data from Source to (source) — Destination -{*]*10]0
Destination
MOVE to CCR |Move to Condition Code (source) - CCR ol R e
MOVE to SR Move to the Status Register (source) - SR Al T I
MOVE from SR [Move from the Status Register SR — Destination -l1=-=1-1-
A7 Ssammson
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Table 7.2 : Instruction Set (continued).

Conditions
Mnemonic Description Operation Codes
X[NiZ|V|C
MOVE USP Move User Stack Pointer USP — An ; An - USP -1=-1-1-1-
MOVEA Move Address (source) — Destination =-1=-1-1-1-
MOVEM Move Multiple Registers Registers — Destination -1=-1-1--
(source) — Registers
MOVEP Move Peripheral Data (source) — Destination -1-1-1-1-
MOVEQ Move Quick Immediate Data — Destination -1*1*10(0
MULS Signed Multiply (destination) X (source) — Destination -1*|*|0]0
MULU Unsigned Multiply (destination) X (source) — Destination -[*]*|0]0
NBCD Negate Decimal with Extend 0 — (destination)9 — X — Destination *lul*(u|*
NEG Negate 0 — (destination) — Destination W
NEGX Negate with Extend 0 — (destination) — X — Destination ol B I R I
NOP No Operation - -1-1-1-1-
NOT Logical Complement ~(destination) — Destination -[(*]*(o0]0
OR Inclusive OR Logical (destination) v (source) — Destination -(*|*|ofo0
ORI Inclusive OR Immediate (destination) v Immediate Data — Destination -|1*|*l0]|0
PEA Push Effective Address Destination — — (SP) -|=1-1-|-
RESET Reset External Device - —--{-1-1-
ROL, ROR Rotate (without extend) (destination) Rotated by <count> — Destination el T I O
ROXL, ROXR Rotate with extend (destination) Rotated by <count> — Destination A I Tl N
RTE Return from Exception (SP) + - SR ; (SP) + » PC o Tl I
RTR Return and Restore Condition Codes |(SP) + - CC ; (SP) + » PC ol Dl I I
RTS Return from Subroutine (SP) + » PC -1=-1-1-1-
SBCD Subtract Decimal with Extend (destination) 19 — (source)1o — X — Destination *|U|*|uj|*
Sce Set According to Condition IF ¢c then 1's — Destination else 0's — Destination e e
STOP Load Status Register and Stop Immediate Data - SR ; STOP I I I I
SuB Subtract Binary (destination) — (source) — Destination I I I I
SUBA Subtract Address (destination) — (source) — Destination -|=1-1--
SuBI Subtract Immediate (destination) ~ Immediate Data — Destination ol I I I I
SuBQ Subtract Quick (destination) — Immediate Data — Destination bl R I B I
SuUBX Subtract with Extend (destination) — (source) — X — Destination I
SWAP Swap Register Halves Register [31 : 16] + Register [15 : 0] -(*{*(o|o0
TAS Test and Set and Operand (destination) Tested — CC ; 1 — [7] OF Destination —-|*{*{ofo
TRAP Trap PC — - (SSP) ; SR — — (SSP) ; (vector) - PC ={=1=-1-1-
TRAPV Trap on Overflow If V then TRAP -{=1-1-1-
TST Test and Operand (destination) Tested —» CC -1*1*fojo
UNLK Unlik An — SP ; (SP) + - An -1=1-1-1-
* logical exclusive OR * affected
A logical AND — unaffected
v logical OR 0 cleared
@ logical exclusive OR 1 set
~ logical complement U undefined
=2 7 aonees

144




TS68008

7.1.2. INSTRUCTION PREFETCH. The TS68008
uses a two-word tightly-coupled instruction prefetch
mechanism to enhance performance. This mecha-
nism is described in terms of the microcode opera-
tions involved. If the execution of an instruction is
defined to begin when the microroutine for that in-
struction is entered, some features of the prefetch
mechanism can be described.

— 1. When execution of an instruction begins, the
operation word and the word following have al-
ready been fetched. The operation word is in
the instruction decoder.

— 2. Inthe case of multiword instructions, as each
additional word of the instruction is used inter-
nally, a fetch is made to the instruction stream
to replace it.

— 3. The last fetch from the instruction stream is
made when the operation word is discarded and
decoding is started on the next instruction.

— 4. If the instruction is a single-word instruction
causing a branch, the second word is not used.
But because this word is fetched by the prece-
ding instruction, it is impossible to avoid this su-
perfluous fetch. In the case of an interrupt or
trace exception, neither word is used.

— 5. The program counter usually points to the last
word fetched from the instruction stream.

Table 7.3 : Effective Address Calculation Times.

7.2. INSTRUCTION EXECUTION TIMES

The following paragraphs contain listings of the in-
struction execution times in terms of external clock
(CLK) periods. In this timing data, it is assumed that
both memory read and write cycle times are four
clock periods. Any wait states caused by a longer
memory cycle must be added to the total instruction
time. The number of bus read and write cycles for
each instruction is also included with the timing da-
ta. This datais enclosed in parenthesis following the
execution periods and is shown as : (r/w) where r is
the number of read cycles and w is the number of
write cycles. The number of periods includes in-
struction fetch and all applicable operand fetches
and stores.

7.2.1. OPERAND EFFECTIVE ADDRESS CALCU-
LATION TIMES. Table 7.3 lists the number of clock
periods required to compute an instruction’s effec-
tive address. It includes fetching of any extension
words, the address computation, and fetching of the
memory operand. The number of bus read and write
cycles is shown in parenthesis as (r/w). Note there
are no write cycles involved in processing the effec-
tive address.

Addressing Mode Byte Word Long

Register
Dn Data Register Direct 0(0/0) 0(0/0) 0(0/0)
An Address Register Direct 0(0/0) 0(0/0) 0(0/0)

Memory
(An) Address Register Indirect 4(1/0) 8(2/0) 6(4/0)
(An) + Address Register Indirect with Postincrement 4(1/0) 8(2/0) 6(4/0)
— (An) Address Register Indirect with Predecrement 6(1/0) 10(2/0) 18(4/0)
d(An) Address Register Indirect with Displacement 12(3/0) 16(4/0) 24(6/0)
d(AN, ix)* Address Register Indirect with Index 14(3/0) 18(4/0) 6(6/0)
Xxx.W Absolute Short 12(3/0) 16(4/0) 24(6/0)
xxx.L Absolute Long 20(5/0) 24(6/0) 32(8/0)
d(PC) Program Counter with Displacement 12(3/0) 16(4/0) 24(6/0)
d(PC, ix) Program Counter with Index 14(3/0) 18(4/0) 26(6/0)
#xxx Immediate 8(2/0) 8(2/0) 16(4/0)

* The size of the index register (ix) does not affect execution time.
LNy SGS-THOMSON S7/s2
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Table 7.4 : Move Byte Instruction Execution Times.
Destination
Source
Dn An (An) (An)+ ~(An) d(An) d(An, x)* [ xxx.W xxx.L
Dn 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1) 20(4/1) 22(4/1) 20(4/1) 28(6/1)
An 8(2/0) 8(2/0) 12(2/1) 12(2/1) 12(2/1 ) 20(4/1) 22(4/1) 20(4/1) 28(6/1)
(An) 12(3/0) 12(3/0) 16(3/1) 16(3/1) 16(3/1) 24(5/1) 26(5/1) 24(5/1) 32(7/1)
(An) + 12(3/0) 12(3/0) 16(3/1) 16(3/1) 16(3/1) 24(5/1) 26(5/1) 24(5/1) 32(7/1)
— (An) 14(3/0) 14(3/0) 18(3/1) 18(3/1) 8(3/1) 26(5/1) 28(5/1) 26(5/1) 34(7/1)
d(An) 20(5/0) 20(5/0) 24(5/1) 24(5/1) 24(5/1) 32(7/1) 34(7/1) 32(7/1) 40(9/1)
d(An, ix)* 22(5/0) 22(5/0) 26(5/1) 26(5/1) 26(5/1) 34(7/1) 36(7/1) 34(7/1) 42(9/1)
xxx.W 20(5/0) 20(5/0) 24(5/1) 24(5/1) 24(5/1) 32(7/1) 34(7/1) 32(7/1) 40(9/1)
xxx.L 28(7/0) 28(7/0) 32(7/1) 32(7/1) 32(7/1) 40(9/1) 42(9/1) 42(9/1) | 48(11/11)
d(PC) 20(5/0) 20(5/0) 24(5/1) 24(5/1) 24(5/1) 32(7/1) 34(7/1) 32(7/1) 40(9/1)
d(PC, ix)* | 22(5/0) 22(5/0) 26(5/1) 26(5/1) 26(5/1) 34(7/1) 36(7/1) 34(7/1) 42(9/1)
#xxx 16(4/0) | 16(4/0) | 20(4/1) | 20(4/1) | 20(4/1) | 28(6/1) | 30(6/1) | 28(6/1) 36(8/1)
* The size of the index register (ix) does not affect execution time.
Table 7.5 : Move Word Instruction Execution Times.
s Destination
ource
Dn An (An) (An)+ - (An) d(An) |d(An,ix)* | xxx.W xxx.L
Dn 8(2/0) 8(2/0) 16(2/2) | 16(2/2) | 16(2/2) | 24(4/2) | 26(4/2) | 20(4/2) 32(6/2)
An 8(2/0) 8(2/0) 16(2/2) | 16(2/2) | 16(2/2) | 24(4/2) | 26(4/2) | 20(4/2) | 32(6/2)
(An) 16(4/0) | 16(4/0) | 24(4/2) | 24(4/2) | 24(4/2) | 32(6/2) | 34(6/2) | 32(6/2) 40(8/2)
(An) + 16(4/0) | 16(4/0) | 24(4/2) | 24(4/2) | 24(4/2) | 32(6/2) | 34(6/2) | 32(6/2) 40(8/2)
— (An) 18(4/0) | 18(4/0) | 26(4/2) | 26(4/2) | 26(4/2) | 34(6/2) | 32(6/2) | 34(6/2) 42(8/2)
d(An) 24(6/0) | 24(6/0) | 32(6/2) | 32(6/2) | 32(6/2) | 40(8/2) | 42(8/2) | 40(8/2) | 48(10/2)
d(An, ix)* | 26(6/0) | 26(6/0) | 34(6/2) | 34(6/2) | 34(6/2) | 42(8/2) | 44(8/2) | 42(8/2) | 50(10/2)
xxx.W 24(6/0) | 24(6/0) | 32(6/2) | 32(6/2) | 32(6/2) | 40(8/2) | 42(8/2) | 40(8/2) | 48(10/2)
xxx.L 32(8/0) | 32(8/0) | 40(8/2) | 40(8/2) | 40(8/2) | 48(10/2) | 50(10/2) | 48(10/2) | 56(12/2)
d(PC) 24(6/0) | 24(6/0) | 32(6/2) | 32(6/2) | 32(6/2) | 40(8/2) | 42(8/2) | 40(8/2) | 48(10/2)
d(PC, ix)* | 26(6/0) | 26(6/0) | 34(6/2) | 34(6/2) | 34(6/2) (8/2) | 44(8/2) | 42(8/2) | 50(10/2)
#XXX 16(4/0) | 16(4/0) | 24(4/2) | 24(4/2) | 24(4/2) | 32(6/2) | 34(6/2) | 32(6/2) 40(8/2)
* The size of the index register (ix) does not affect execution time.
Table 7.6 : Move Long Instruction Execution Times.
Source Destination
Dn An (An) (An)+ - (An) d(An) [d(An,ix)* | xxx.W xxx.L
Dn 8(2/0) 8(2/0) | 24(2/4) | 24(2/4) | 24(2/4) | 32(4/4) | 34(4/4) | 32(4/4) | 40(6/4)
An 8(2/0) 8(2/0) 24(2/4) | 24(2/4) | 24(2/4) | 32(4/4) | 34(4/4) | 32(4/4) 40(6/4)
(An) 24(6/0) | 24(6/0) | 40(6/4) | 40(6/4) | 40(6/4) | 48(8/4) | 50(8/4) | 48(8/4) | 56(10/4)
(An) + 24(6/0) | 24(6/0) | 40(6/4) | 40(6/4) | 40(6/4) | 48(8/4) | 50(8/4) | 48(8/4) | 56(10/4)
- (An) 26(6/0) | 26(6/0) | 42(6/4) | 42(6/4) | 42(6/4) | 50(8/4) | 52(8/4) | 50(8/4) 8(10/4)
d(An) 32(8/0) | 32(8/0) | 48(8/4) | 48(8/4) | 48(8/4) | 56(10/4) | 58(10/4) | 56(10/4) | 64(12/4)
d(An, ix)* | 34(8/0) | 34(8/0) | 50(8/4) | 50(8/4) | 50(8/4) | 58(10/4) | 60(10/4) | 58(10/4) | 66(12/4)
xxx.W 32(8/0) | 32(8/0) | 48(8/4) | 48(8/4) | 48(8/4) | 56(10/4) | 58(10/4) | 56(10/4) | 64(12/4)
xxx.L 40(10/0) | 40(10/0) | 56(10/4) | 56(10/4) | 56(10/4) | 64(12/4) | 66(12/4) | 64(12/4) | 72(14/4)
d(PC) 32(8/0) | 32(8/0) | 48(8/4) | 48(8/4) | 48(8/4) | 56(10/4) | 58(10/4) | 56(10/4) | 64(12/4)
d(PC, ix)* | 34(8/0) | 34(8/0) | 50(8/4) | 50(8/4) | 50(8/4) | 58(10/4) | 60(10/4) | 58(10/4) | 66(12/4)
#XXX 24(6/0) | 24(6/0) | 40(6/4) | 40(6/4) | 40(6/4) | 48(8/4) | 50(8/4) | 48(8/4) | 56(10/4)

* The size of the index register (ix) does not affect execution time.
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7.2.2. MOVE INSTRUCTION EXECUTION TIMES.
Tables 7.4, 7.5, and 7.6 indicate the number of clock
periods for the move instruction. This data includes
instruction fetch, operand reads, and operand
writes. The number of bus read and write cycles is
shown in parenthesis as : (r/w).

7.2.3. STANDARD INSTRUCTION EXECUTION
TIMES. The number of clock periods shown in table
7.7 indicates the time required to perform the ope-
rations, store the results, and read the next instruc-
tion. The number of bus read and write cycles is
shown in parenthesis as : (r/w). The number of clock
periods and the number of read and write cycles
must be added respectively to those of the effective
address calculation where indicated. In table 7.7 the
headings have the following meanings : An = ad-
dress register operand, Dn = data register operand,
ea = an operand specified by an effective address,
and M = memory effective address operand.

7.2.4. IMMEDIATE INSTRUCTION EXECUTION
TIMES. The number of clock periods shown in table
7.8 includes the time to fetch immediate operands,
perform the operations, store the results, and read
the next operation. The number of bus read and
write cycles is shown in parenthesis as : (r/w). The
number of clock periods and the number of read and
write cycles must be added respectively to those of
the effective address calculation where indicated. In

table 7.8, the headings have the following meanings
: # = immediate operand, Dn = data register ope-
rand, An = address register operand, and M = me-
mory operand.

7.2.5. SINGLE OPERAND INSTRUCTION EXE-
CUTION TIMES. Table 7.9 indicates the number of
clock periods for the single operand instructions.
The number of bus read and write cycles is shown
in parenthesis as (r/w). The number of clock periods
and the number of read and write cycles must be
added respectively to those of the effective address
calculation where indicated.

7.2.6. SHIFT/ROTATE INSTRUCTION EXECU-
TION TIMES. Table 7.10 indicates the number of
clock periods for the shift and rotate instructions.
The number of bus read and write cycles is shown
in parenthesis as : (r/w). The number of clock pe-
riods and the number of read and write cycles must
be added respectively to those of the effective ad-
dress calculation where indicated.

7.2.7. BIT MANIPULATION INSTRUCTION EXE-
CUTION TIMES. Table 7.11 indicates the number
of clock periods required for the bit manipulation in-
structions. The number of bus read and write cycles
is shown in parenthesis as : (r/w). The number of
clock periods and the number of read and write cy-
cles must be added respectively to those of the ef-
fective address calculation where indicated.

L7 SGS-THOMSON 5982
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Table 7.7 : Standard Instruction Execution Times.

Instruction Size op <ea>, An op <ea>, Dn op Dn, <M>
Byte - 8(2/0) + 12(2/1) +
ADD Word 12(2/0) + 8(2/0) + 16(2/2) +
Long 10(2/0) +** 10(2/0) +** 24(2/4) +
Byte - 8(2/0) + 12(2/1) +
AND Word - 8(2/0) + 16(2/2) +
Long - 10(2/0) +** 24(2/4) +
Byte - 8(2/0) + -
CMP Word 10(2/0) + 8(2/0) + -
Long 10(2/0) + 10(2/0) + -
DIVS - 162(2/0) +* -
DIVU - 144(2/0) +* -
Byte - 8(2/0) +*** 12(2/1) +
EOR Word - 8(2/0) +*** 16(2/2) +
Long - 12(2/0) +*** 24(2/4) +
MULS - 74(2/0) +* -
MULU - 74(2/0) +* -
Byte - 8(2/0) + 12(2/1) +
OR Word - 8(2/0) + 16(2/2) +
Long - 10(2/0) +** 24(2/4) +
Byte - 8(2/0) + 12(2/1) +
SuB Word 12(2/0) + 8(2/0) + 16(2/2) +
Long 10(2/0) +** 10(2/0) +** 24(2/4) +
Notes : + Add effective address calculation time

* Indicates maximum value
** The base time of 10 clock periods is increased to 12 if the effective address mode is register direct or inmediate
(effective address time should also be added).
*** Only available effective address mode is data register direct
DIVS, DIVU - The divide algorithm used by the TS68008 provides less than 10% difference between the best and worst case
timings.

MULS, MULU - The multiply algorithm requires 42 + 2n clocks where n is defined as :
MULS : n = tag the <ea> with a zero as the MSB ; n is the resultant number of 10 or 01 patterns in the 17-bit
source, . .
i.e., worst case happens when the source is $5555.

MULU : n = the number of ones in the <ea>
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Table 7.8 : Immediate Instruction Clock Periods.

Instruction Size op#, Dn op#, An op#, M
Byte 16(4/0) - 20(4/1) +
ADDI Word 16(4/0) - 24(4/2) +
Long 28(6/0) - 40(6/4) +
Byte 8(2/0) - 12(2/1) +
ADDQ Word 8(2/0) 12(2/0) 16(2/2) +
Long 12(2/0) 12(2/0) 24(2/4) +
Byte 16(4/0) - 20(4/1) +
ANDI Word 16(4/0) - 24(4/2) +
Long 28(6/0) - 40(6/4) +
Byte 16(4/0) - 16(4/0) +
CMPI Word 16(4/0) - 16(4/0) +
Long 26(6/0) - 24(6/0) +
Byte 16(4/0) - 20(4/1) +
EORI Word 16(4/0) - 24(4/2) +
Long 28(6/0) - 40(6/4) +
MOVEQ Long 8(2/0) - -
Byte 16(4/0) - 20(4/1) +
ORI Word 16(4/0) - 24(4/2) +
Long 28(6/0) - 40(6/4) +
Byte 16(4/0) - 12(2/1) +
SuBl Word 16(4/0) - 16(2/2) +
Long 28(6/0) - 24(2/4) +
Byte 8(2/0) - 20(4/1) +
SUBQ Word 8(2/0) 12(2/0) 24(4/2) +
Long 12(2/0) 12(2/0) 40(6/4) +
+ add effective address calculation time
Table 7.9 : Single Operand Instruction Execution Times.
Instruction Size Register Memory
Byte 8(2/0) 12(2/1) +
CLR Word 8(2/0) 16(2/2) +
Long 10(2/0) 24(2/4) +
NBCD Byte 10(2/0) 12(2/1) +
Byte 8(2/0) 12(2/1) +
NEG Word 8(2/0) 16(2/2) +
Long 10(2/0) 24(2/4) +
Byte 8(2/0) 12(2/1) +
NEGX Word 8(2/0) 16(2/2) +
Long 10(2/0) 24(2/4) +
Byte 8(2/0) 12(2/1) +
NOT Word 8(2/0) 16(2/2) +
Long 10(2/0) 24(2/4) +
s Byte, False 8(2/0) 12(2/1) +
ce Byte, True 10(2/0) 12(2/1) +
TAS Byte 8(2/0) 14(2/1) +
Byte 8(2/0) 8(2/0) +
TST Word 8(2/0) 8(2/0) +
Long 8(2/0) 8(2/0) +
+ add effective address calculation time
L3y SGS-THOMSON 61/82
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Table 7.10 : Shift/Rotate Instruction Clock Periods.

Instruction Size Register Memory
Byte 10 + 2n(2/0) -
ASR, ASL Word 10 + 2n(2/0) 16(2/2) +
Long 12 + 2n(2/0) -
Byte 10 + 2n(2/0) -
LSR, LSL Word 10 + 2n(2/0) 16(2/2) +
Long 12 + 2n(2/0) -
Byte 10 + 2n(2/0) -
ROR, ROL Word 10 + 2n(2/0) 16(2/2) +
Long 12 + 2n(2/0) -
Byte 10 + 2n(2/0) -
ROXR, ROXL Word 10 + 2n(2/0) 16(2/2) +
Long 12 + 2n(2/0) -
+ add effective address calculation time
n is the shift count
Table 7.11 : Bit Manipulation Instruction Execution Times.
X ) Dynamic Static
Instruction Size -
Register Memory Register Memory
Byte - | 12@1) + - 20(4/1) +
BCHG Long 12(2/0) * - 20(4/0) * -
Byte - 12(2/1) + - 20(4/1) +
BCLR Long 14(2/0) * - 22(4/0) * -
Byte - 12(2/1) + - 20(4/1) +
BSET Long 12(2/0) * - 20(4/0)* -
Byte - 8(2/0) + - 16(4/0) +
BTST Long 10(2/0) - 18(4/0) -

+ add effective address calculation time

* Indicates maximum value

7.2.8. CONDITIONAL

INSTRUCTION EXECU-
TION TIMES. Table 7.12 indicates the number of
clock periods required for the conditional instruc-
tions. The number of bus read and write cycles is in-

Table 7.12 : Conditional Instruction Excecution Times.

dicated in parenthesis as
clock periods and the number of read and write cy-
cles must be added respectively to those of the ef-
fective address calculation where indicated.

: (r'w). The number of

. . Trap or Branch Trap or Branch
Instruction Displacement Taken Not Taken
Bec Byte 18(4/0) 12(2/0)
Word 18(4/0) 20(4/0)
Byte 18(4/0) -
BRA Word 18(4/0) -
Byte 34(4/4) _
BSR Word 34(4/4) -
CC True - 20(4/0)
DBee CC False 18(4/0) 26(6/0)
CHK - 68(8/6) +* 14(2/0) +
TRAP - 62(8/6) -
TRAPV - 66(10/6) 8(2/0)
+ add effective address calculation time
* Indicates maximum value
gam2 L§y SGS-THOMSON
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7.2.9. JMP, JSR, LEA, PEA, AND MOVEM IN-
STRUCTION EXECUTION TIMES. Table 7.13 indi-
cates the number of clock periods required for the
jump, jump-to-subroutine, load effective address,
push effective address, and move multiple registers
instructions. The number of bus read and write cy-
cles is shown in parenthesis as : (r/w).

7.2.10. MULTI-PRECISION INSTRUCTION EXE-
CUTION TIMES. Table 7.14 indicates the number
of clock periods for the multi-precision instructions.
The number of clock periods includes the time to
fetch both operands, perform the operations, store
the results, and read the next instructions. The num-

ber of read and write cycles is shown in parenthe-
sis as : (r/w).

In table 7.14, the headings have the following mea-
nings : Dn = data register operand and M = memo-
ry operand.

7.2.11. MISCELLANEOUS INSTRUCTION EXE-
CUTION TIMES. Tables 7.15 and 7.16 indicate the
number of clock periods for the following miscella-
neous instructions. The number of bus read and
write cycles is shown in parenthesis as : (r/w). The
number of clock periods plus the number of read
and write cycles must be added to those of the ef-
fective address calculation where indicated.

Table 7.13 : JMP, JSR, LEA, PEA, and MOVEM Instruction Execution Times.

Instruct. | Size (An) (An) + | = (An) d(An) |d(An, ix)*| xxx.W xxx.L d(PC) [d(PC, ix)*
JMP - 16(4/0) - - 18(4/0) | 22(4/0) | 18(4/0) | 24(6/0) | 18(4/0) | 22(4/0)
JSR - 32(4/4) - - 34(4/4) | 38(4/4) | 34(4/4) | 40(6/4) | 34(4/4) | 38(4/4)
LEA - 8(2/0) - - 16(4/0) | 20(4/0) | 16(4/0) | 24(6/0) | 16(4/0) | 20(4/0)
PEA - 24(2/4) - - 32(4/4) | 36(4/4) | 32(4/4) | 40(6/4) | 32(4/4) | 36(4/4)

Word 24+8n | 24+8n - 324+8n | 34+8n | 32+8n | 40+8n | 32+8n | 34+8n

MOVEM (6 + 2n/0)((6 + 2n/0) - (8 +2n/0)(8 + 2n/0)[(10 + n/0){(10 + 2n/0)|(8 + 2n/0)| (8 + 2n/0)

M- R Long |24+16n (24 +16n - 32+16n|34+16n[32+16n| 40+ 16n |32 +16n| 34 + 16n
9 (6 + 4n/0)((6 + 4n/0) - (8 +4n/0)|(8 + 4n/0)[(8 + 4n/0)| (8 + 4n/0) |(8 + 4n/0)| (8 + 4n/0)
Word 16 + 8n - 16+8n | 24+8n | 26+8n | 24+8n | 32+ 8n - -
MOVEM (4/2n) - (4/2n) (6/2n) (6/2n) (6/2n) (8/2n) - -
R—-M Long |16+16n - 16+16n |24 + 16n | 26 + 16n | 24 + 16n | 32 + 16n - -
9 (4/4n) - (4/4n) (6/4n) (6/4n) (8/4n) (6/4n) - -
n is the number of registers to move
* is the size of the index register (ix) does not affect the instruction’s execution time
Table 7.14 : Multi-Precision Instruction Execution Times.
Instruction Size op Dn, Dn opM, M
Byte 8(2/0) 22(4/1)
ADDX Word 8(2/0) 50(6/2)
Long 12(2/0) 58(10/4)
Byte - 16(4/0)
CMPM Word - 24(6/0)
Long - 40(10/0)
Byte 8(2/0) 22(4/1)
SUBX Word 8(2/0) 50(6/2)
Long 12(2/0) 58(10/4)

ABCD Byte 10(2/0) 20(4/1)

SBCD Byte 10(2/0) 20(4/1)

(37 SGS-THOMSON 63/82
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Table 7.15 : Miscellaneous Instruction Execution Times.

Instruction Register Memory
ANDI to CCR 32(6/0)
ANDI to SR 32(6/0)
EORI to CCR 32(6/0)
EORI to SR 32(6/0)
EXG 10(2/0)
EXT 8(2/0)
LINK 32(4/4)
MOVE to CCR 18(4/0) 18(4/0) +
MOVE to SR 18(4/0) 18(4/0) +
MOVE from SR 10(2/0) 16(2/2) +
MOVE to USP 8(2/0)
MOVE from USP 8(2/0)
NOP 8(2/0)
ORI to CCR 32(6/0)
ORI to SR 32(6/0)
RESET 136(2/0)
RTE 40(10/0)
RTR 40(10/0)
RTS 32(8/0)
STOP 4(0/0)
SWAP 8(2/0)
UNLK 24(6/0)

+ add effective address calculation time

Table 7.16 : Move Peripheral Instruction Excecution Times.

Instruction Size Register - Memory Memory — Register
MOVEP Word 24(4/2) 24(6/0)
Long 32(4/4) 32(8/0

+ add effective address calculation time

7.2.12. EXCEPTION PROCESSING EXECUTION
TIMES. Table 7.17 indicates the number of clock
periods for exception processing. The number of

clock periods includes the time for all stacking, the

64/82
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vector fetch, and the fetch of the first instruction of
the handler routine. The number of bus read and
write cycles is shown in parenthesis as : (r/w).
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Table 7.17 : Exception Processing Execution Times.

Exception Periods
Address Error 94(8/14)
Bus Error 94(8/14)
CHK Instruction 68(8/6) +
Interrupt 72(9/16) *
lllegal Instruction 62(8/6)
Privileged Instruction 62(8/6)
Trace 62(8/6)
TRAP Instruction 62(8/6)
TRAPV Instruction 66(10/6)
Divide by Zero 66(8/6) +
RESET** 64(12/0)

+ add effective address calculation time

* The interrupt acknowledge bus cycle is assumed to take four external clock periods

** Indicates the time from when RESET and HALT are first sampled as negated to when instruction execution starts.
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SECTION 8

ELECTRICAL SPECIFICATIONS

This section contains the electrical specifications
and associated timing information for the MC68008.

8.1. ABSOLUTE MAXIMUM RATINGS

Symbol Parameter Value Unit
Vce Supply Voltage —-03t07 \
Vin Input Voltage —-03to7 \'
Ta Operating Temperature Range 0to 70 °C

TS68008C 0to 70
TS68008V — 40 to 65
Tstg Storage Temperature — 55 to 150 °C

This device contains circuitry to protect the inputs against damage due to high static voltages or electric fields, however, it is
advised that normal precautions be taken to avoid application of any voltages higher than maximum-rated voltages to this
high-impedance circuit. Reliability of operation is enhanced if unused inputs are tied to an appropriate logic voltage level (e.g.,

either ground or Vcc).

8.2 THERMAL DATA

Value
Parameter Unit
64a Bac
Thermal Resistance :
Plastic DIL 40 20 °C/W
PLCC 50 30
* Estimated

8.3. POWER CONSIDERATIONS

The average chip-junction temperature, Ty, in ‘C
can be obtained from :

Ty=Ta+(Pp*64a) (1)
Where :
Ta = Ambient Temperature, °C

6Ja = Package Thermal Resistance,
Junction-to-Ambient, *C/W

Pp =PiNT + Pro
PINT = lcc x Ve, Watts — Chip Internal Power

Pro = Power Dissipation on Input and Output Pins
— User Determined

For most applications Pyo < Pint and can be neglec-
ted.

66/82 L7 SGS:THOMSON

An approximate relationship between Pp and Ty

(if Pyo is neglected) is :

Pp =K+ (Ty +273°C) 2)

Solving equations 1 and 2 for K gives :

K=Pp- (Ta+273°C) + 8 JA - Pp? (3)

Where K is a constant pertaining to the particular
part, K can be determined from equation 3 by mea-
suring Pp (at equilibrium) for a known Ta. Using this
value of K the values of Pp and Ty can be obtained
by solving equations (1) and (2) iteratively for any
value of Ta

The curve shown in figure 8.1 gives the graphic so-
lution to these equations for the specification power
dissipation of 1.50 watts over the ambient tempera-
ture range of —55°C to 125°C using a 6yaof 45°C/W,
a typical value for packages specified.
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Figure 8.1 : TS68008 Power Dissipation (Pp) vs Ambient Temperature (Ta).

2.2

g
o

-—
- -]

Power (Pg_)‘ — Watts
(=]

84
14 210y,
1.2 \
[ —
1.0
-55 -40 0 25 70 85 110 125

Ambient Temperature (TA) — °C

The total thermal resistance of a package (6 ya) can
be separated into two components, 6 yc and 6 ca,
representing the barrier to heat flow from the semi-
conductor junction to the package (case) surface
(6 yc) and from the case to the outside ambient
(6 ca). These terms are related by the equation :

0JA=064c+0caA

Figure 8.2 : RESET Test Load.

6 Jc is device related and cannot be influenced by
the user. However, 6 ca is user dependent and can
be minimized by such thermal management techni-
ques as heat sinks, ambient air cooling and thermal
convention. Thus good thermal management on the
part of the user can significantly reduce 6 ca so that
6 Ja=0 Jc . Substitution of 8 yc for84a in equation 1
will result in a lower semiconductor junction tempe-
rature.

Figure 8.3 : HALT Test Load.
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Figure 8.4 : Test Loads.

«5V

Test 1N4148
Point or Equivalent

1N916
or Equivalent

CL = 130pF (includes all parasitics)
RL = 60KQ for AS, A0-A19, BG, D0-D7, E, FCO-FC2, DS, RW
* R = 1.22KQ for A0-A19, BG, FC0-FC2

8.4. DC ELECTRICAL CHARACTERISTICS
(Vcc =5.0Vdc£5% ; GND =0 Vdc ; Ta = 0 °C to 70 °C; see figures 8.2, 8.3 and 8.4)

Symbol Parameter Min. Max. | Unit
Vin Input High Voltage 2.0 Vce )
Vie Input Low Voltage GND - 0.3 0.8 )
lin Input Leakage Current @ 5.25 V

BERR, BR, DTACK, CLK, IPL0/2, IPL1, VPA, HALT, RESET BGACK - 20 pA
Itsi Hi-Z (off state) Input Current @ 2.4 V/0.4 V

A0-A19, AS, D0-D7, FCO-FC2, DS, RW - 20 uA
Vox Output High Voltage (lon =— 400 uA) \

E, A0-A19, AS, BG, D0-D7, FC0-FC2, DS, RW, VMA 2.4 -
VoL Output Low Voltage

(loL = 1.6 mA) _ HALT - 05

(loL = 8.2 mA) A0-A19, BG, FCO-FC2 - 05 v

(loL =5.0 mA) _RESET - 05

(loL =5.3 mA) E, AS, DO-D7, DS, RW - 0.5
Pp Power Dissipation, *Ta = 0°C - 1.5 W
Cin Capacitance (Vin =0 V, Ta =25 °C ; frequency = 1 MHz)** - 20.0 pF

* During normal operation instantaneous VCC current requirements may be as high as 1.5A
* * Capacitance is periodically sampled rather than 100% tested.

68/82 L3y SGS-THOMSON
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8.5 CLOCK TIMING (see figure 8.5)

8 MHz 10 MHz
Symbol Parameter - Unit
Min. Max. Min. Max.

f Frequency of Operation 2.0 8.0 2.0 10.0 MHz
teye Cycle Time 125 500 100 500 ns
toL Clock Pulse Width 55 250 45 250 ns
tcH 55 250 45 250
tor Rise and Fall Times - 10 - 10 ns
tet - 10 - 10

Figure 8.5 : Input Clock Waveform.
teye
jt——— 1) ——ﬂ ICH ——
20v \ Z
0.8V |
tcr — je— tCt
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8.6. AC ELECTRICAL SPECIFICATIONS — READ CYCLES
(Vcoe =5.0Vgyc £5% ; GND = 0Vdc ; T = T, to Ty ; see figure 8.6)

N° {Symbol Parameter 8MHz _1°MHZ Unit
Min. Max. Min. Max.

1 tcyc | Clock Period 125 500 100 500 ns

2 tc | Clock Width Low 55 250 45 250 ns

3 tch | Clock Width High 55 250 45 250 ns

4 tct Clock Fall Time 10 10 ns

5 ter Clock Rise Time 10 10 ns

6 tcLav | Clock Low to Address Valid 70 60 ns

6A |tchrcv | Clock High to FC Valid 70 60 ns

7 tcHapz | Clock High to Address, Data Bus High Impedance 80 70 ns

(maximum)

8 tchari | Clock High to Address, FC Invalid (minimum) 0 0 ns
9" | tousL | Clock High to AS, DS Low 0 60 0 55 ns
11@ | tays, | Address Valid to AS, DS Low 30 20 ns

11A@:8) | teoysy | FC Valid to AS, DS Low 60 50 ns
120 | toLsy | Clock Low to AS, DS High 35 35 ns
13@ | tspari | AS, DS High to Address/FC Invalid 30 20 ns
1425 | g | AS, DS Width Low 270 195 ns
15@) | tgy | AS, DS Width High 150 105 ns
17@) | tguru | AS, DS High to R/W High 40 20 ns
180" | tonmn | Clock High to R/W High 0 40 0 40 ns
270 | tpicL | Data In to Clock Low (setup time) 15 10 ns
282:5) [tgypan| AS, DS High to DTACK High 0 245 0 190 ns
29 tsHDN AS, DS High to Data in Invalid (hold time) 0 0 ns
30 |[tsusen| AS, DS High to BERR High 0 0 ns
313 | tpa pi | DTACK Low to Data Valid 90 65 ns

(asynchronous setup time on read)

32 trHr,t | HALT and RESET Input Transition Time 0 200 0 200 ns
470 | tas; | Asynchronous Input Setup Time 10 10 ns
48 tge paL| BERR Low to DTACK Low 20 20 ns
56() | tyrpw | HALT/RESET Pulse Width 10 10 Clk.Per.

Notes : 1. For a loading capacitance of less than or equal to 50 picofarads, subtract 5 nanoseconds from the values given in these columns.

2. Actual value depends on clock period.

3. If 47 is satisfied for both DTACK and BERR, 48 may be 0 nanoseconds.

4. For power up the MPU must be held in RESET state for 100 milliseconds to allow stabilization of on-chip circuitry. After the
system is powered up, 56 refers to the minimum pulse width required to reset the system.

5. If the asynchronous setup time (47) requirements are satisfied, the DTACK low-to-data setup time (31) requirement can be
ignored. The data must only satisfy the data-in to clock-low setup time (27) for the following cycle.

6. Setup time to guarantee recognition on next falling edge of clock.
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation.

Figure 8.6 : Read Cycle Timing Diagram.
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3 .Q’_{.,@
55 _/ P R F_——
— b—-@
DOTACK \
1 - @—-J ‘—\L @
ata Q —
L — ®
s ~—©) Vi
® =—G)
s "o
—» u—@

Aswvnchronous
wuts INgie 1)

Notes : 1. Setup time for the asynchronous inputs IPLO2, IPL1, and VPA guarantees their recognition at the next falling edge of the clock.
2. BR need fall at this time only in order to insure being recognized at the end of this bus cycle.

3. Timing measurements are referenced to and from a low voltage of 0.8 volt and a high voltage of 2.0 volts, unless otherwise no-
ted.
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8.6. AC ELECTRICAL SPECIFICATIONS — WRITE CYCLES
(Vo =5.0 Vo £5% ; GND =0Vdc ; To=T_to Ty ; see figure 8.7)

N° |Symbol Parameter 8MHz 10MHz Unit
Min. Max. Min. Max.

1 tcyc | Clock Period 125 500 100 500 ns

2 toL Clock Width Low 55 250 45 250 ns

3 tcu | Clock Width High 55 250 45 250 ns

4 tot Clock Fall Time 10 10 ns

5 ter Clock Rise Time 10 10 ns

6 tcLav | Clock Low to Address Valid 70 60 ns

6A |tcurcv | Clock High to FC Valid 70 60 ns

7 tcHapz | Clock High to Address, Data Bus High Impedance 80 70 ns

(maximum)

8 tcHarl | Clock High to Address, FC Invalid (minimum) 0 0 ns
9" | tousy | Clock High to AS, DS Low 0 60 0 55 ns
11® | tavs, | Address Valid to AS Low 30 20 ns

11A% 7| trcys | FC Valid to AS Low 60 50 ns
12" | torsn | Clock Low to AS, DS High 35 35 ns
13® | tsnari | AS, DS High to Address/FC Invalid 30 20 ns
1425 5 | AS Low 270 195 ns
14A%) | tps. | DS Width Low 140 95 ns
15 | tsy | AS, DS Width High 150 105 ns
18" | touru | Clock High to R/W High 0 40 0 40 ns
20D | tchrL | Clock High to RAW Low 40 40 ns
20A® | tasry | AS, Low to RW Valid 20 20 ns
21® | tayp | Address Valid to R/W Low 20 0 ns

21A® 7| teovaL | FC Valid to RW Low 60 50 ns
22) | tai s | RW Low to DS Low 80 50 ns

23 tcLpo | Clock Low to Data Out Valid 70 55 ns
25() | tsupor | AS, DS High to Data Out Invalid 50 20 ns

262 | tpos. | Data Out Valid to DS Low 35 20 ns
285 [tsypan| AS, DS High to DTACK High 0 245 0 190 ns

29 | tsupn | AS, DS High to Data in Invalid (hold time) 0 0 ns

30 |tsusen| AS, DS High to BERR High 0 0 ns

32 taurt | HALT and RESET Input Transition Time 0 200 0 200 ns
47 | tas | Asynchronous Input Setup Time 10 10 ns
48®) |tpe i pai| BERR Low to DTACK Low 20 20 ns

53 tcupoi | Clock High to Data Out Invalid 0 0 ns

55  |trLpsp | R/W to Data Bus Impedance Driven 30 20 ns
56(4) | tyrpw | HALT/RESET Pulse Width 10 10 Clk.Per.

Notes : 1. For a loading capacitance of less than or equal to 50 picofarads, subtract 5 nanoseconds from the values given in these columns.

2. Actual value depends on clock period.

3. If 47 is satisfied for both DTACK and BERR, 48 may be 0 nanoseconds.

4. For power up the MPU must be held in RESET state for 100 milliseconds to allow stabilization of on-chip circuitry. After the
system is powered up 56 refers to the minimum pulse width required to reset the system.

5. If the asynchronous setup time (47) requirements are satisfied, the DTACK low-to-data setup time (31) requirement can be
ignored. The data must only satisfy the data-in to clock-low setup time (27) for the following cycle.

6. When AS, and R/W are equally loaded (+ 20%), subtract 10 nanoseconds from the values in these columns.

7. Setup time to guarantee recognition on next falling edge of clock.
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation.

Figure 8.7 : Write Cycle Timing Diagram.
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FALT RESET ! A 4
HALT RESET
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Inputs tNote Isl.
Notes : 1. Timing measurements are referenced to and from a low voltage of 0.8 volt and a high voltage of 2.0 volts, unless otherwise no-

ted. _ _
2. Because of loading variations, R W may be valid after AS even though both are initiated by the rising edge of S2 (Specification
).
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8.7. AC ELECTRICAL SPECIFICATIONS — TS 68008 to 6800 PERIPHERAL
(Voe =5.0 Vgc £5% ; GND = 0Vdc ; Ta = 0° To 70°C ; see figures 8.8 and 8.9)

8MHz 10MHz .
N°  |Symbol Parameter Unit
Min. | Max. | Min. | Max.
1200 | toLsh |.Clock Low to AS, DS High 35 35 ns
17® | tspmu | AS, DS High to R/W High (read) 40 20 ns
18(") | tcumm.| Clock High to R/W High 0 40 0 40 ns
200" | teume | Clock High to RIW Low 40 40 ns
23 tcLpo | Clock Low to Data Out Valid (write) 70 55 ns
27 tpicL | Data In to Clock Low (setup time on read) 15 10 ns
29 tsHDII E, DS High to Data in Invalid (hold time on read) 0 0 ns
41 tcLet | Clock Low to E Transition 50 50 ns
42 ters | E Output Rise and Fall Time 15 15 ns
44 |tsuven| AS, DS High to VPA High 0 120 90 ns
45 | teLcai | E Low to Control, Address Bus Invalid 30 10 ns
(address hold time)
47 tasi | Asynchronous Input Setup Time 10 10 10 ns
49%) | tgueL | AS, DS High to E Low -8 | 80 | —-80 | 80 ns
50 ten | E Width High 450 350 ns
51 teL E Width Low 700 550 ns
54 teLpor | E Low to Data Out Invalid 30 20 ns
Notes : 1. For aloading capacitance of less than or equal to 50 picofarads, subtract 5 nanoseconds from the values given in these columns.

2. Actual value depends on clock period. . _
3. The falling edge of S6 triggers both the negation of the strobes (AS, and x DS) and the falling edge of E. Either of these events
can occur first, depending upon the loading on each signal. Specification 49 indicates the absolute maximum skew that will oc-
cur between the rising edge of the strobes and the falling edge of the E clock.

Figure 8.8 : TS68008 to 6800 Peripheral Timing Diagram — Best Case.

SO S1 S253 S4 w w w W w o wm oW w o w o ow ow S5 OS6 ST SU
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I s = ko
RIW 4
] )L—@ —l @ @Ol
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e D, k(9
E ¢ &) 4@
= _‘1 Ol 1,@_
— @—= 'P
Dgla
‘ — D @ )
Datain —

Note : This timing diagram is included for those who wish to design their own circuit to generate VMA it shows the best case possibly attainable.
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Figure 8.9 : TS68008 to 6800 Peripheral Timing Diagram — Worst Case.
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Note : This timing diagram is included for those who wish to design their own circuit to generate VMA. It shows the worst case possibly attaina-
ble.
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8.8. AC ELECTRICAL SPECIFICATIONS - BUS ARBITRATION

(Voo =5.0 Vyo £5% ; GND = 0Vdc ; To = T_ to Ty ; see figures 8.10, 8.11, and 8.12)

N° |Symbol Parameter 8MHz 10MHz Unit
y Min. | Max. | Min. | Max.
7 tcHapz | Clock High to Address, Data Bus High Impedance 80 70 ns
16 tcHez | Clock High to Control Bus High Impedance 80 70 ns
33 | tenaL | Clock High to BG Low 40 40 ns
34 | tcuen | Clock High to BG High 40 40 ns
35 |tsrigL| BR, Low to BG Low 15 | 90ons | 15 | 80ns |Clk.Per.
+3.5 + 3.5
36(") |tgruan| BR High to BG High 15 | 9ons | 15 | 80ns |Clk.Per.
+ 3.5 + 3.5
37 |teaLaH| BGACK Low to BG High (52-pin version only) 15 90ns 1.5 80ns |Clk.Per.
+35 +35
37A®) | teaienn | BGACK Low to BR High (52-pin version only) 20 15 20 15 ns
Clocks Clocks
38 taLz | BG Low to Control, Address, Data Bus High 80 70 ns
Impedance (AS high)
39 ten | BG Width High 15 15 Clk.Per.
46 teaL | BGACK Width Low (52-pin version only) 1.5 1.5 Clk.Per.
47 tasi | Asynchronous Input Setup Time 10 10 10 ns
57 teaBp | BGACK High to Control Bus Driven 1.5 15 Clk.Per.
(52-pin version only) '
58(") | tgusp | BG High to Control Bus Driven 1.5 15 Clk.Per.
Notes : 1. For processor will negate BG and begin driving the bus again if external arbitration logic negates E before asserting BGACK.
2. The minimum value must be met to garantee proper operation. If the maximum value exceeded, BG may be reasserted.
76/82
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation.

Figure 8.10 : Bus Arbitration Timing — Idle Bus Case.

BGACK! A

— d
7S 4
DS ‘y—
VNA 4~
R/W "
FCO-FC2 —‘r
AO-A19 4-
DO-D7 ‘ﬁ

Note 1: 52-Pin version only
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation.

Figure 8.11 : Bus Arbitration Timing — Active Bus Case.
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Note 1: 52-Pin version only
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These waveforms should only be referenced in re- nal description of the input and output signals. Re-
gard to the edge-to-edge measurement of the timing fer to other functional descriptions and their related
specifications. They are not intended as a functio- diagrams for device operation

Figure 8.12 : Bus Arbitration Timing — Multiple Bus Requests ( 52 pin version only).
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SECTION 9

ORDERING INFORMATION

This section contains detailed information to be used as a guide when ordering the TS68008

9.1. STANDARD VERSIONS

Part Number Frequency(MHz) Temperature Range Package Type
TS68008 CP8 8.0 0°C to + 70 °C Plastic DIL
TS68008 VP8 8.0 —-40°Cto+ 85 °C P. Suffix
TS68008 CP10 10.0 0°Cto+70°C
TS68008 VP10 10.0 —40°Cto+ 85 °C
TS68008 CFN8 8.0 0°Cto+70°C PLCC
TS68008 VFN8 8.0 —40°Cto+ 85 °C FN Suffix
TS68008 CFN10 10.0 0°Cto+70°C
TS68008 VFN10 10.0 —40°Cto+ 85 °C

802 (37 SGS-THOMSON
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SECTION 10

MECHANICAL DATA
This section contains the pin assignments and package dimensions for the TS68008.

10.1. PIN ASSIGNMENTS

48 —Pin Dual-in-Line 52 —Pin Quad Pack (PLCC)
ol
Ad]
AS ]
A6
ot 232233323883 FE
A8 ] 7 8 5 4 3 2 1 52 51 50 49 48 47 L
A9 (] as(e w[] P2
A10 (] Mol s [P0
an AnEw 443!3??
Az[gn 431] VPA
a2 ff10 PREL R wfJE
A13 A 41 ] RESET
Ald 7568008 s 14 TS68008 <o [] FATT
vec 3 Vec 15 39[] GND
A15 AlS E 16 38] CLK
GND ] GND [ 17 37{] BR
A16 ] A6 s 36 [] BGACK
A17 ] A7 [ 35[] BG
A8 E A18 E 20 21 22 23 24 25 26 27 28 29 30 31 32 33 * J DTACK
mog A
2 858833835811 E
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10.2. PACKAGE DIMENSIONS

mm e mox e =254 e max 4,57 max
eje &;fb.eéure+e eTu 16.1max.
T | T
Y P
IB ! LI
5.08max |1 i l | i
1 A /Y m—
i
3.
3!
Datum K ./
N J/ (1) Nominal dimension
7 (2) True geometrical position
Or //
o /7
S ) S S W A
n’ P’L.ﬂ:'
63.5max. 14
48 Pins
mm
X I S B S S O T2 0,51
e=127_le enee'e ele ee'ale ~mox. 19.94
Tye- 20,19
52 Pins
sere2 L7 SGS-THOMSON
’I MICROELECTRONICS
170




171







GS-
Ky7 e o

TS68230

HMOS PARALLEL INTERFACE/TIMER

= TS68000 BUS COMPATIBLE

= PORT MODES INCLUDE :
BIT I/O
UNIDIRECTIONAL 8 BIT AND 16 BIT
BIDIRECTIONAL 8 BIT AND 16 BIT

s PROGRAMMABLE HANDSHAKING OPTIONS

= 24-BIT PROGRAMMABLE TIMER MODES

= FIVE SEPARATE INTERRUPT VECTORS

= SEPARATE PORT AND TIMER INTERRUPT
SERVICE REQUESTS

= REGISTERS ARE READ/WRITE AND DIRECT-
LY ADDRESSABLE

= REGISTERS ARE ADDRESSED FOR MOVEP
(Move Peripheral) AND DMAC COMPATIBILITY

DESCRIPTION

The TS68230 parallel interface/timer (PI/T) provides
versatile double buffered parallel interfaces and a
system oriented timer for TS68000 systems. The pa-
rallel interfaces operate in unidirectional or bidirectio-
nal modes, either 8 or 16 bits wide. In the
unidirectional modes, an associated data direction
register determines whether each port pin is an input
or output. In the bidirectional modes the data direc-
tion registers are ignored and the direction is deter-
mined dynamically by the state of four handshake
pins. These programmable handshake pins provide
an interface flexible enough for connection to a wide
variety of low, medium, or high speed peripherals or
other computer systems. The PI/T ports allow use of
vectored or auto-vectored interrupts, and also pro-
vide a DMA request pin for connection to the 68440
direct memory access controller (DMAC) or a similar
circuit. The PI/T timer contains a 24-bit wide counter
and a 5-bit prescaler. The timer may be clocked by
the system clock (PI/T CLK pin) or by an external
clock (TIN pin), and a 5-bit prescaler can be used. It
can generate periodic interrupts, a square wave, or
a single interrupt after a programmed time period. It
can also be used for elapsed time measurement or
as a device watchdog.

January 1989
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SECTION 1

INTRODUCTION

The TS68230 parallel interface/timer (PI/T) provides
versatile double buffered parallel interfaces and a
system oriented timer for TS68000 systems. The
parallel interfaces operate in unidirectional or bidi-
rectional modes, either 8 or 16 bits wide. In the uni-
directional modes, an associated data direction
register determines whether each port pin is an in-
put or output. In the bidirectional modes the data di-
rection registers are ignored and the direction is
determined dynamically by the state of four hands-
hake pins. These programmable handshake pins
provide an interface flexible enough for connection
to a wide variety of low, medium, or high speed pe-
ripherals or other computer systems. The PI/T ports
allow use of vectored or autovectored interrupts,
and also provide a DMA request pin for connection
to the 68440 direct memory access controller
(DMAC) or a similar circuit. The PI/T timer contains
a 24-bit wide counter and a 5-bit prescaler. The ti-
mer may be clocked by the system clock (PI/T CLK
pin) or by an external clock (TIN pin), and a 5-bit
prescaler can be used. It can generate periodic in-
terrupts, a square wave, or a single interrupt after a
programmed time period. It can also be used for
elapsed time measurement or as a device wat-
chdog.

Features of the PI/T include :
n TS68000 Bus Compatible

= Port Modes Include :
Bit IO
Unidirectional 8 Bit and 16 Bit
Bidirectional 8 Bit and 16 Bit

» Programmable Handshaking Options

m 24-Bit Programmable Timer Modes

n Five Separate Interrupt Vectors

» Separate Port and Timer Interrupt Service
Requests

» Registers are Read/Write and Directly
Addressable

= Registers are Addressed for MOVEP (Move
Peripheral) and DMAC Compatibility

261 &7 SGS-THOMSON

The PI/T consists of two logically independent sec-
tions : the ports and the timer. The port section
consists of port A (PA0-PA7), port B (PB0-PB7), four
handshake pins (H1, H2, H3, and H4), two general
input/output (I/0) pins, and six dual-function pins.
The dual-function pins can individually operate as a
third port (port C) or an alternate function related to
either port A, port B, or the timer. The four program-
mable handshake pins, depending on the mode,
can control data transfer to and from the ports, or
can be used as interrupt generating inputs or /0
pins. Refer to figure 1.1.

The timer consists of a 24-bit counter, optionally
clocked by a 5-bit prescaler. Three pins provide
complete timer 1/O : PC2/TIN, PC3/TOUT, and
PC7/TIACK. Only the ones needed for the given
configuration perform the timer function, while the
others remain port C 1/O.

The system bus interface provides for asynchro-
nous transfer of data from the PI/T to a bus master
over the data bus (D0-D7). Data transfer acknow-
ledge (DTACK), register selects (RS1-RS5), timer
interrupt acknowledge (TIACK), read/write line
(R/W), chip select (CS), or port interrupt acknow-
ledge (PIACK) control data transfer between the
PI/T and an TS68000.

1.1. PORT MODE DESCRIPTION

The primary focus of most applications will be on
port A, port B, the handshake pins, the port interrupt
pins, and the DMA request pin. They are controlled
in the following way : the port general control regis-
ter contains a 2-bit field that specifies one of four
operation modes. These govern the overall opera-
tion of the ports and determine their interrelation-
ships. Some modes require additional information
from each port’s control register to further define its
operation. In each port control register, there is a
2-bit submode field that serves this purpose. Each
port mode/submode combination specifies a set of
programmable characteristics that fully define the
behavior of that port and two of the handshake pins.
This structure is summarized in table 1.1 and fi-
gure 1.2

MICROELECTRONICS
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Figure 1.1 : Block Diagram.
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Table 1.1 : Port Mode Control Summary.

Mode 0 (unidirectional 8-bit mode)
Port A

Submode 00 - Pin-definable Double-buffered Input or Single-buffered Output
H1 - Latches Input Data

H2 - Status/interrupt Generating Input, General-purpose Output, or Operation with H1 in the Interlocked or
Pulsed Handshake Protocols

Submode 01 - Pin-definable Double-buffered Output or Non-latched Input
H1 - Indicates Data Received by Peripheral

H2 - Status/interrupt Generating Input, General-purpose Output, or Operation with H1 in the Interlocked or
Pulsed Handshake Protocols

Submode 1X - Pin-definable Single-buffered Output or non-latched Input
H1 - Status/interrupt Generating Input

H2 - Status/interrupt Generating Input or General-purpose Output
Port B

H3 and H4 - Identical to Port A, H1 and H2
Mode 1 (unidirectional 16-bit mode)

Port A - Most-significant Data Byte or non-latched Input or Single-buffered Output
Submode XX - (not used)

H1 - Status/interrupt Generating Input

H2 - Status/interrupt Generating Input or General-purpose Output
Port B - Least-significant Data Byte
Submode X0 - Pin-definable Double-buffered Input or Single-buffered Output
H3 - Latches Input Data
H4 - Status/interrupt Generating Input, General-purpose Output, or Operation with H3 in the Interlocked or
pulsed handshake Protocols
Submode X1 - Pin-definable Double-buffered Output or Non-latched Input
H3 - Indicates Data Received by Peripheral

H4 - Status/interrupt Generating Input, General-purpose Output, or Operation with H3 in the Interlocked or
Pulsed Hanshake Protocols

Mode 2 (bidirectional 8-bit mode)
Port A - Bit I/O
Submode XX - (not used)
Port B - Double-buffered Bidirectional Data
Submode XX - (not used)
H1 - Indicates Output Data Received by the Peripheral and Controls Output Drivers

H2 - Operation with H1 in the Interlocked or Pulsed Output Handshake Protocols
H3 - Latches Input Data

H4 - Operation with H3 in the Interlocked or Pulsed Input Handshake Protocols
Mode 3 (bidirectional 16-bit mode)

Port A - Double-buffered Bidirectional Data (most-signifiant data byte)
Submode XX - (not used)

Port B - Double-buffered Bidirectional Data (least-signifiant data byte)
Submode XX - (not used)
H1 - Indicates Output Data Received by the Peripheral and Contro|s Output Drivers

H2 - Operation with H1 in the Interlocked or Pulsed Output Handshake Protocols
H3 - Latches Input Data

H4 - Operation with H3 in the Interlocked or Pulsed Input Handshake Protocols

4/61
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Figure 1.2 : Port Mode Layout.
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Figure 1.2 : Port Mode Layout (continued).
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1.2. SIGNAL DESCRIPTION

Throughout this data sheet, signals are presented
using the terms active and inactive or asserted and
negated independent of whether the signal is active
in the high-voltage state or low-voltage state. (The
active state of each logic pin is given below). Active
low signals are denoted by a superscript bar. R/'W
indicates a write is active low and a read active high.
Table 1.2 further describes each pin and the logical
pin assignments are given in figure 1.3.

6/61

1.2.1. BIDIRECTIONAL DATA BUS (D0-D7). The
data bus pins D0-D7 form an 8-bit bidirectional da-
ta bus to/from an TS68000 bus master. These pins
are active high.

1.2.2. REGISTER SELECTS (RS1-RS5). The regis-
ter select pins, RS1-RS5, are active high high-
impedance inputs that determine which of the 23
internal registers is being selected. They are provi-
ded by the TS68000 bus master or other bus mas-
ter.
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Table 1.2 : Signal Summary.

Signal Name Input/Output Active State Egg: ;Ii-t?\‘;: ! OutputStates
CLK Input Falling and Rising
Edge
cs Input Low Level
D0-D7 Input/output High =1, Low =0 Level High, Low, High Impedance
DMAREQ Output Low High, Low
DTACK Output Low High, Low, High Impedance’|
H1(H3)*** Input Low or High Asserted Edge
H2(H4)** Input or Output Low or High Asserted Edge |High, Low, High Impedance
PAO-PA7**, PB0O-PB7**, | Input/output, High =1, Low =0 Level High, Low, High Impedance
PCo0-PC7 Input or Output
PIACK Input Low Level
PIRQ Output Low Low, High Impedance*
RS1-RS5 Input High =1, Low =0 Level
RIW Input High Read, Low Write Level
RESET Input Low Level
TIACK Input Low Level
TIN (external clock) Input Rising Edge
TIN (run/halt) Input High Level
TOUT (square wave) Output Low High, Low
TOUT (ﬁ) Output Low Low, High Impedance*
:*Pullup resistors required.
*”Notg these pins r]eflve internal pullup resistors‘_
H1 is level sensitive for output buffer control in modes 2 and 3.
Figure 1.3 : Logical Pin Connection.
DO-D7 et PAO-PA7
RS1-RS5— 3 BO-PB7
RIW —3m ht—H 1
S Pasts
Diacke— TS68230 |lempHa
RESET — PI/T be—>-C7/TIACK *
j—>PC6/PIACK *
PC5/PIRQ*
CLK —3»4 C4/DMAREQ*
Vec—» soatiiici
Vs >co

*Individually Programmable Dual-Function Pin
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1.2.3. READ/WRITE (R/W). R/W is a high impe-
dance read/write input signal from the TS68000 bus
master, indicating whether the current bus cycle is
aread (high) or write (low) cycle.

1.2.4. CHIP SELECT (CS). CS is a high-impedance
input that selects the PI/T registers for the current
bus cycle. Address strobe and the data strobe (up-
per or lower) of the bus master, along with the ap-
propriate address bits, must be included in the
chip-select equation. A low level corresponds to an
asserted chip select.

1.2.5. DATA TRANSFER ACKNOWLEDGE
(DTACK). DTACK is an active low output that si-
gnals the completion of the bus cycle. During read
or interrupt acknowledge cycles, DTACK is asser-
ted after data has been provided on the data bus ;
during write cycles itis asserted after data has been
accepted at the data bus. Data transfer acknow-
ledge is compatible with the TS68000 and with other
TS68000 bus masters such as the 68440 direct me-
mory access controller (DMAC). A pullup resistor is
required to maintain DTACK high between bus cy-
cles.

1.2.6. RESET (RESET). RESET is a high-impe-
dance input used to initialize all PI/T functions. All
control and data direction registers are cleared and
most internal operations are disabled by the asser-
tion of RESET (low).

1.2.7. CLOCK (CLK). The clock pin is a high-impe-
dance TTL-compatible signal with the same speci-
fications as the TS68000. The PI/T contains
dynamic logic throughout, and hence this clock must
not be gated off at any time. It is not necessary that
this clock maintain any particular phase relationship
with the TS68000 system clock. It may be connec-
ted to an independent frequency source (faster or
slower) as long as all bus specifications are met.

1.2.8. PORT A AND PORT B (PA0-PA7 AND PBO-
PB7). Ports A and B are 8-bit ports that may be
concatenated to form a 16-bit port in certain modes.
The ports may be controlled in conjunction with the

8/61 L7 SGS-THOMSON

handshake pins H1-H4. For stabilization during sys-
tem power up, ports A and B have internal pullup re-
sistors to Vce. All ports pins are active high.

1.2.9. HANDSHAKE PINS (H1-H4). Handshake
pins H1-H4 are multi-purpose pins that (depending
on the operational mode) may provide an inter-
locked handshake, a pulsed handshake, an inter-
rupt input (independent of data transfers), or simple
I/O pins. For stabilization during system power up,
H2 and H4 have internal pullup resistors to Vcc. The
sense of H1-H4 (active high or low) may be pro-
grammed in the port general control register bits
3-0. Independent of the mode, the instantaneous le-
vel of the handshake pins can be read from the port
status register.

1.2.10. PORT C (PCO-PC7/ALTERNATE FUNC-
TION). This port can be used as eight general pur-
pose I/O pins (PCO-PC7) or any combination of six
special function pins and two general purpose /O
pins (PC0-PC1). Each dual-function pin can be a
standard I/O or a special function independent of the
other port C pins. When used as a port C pin, these
pins are active high. They may be individually pro-
grammed as inputs or outputs by the port C data di-
rection register. The dual-function pins are defined
in the following paragraphs.

The alternate functions TIN, TOUT, and TIACK are
timer I/O pins. TIN may be used as a rising-edge
triggered external clock input or an external run/halt
control pin (the timer is in the run state if run/halt is
high and in the halt state if run/halt is low). TOUT
may provide an active low timer interrupt request
output or a general-purpose square-wave output,
initially high. TIACK is an active low high-impedance
input used for timer interrupt acknowledge.

Port A and B functions have_an independent pair of
active low interrupt request (PIRQ) and interrupt ac-
knowledge (PIACK) pins.

The DMAREQ (direct memory access request) pin
provides an active low direct memory access con-
troller request pulse for three clock cycles, comple-
tely compatible with the 68440 DMAC.
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1.3. REGISTER MODEL

A register model that includes the corresponding register selects is shown in table 1.3.

Table 1.3 : Register Model.

Register
Register Value
Select Bits _after_
RESET
(hex
54321 7 6 5 4 3 2 1 0 value)
00 Port Mode H34 H12 H4 H3 H2 H1 00 Port General
Control Enable | Enable | Sense | Sense | Sense | Sense Control Register
0000 1] % SVCRQ IPF Port Interrupt 00 Port Service
Select Select Priority Control Request Register
000 1 0] Bit Bit Bit Bit Bit Bit Bit Bit 00 Port A Data
7 6 5 4 3 2 1 0 Direction Register
000 1 1| Bit Bit Bit Bit Bit Bit Bit Bit 00 Port B Data
7 6 5 4 3 2 1 0 Direction Register
0010 0f Bit Bit Bit Bit Bit Bit Bit Bit 00 Port C Data
7 6 5 4 3 2 1 0 Direction Register
00101 Interrupt Vector * * OF Port Interrupt
Number Vector Register
00110 Port A H2 Control H2 H1 H1 00 Port A Control
Submode Int |SVCRQ| Stat Register
Enable | Enable | Ctrl
00111 Port B H4 Control H4 H3 H3 00 Port B Control
Submode Int |SVCRQ| Stat Register
Enable | Enable | Ctrl
0100 0f Bit Bit Bit Bit Bit Bit Bit Bit *ok Port A Data
7 6 5 4 3 2 1 0 Register
0100 1| Bit Bit Bit Bit Bit Bit Bit Bit *ok Port B Data
7 6 5 4 3 2 1 0 Register
0101 0| Bit Bit Bit Bit Bit Bit Bit Bit Horok Port A Alternate
7 6 5 4 3 2 1 0 Register
0101 1| Bit Bit Bit Bit Bit Bit Bit Bit ook Port B Alternate
7 6 5 4 3 2 1 0 Register
0110 0| Bit Bit Bit Bit Bit Bit Bit Bit xkkk  Port C Data
7 6 5 4 3 2 1 0 Register
0110 1| H4 H3 H2 H1 H4S | H3S | H2S | H1S *fokk  Port Status
Level | Level | Level | Level Register
01110 * X * * * * X X 00 (null)
01111 * * * * * * * * 00 (null)
* Unused, read as zero.
. **Value before RESET.
*** Current value on pins.
**** Undetermined value.
L3y SGS-THOMSON 961
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Table 1.3 : Register Model (continued).

Register
Register Value
Select Bits after
RESET
(hex
54321 7 6 5 4 3 2 1 0 value)
10000 TOUT/TIACK ZD Clock Timer 00 Timer Control
Control Ctrl Control Enable Register
100 1 Bit Bit Bit Bit Bit Bit Bit Bit oF Timer Interrupt
7 6 5 4 3 2 1 0 Vector Register
100 0 * * * * * * * * 00 (null)
100 1 Bit Bit Bit Bit Bit Bit Bit Bit ok Counter Preload
23 22 21 20 19 18 17 16 Register (high)
101 0| Bit Bit Bit Bit Bit Bit Bit Bit ok Counter Rreload
15 14 13 12 11 10 9 8 Register (mid)
101 1 Bit Bit Bit Bit Bit Bit Bit Bit ok Counter Preload
7 6 5 4 3 2 1 0 Register (low)
10 1 0| x * * * * * * * 00 (null)
101 1 Bit Bit Bit Bit Bit Bit Bit Bit *ok Count Register
23 22 21 20 19 18 17 16 (high)
110 0| Bit Bit Bit Bit Bit Bit Bit Bit *ok Count Register
15 14 13 12 11 10 9 8 (mid)
110 1 Bit Bit Bit Bit Bit Bit Bit Bit *ok Count Register
7 6 5 4 3 2 1 0 (low)
110 0 x * * * * * * ZDS 00 Timer Status
Register
110 1 * * * * * * * * 00 (null)
111 ol x * * * * * * * 00 (nully
111 1 * * * * * * * * 00 (null)
111 0 * * * * * * * * 00 (null)
111 1 * * * * * * * * 00 (null)
* Unused, read as zero.
** Value before RESET.
1061 LSy SGS-THOMSON
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1.4. BUS INTERFACE OPERATION

The PI/T has an asynchronous bus interface prima-
rily designed for use with an TS68000 microproces-
sor. With care, however, it can be connected to syn-
chronous microprocessor buses. This section com-
pletely describes the PI/T’s bus interface, and is in-
tended for the asynchronous bus designer unless
otherwise mentioned.

In an asynchronous system the PI/T clock may ope-
rate at a significantly different frequency, either hi-
gher or lower, than the bus master and other sys-
tem components, as long as all bus specifications
are met. The TS68230 CLK pin has the same spe-
cifications as the TS68000 CLK pin, and must not
be gated off at any time.

The following signals generate normal read and
write cycles to the PI/T : CS (chip select), RW
(read/write), RS1-RS5(five register select bits), DO-
D7 (the 8-bit bidirectional data bus), and DTACK
(data transfer acknowledge). To generate_interrupt
acknowledge cycles, PC6/PIACK or PC7/TIACK is
used instead of CS, and the register select pins are
ignored. No combination of the following pin func-
tions may be asserted simultaneously : CS, PIACK,
or TIACK.

1.4.1. READ CYCLES. This category includes all re-
gister reads, except port or timer interrupt acknow-
ledge cycles. When CS is asserted, the register se-
lect and R/W inputs are latched internally. They
must meet small setup and hold time requirements
with respect to the asserted edge of CS. (Refer to
6.6 AC Electrical Specifications for further infor-
mation). The PI/T is not protected against aborted
(shortened) bus cycles generated by an address er-
ror or bus error exception in which it is addressed.

Certain operations triggered by normal read (or
write) bus cycles are not complete within the time
allotted to the bus cycle. One example is transfers
to/from the double-buffered latches that occur as a
result of the bus cycle. If the bus master’s clock is
significan-tly faster than the PI/T’s_the possibility
exists that, following the bus cycle, CS can be ne-
gated then re-asserted before completion of these
internal operations. In this situation_the PI/T does
not recognize the re-assertion of CS until these
operations are complete. Only at that time does it
begin the internal sequencing necessary to react to
the asserted CS. Since CS also controls the DTACK
response, this "bus cycle recovery time" can be re-
lated to the clock edge on which DTACK is asser-
ted for that cycle. The PI/T will recognize the sub-
sequent assertion of CS three clock periods after
the clock edge on which DTACK was previously as-
serted.

The register select and R/W inputs pass through an
internal latch that_is transparent when the PI/T can
recognize a new CS pulse (see above paragraph).
Since the internal data bus of the PI/T is conti-
nuously engaged for read transfers, the readaccess
time (to the data bus buffers) begins when the re-
gister selects are stabilized internally. Also, when
the PI/T is ready to begin a new bus cycle, the as-
sertion of CS enables the data bus buffers within a
short propagation delay. This does not contribute to
the overall read access time unless CS is asserted
significantly after the register select and R/W inputs
are stabilized (as may occur with synchronous bus
microprocessors).

In addition to the chip select’s previously mentioned
duties, it controls the assertion of DTACK and lat-
ching of read data at the data bus interface. Except
for controlling input latches and enabling the data
bus buffers, all of these functions occur only after
CS has been recognized internally and synchroni-
zed with the internal clock. Chip select is recogni-
zed on the falling edge of the clock if the setup time
is met ; DTACK is asserted (low) on the next falling
edge of the clock. Read data is latched at the PI/T’s
data bus interface at the same time DTACK is as-
serted. It is stable as long as chip select remains as-
serted independent of other external conditions.

From the above discussion it is clear that if the chip
select setup time prior to the falling edge of the clock
is met, the PI/T can consistently respond to a new
read or write bus cycle every four clock cycles. This
fact is especially useful in designing the PI/T's clock
in synchronous bus systems not using DTACK. (An
extra clock period is required in interrupt acknow-
ledge cycles, see 1.4.2 Interrupt Acknowledge
Cycles).

In asynchronous bus systems in which the PI/T’s
clock differs from that of the bus master, generally
there is no way to guarantee that the chip select
setup time with respect to the PI/T clock is met.
Thus, the only way to determine that the PI/T reco-
gnized the assertion of CS is to wait for the asser-
tion of DTACK. In this situation, all latched bus
inputs to the PI/T must be held stable until DTACK
is asserted. These include register select, R/W, and
write data inputs (see below).

System specifications impose a maximum delay
from the trailing (negated) edge of CS to the nega-
ted edge of DTACK. As system speeds increase this
becomes more difficult to meet with a simple pullup
resistor tied to the DTACK line. Therefore, the PI/T
provides an internal active pullup device to reduce
the rise time, and a level-sensitive circuit that later
turns this device off. DTACK is negated asynchro-
nously as fast as possible following the rising edge
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of chip select, then three-stated to avoid interfe-
rence with the next bus cycle.

The system designer must take care that DTACK is
negated and three-stated quickly enough after each
bus cycle to avoid interference with the next one.
With an TS68000 this necessitates a relatively fast
external path from the data strobe negation to CS
bus master negation.

1.4.2. INTERRUPT ACKNOWLEDGE CYCLES.
Special internal operations take place on PI/T inter-
rupt acknowledge cycles. The port interrupt vector
register or the timer vector register are implicitly ad-
dressed by the assertion of PC6/PIACK or
PC7/TIACK, respectively. The signals are first syn-
chronized with the falling edge of the clock. One
clock period after they are recognized, the data bus

12/61 L7 S5S-THOMSON

buffers are enabled and the vector is driven onto the
bus. DTACK is asserted after another clock period
to allow the vector some setup time prior to DTACK.
DTACK is negated, then three-stated, as with nor-
mal read or write cycles, when PIACK or TIACK is
negated. .

1.4.3. WRITE CYCLES. In many ways, write cycles
are similar to normal read cycles. On write cycles,
data at the D0-D7 pins must meet the same setup
specifications as the register select and R/W lines.
Like these signals, write data is latched on the as-
serted edge of CS, and must meet small setup and
hold time requirements with respect to that edge.
The same bus cycle recovery conditions exist as for
normal read cycles. No other differences exist.
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SECTION 2

PORT GENERAL INFORMATION AND
CONVENTIONS

This section introduces concepts that are generally
applicable to the PI/T ports independent of the cho-
sen mode and submode. For this reason, no parti-
cular port or handshake pins are mentioned ; the
notation H1(H3) indicates that, depending on the
chosen mode and submode, the statement given
may be true for either the H1 or H3 handshake pin.

2.1. UNIDIRECTIONAL VS BIDIRECTIONAL

Figure 1.2 shows the configuration of ports A and B
and each of the handshake pins in each port mode
and submode. In modes 0 and 1, a data direction
register is associated with each of the ports. These
registers contain one bit for each port pin-to deter-
mine whether that pin is an input or an output.
Modes 0 and 1 are, thus, called unidirectional
modes because each pin assumes a constant direc-
tion, changeable only by a reset condition or a pro-
gramming change. These modes allow double-buf-
fered data transfers in one direction. This direction,
determined by the mode and submode definition, is
known as the primary direction. Data transfers in the
primary direction are controlled by the handshake
pins. Data transfers not in the primary direction are
generally unrelated, and single or unbuffered data
paths exist.

In modes 2 and 3 there is no concept of primary di-
rection as in modes 0 and 1. Except for port A in
mode 2 (bit I/O), the data direction registers have no
effect. These modes are bidirectional, in that the di-
rection of each transfer (always 8 or 16 bits, double
buffered) is determined dynamically by the state of
the handshake pins. Thus, for example, data may
be transferred out of the ports, followed very short-
ly by a transfer into the same port pins. Transfers to
and from the ports are independent and may occur
in any sequence. Since the instantaneous direction
is always determined by the external system, asmall
amount of arbitration logic may be required.

2.1.1. CONTROL OF DOUBLE-BUFFERED DATA
PORTS. Generally speaking, the PI/T is a double-
buffered device. In the primary direction, double buf-
fering allows orderly transfers by using the hands-
hake pins in any of several programmable protocols.
(When bit I/0 is used, double buffering is not avai-
lable and the handshake pins are used as outputs
or status/interrupt inputs).

Use of double buffering is most beneficial in situa-
tions where a peripheral device and the computer
system are capable of transferring data at roughly

the same speed. Double buffering allows the fetch
operation of the data transmitter to be overlapped
with the store operation of the data receiver. Thus,
throughput measured in bytes or words-per-second
may be greatly enhanced. If there is a large mis-
match in transfer capability between the computer
and the peripheral, little or no benefit is obtained. In
these cases there is no penalty in using double buf-
fering.

2.1.2. DOUBLE-BUFFERED INPUT TRANSFERS.
In all modes, the PI/T supports double-buffered input
transfers. Data that meets the port setup and hold
times is latched on the asserted edge of H1(H3).
H1(H3) is edge sensitive, and may assume any du-
ty cycle as long as both high and low minimum times
are observed. The PI/T contains a port status regis-
ter whose H1S(H3S) status bit is set anytime any in-
put data that has not been read by the bus master is
present in the double-buffered latches. The action of
H2(H4) is programmable ; it may indicate whether
there is room for more data in the PI/T latches or it
may serve other purposes. The following options are
available, depending on the mode.

1. H2(H4) may be an edge-sensitive input that is
independent of H1(H3) and the transfer of port
data. On the asserted edge of H2(H4), the
H2S(H4S) status bit is set. It is cleared by the
direct method (refer to 2.3 Direct Method of
Resetting Status), the RESET pin being as-
serted, or when the H12 enable (H34 enable)
bit of the port general control register is zero.

2. H2(H4) may be a general purpose output pin
that is always negated. The H2S(H4S) status
bit is always zero.

3. H2(H4) may be a general purpose output pin
that is always asserted. The H2S(H4S) status
bit is always zero.

4. H2(H4) may be an output pin in the interlocked
input handshake protocol. It is asserted when
the port input latches are ready to accept new
data. Itis negated asynchronously following the
asserted edge of the H1(H3) input. As soon as
the input latches become ready, H2(H4) is
again asserted. When both double-buffered
latches are full, H2(H4) remains negated until
data is removed by a read of port A (port B) da-
ta register. Thus, anytime the H2(H4) output is
asserted, new input data may be entered by as-
serting H1(H3). At other times transitions of
H1(H3) are ignored. The H2S(H4S) status bit
is always zero. When H12 enable (H34 enable)
is zero, H2(H4) is held negated.
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5. H2(H4) may be an output pin in the pulsed in-
put handshake protocol. It is asserted exactly
as in the interlocked input protocol, but never
remains asserted longer than four clock cy-
cles. Typically, a four clock cycle pulse is ge-
nerated. But in the case that a subsequent
H1(H3) asserted edge occurs before termina-
tion of the pulse, H2(H4) is negated asynchro-
nously. Thus, anytime after the leading edge
of the H2(H4) pulse, new data may be entered
in the PI/T double-buffered input latches. The
H2S(H4S) status bitis always zero. When H12
enable (H34 enable) is zero, H2(H4) is held
negated.

2.1.3. DOUBLE-BUFFERED OUTPUT TRANS-
FERS. The PI/T supports double-buffered output
transfers in all modes. Data, written by the bus mas-
ter to the PI/T, is stored in the port’s output latch.
The peripheral accepts the data by asserting
H1(H3), which causes the next data to be moved to
the port’s output latch as soon as it is available. The
function of H2(H4) is programmable ; it may indicate
whether data has been moved to the output latch or
it may serve other purposes. The H1S(H3S) status
bit may be programmed for two interpretations.
First, the status bit is a one when there is at least
one latch in the double-buffered data path that can
accept new data. After writing one byte/word of da-
ta to the ports, an interrupt service routine could
check this bit to determine if it could store another
byte/word, thus filling both latches. Second, when
the bus master is finished, it is often useful to be able
to check whether all of the data has been transfer-
red to the peripheral. The H1S(H3S) status bit is set

when both output latches are empty. The program-
mable options of the H2(H4) pin are given below,
depending on the mode.

1. H2(H4) may be an edge-sensitive input pin in-
dependent of H1(H3) and the transfer of port
data.. On the asserted edge of H2(H4), the
H2S(H4S) status bit is set. It is cleared by the
direct method (refer to 2.3 Direct Method of
Resetting Status), the RESET pin being as-
serted, or when the H12 enable (H34 enable)
bit of the port general control register is zero.

2. H2(H4) may be a general-purpose output pin
that is always zero.

3. H2(H4) may be a general-purpose output pin
that is always asserted. The H2S(H4s) status
bit is always zero.

4. H2(H4) may be an output pin in the interlocked
output handshake protocol. H2(H4) is asser-
ted two clock cycles after data is transferred to
the double-buffered output latches. The data
remains stable and H2(H4) remains asserted
until the next asserted edge of the H1(H3) in-
put. Atthat time, H2(H4) is asynchronously ne-
gated. As soon as the next data is available, it
is transferred to the output latches and H2(H4)
is asserted. When H2(H4) is negated, asser-
ted transitions on H1(H3) have no effect on the
data paths. As is explained later, however, in
modes 2 and 3 H1 does control the three-state
output buffers of the bidirectional port(s). The
H2S(H4S) status bit is always zero. When H12 -
enable (H34 enable) is zero, H2(H4) is held
negated.

Figure 2.1 : Double-Buffered Input Transfers Timing Diagram.
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5. H2(H4) may be an output pin in the pulsed out-
put handshake protocol. It is asserted exactly
as in the interlocked output protocol above, but
never remains asserted longer than four clock
cycles. Typically, a four clock pulse is genera-
ted. But in the case that a subsequent H1(H3)
asserted edge occurs before termination of the
pulse, H2(H4) is negated asynchronously,
thus shortening the pulse. The H2S(H4S) sta-
tus bit is always zero. When H12 enable (H34
enable) is zero, H2(H4) is held negated.

A sample timing diagram is shown in figure 2.2. The
H2(H4) interlocked and pulsed output handshake
protocols are shown. The DMAREQ pin is also
shown assuming it is enabled. All handshake pin
sense bits are assumed to be zero ; thus, the pins
are in the low state when asserted. Due to the great
similarity between modes, this timing diagram is ap-
plicable to all double-buffered output transfers.

2.2. REQUESTING BUS MASTER SERVICE

The PI/T has several means of indicating a need for
service by a bus master. First, the processor may
poll the port status register. It contains a status bit
for each handshake pin, plus a level bit that always
reflects the instantaneous state of that handshake
pin. A status bit is one when the PI/T needs servi-
cing (i.e., generally when the bus master needs to
read or write data to the ports) or when a handshake
pin used as a simple status input has been asser-
ted. The interpretation of these bits is dependent on
the chosen mode and submode.

Second, the PI/T may be placed in the processor’s
interrupt structure. As mentioned previously, the
PI/T contains port A and B control registers that

configure the handshake pins. Other bits in these
registers enable an interrupt associated with each
handshake pin. This interrupt is_made available
through the PC5/PIRQ pin, if the PIRQ function is
selected. Three additional conditions are required
for PIRQ to be asserted : 1) the handshake pin sta-
tus bit is set, 2) the corresponding interrupt (service
request) enable bit is set, and 3) DMA requests are
not associated with that data transfer (H1 and H3
only). The conditions from each of the four hand-
shake status bits and corresponding status bits are
ORed to determine PIRQ. To clear the interrupt, the
proper status bit must be cleared (see 2.3. Direct
Method of Resetting Status).

The third method of requesting service is via the
PC4/DMAREQ pin. This pin can be associated with
double-buffered transfers in each mode. If itis used
as a DMA controller request, it can initiate requests
to keep the PI/T’s input/output double-buffering
empty/full as much as possible. It will not overrun
the DMA controller. The pin is compatible with the
68440 direct memory access controller (DMAC).

2.2.1. VECTORED, PRIORITIZED PORT INTER-
RUPTS. Use of TS68000 compatible vectored inter-
rupts with the PI/T requires the PIRQ and PIACK
pins. When PIACK is asserted while PIRQ is asser-
ted, the PI/T places an 8-bit vector on the data pins
DO0-D7. Under normal conditions, this vector corres-
ponds to the highest priority enabled active port in-
terrupt source with which the DMAREQ pin is not
currently associated. The most-significant six bits
are provided by the port interrupt vector register
(PIVR), with the lower two bits supplied by prioriti-
zation logic according to conditions present when
PIACK is asserted. It is important to note that the

Figure 2.2 : Double-Buffered Output Transfers Timing Diagram.
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only effect on the PI/T caused by interrupt acknow-
ledge cycles is that the vector is placed on the data
bus. Specifically, no registers, data, status, or other
internal states of the PI/T are affected by the cycle.

Several conditions may be present when the PIACK
input is asserted to the PI/T. These conditions affect
the PI/T’s response and the termination of the bus
cycle. If the PI/T has no interrupt function selected,

or is not asserting PIRQ, the PI/T will make no res-
ponse to PIACK (DTACK will not be asserted). If the
PI/T is asserting PIRQ when PIACK is received, the
PI/T will output the contents of the port interrupt vec-
tor register and the prioritization bits. If the PIVR has
not been initialized, $OF will be read from this regis-
ter. These conditions are summarized in table 2.1.

The vector table entries for the PI/T appear as a
contiguous block of four vector numbers whose
common upper six bits are programmed inthe PIVR.
The following table pairs each interrupt source with
the 2-bit value provided by the prioritization logic
when interrupt acknowledge is asserted (see 4.2.
Port Service Request Register (PSRR)).

H1 source - 00 H2 source - 01
H3 source - 10 H4 source - 11

2.2.2. AUTOVECTORED PORT INTERRUPTS.
Autovectored interrupts use only the PIRQ pin. The
operation of the PI/T with vectored and autovecto-
red interrupts is identical except that no vectors are
supplied and the PC6/PIACK pin can be used as a
port C pin.

2.2.3. DMA REQUEST OPERATION. The direct
memory access request (DOMAREQ) pulse (when
enabled) is associated with output or input transfers
to keep the initial and final output latches full or ini-
tial and final input latches empty, respectively. Fi-
gures 2.3 and 2.4 show all the possible paths in
generating DMA requests. See 4.2. Port Service
Request Register (PSRR) for programming the
operation of the DMA request bit.

DMAREQ is generated on the bus side of the
TS68230 by the synchronized* chip select. If the
conditions of figures 2.3 or 2.4 are met, an assertion
of CS will cause DMAREQ to be asserted three PI/T
clocks (plus the delay time from the clock edge) af-
ter CSis synchronized. DMAREQ remains asserted
three clock cycles (plus the delay time from the clock
edge) and is then negated.

DMAREQ pulses are associated with peripheral
transfers or are generated by the synchronized*
H1(H3) input. If the conditions of figures 2.3 or 2.4
are met, an assertion of the H1(H3) input will cause
DMAREAQ to be asserted 2.5 PI/T clock cycles (plus
the delay time from clock edge) after H1(H3) is syn-
chronized. DMAREQ remains asserted three clock
cycles (plus the delay time from the clock edge) and
is then negated.

Figure 2.3 : DMAREQ Associated with Output
Transfers.
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Table 2.1

: Response to Port Interrupt Acknowledge.

Conditions

PIRQ Negated OR Interrupt
Request Function not Selected

PIRQ Asserted

PIVR has not been initialized

No Response from PI/T.

PI/T provides $0F, the Uninitialized

since RESET. No DTACK. Vector*.
PIVR has been initialized No Response from PI/T. PI/T provides PIVR contents with
since RESET. No DTACK. prioritization bits.

The uninitialized vector is the value returned from an interrupt vector register before it has been initialized.

Synchronlzed means that the appropriate input signal (H1, H3, or CS) has been sampled by the PI/T on the appropriatre edge of the
clock (rising edge for H1(H3) and falling edge for CS). Refer to 1.4 BUS INTERFACE OPERATION for the exception concerning CS.
If a bus access (assertion of CS) and a port access (assertion of H1(H3)) occur at the same time, CS will be recognized without any
delay. H1(H3) will be recognized one clock cycle later.
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Figure 2.4 : DMAREQ Associated with Input
Transfers.
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2.3. DIRECT METHOD OF RESETTING STATUS

In certain modes one or more handshake pins can
be used as edge-sensitive inputs for the sole pur-
pose of setting bits in the port status register. These
bits consist of simple flip-flops. They are set (to one)
by the occurrence of the asserted edge of the
handshake pin input. Resetting a handshake status
bit can be done by writing an 8-bit mask to the port
status register. This is called the direct method of
resetting. To reset a status bit that is resettable by
the direct method, the mask must contain a one in
the bit position of the port status register correspon-
ding to the desired status bit. For status bits that are
not resettable by the direct method in the chosen
mode, the data written to the port status register has
no effect. For status bits that are resettable by the
direct method in the chosen mode, a zero in the
mask has no effect.

2.4. HANDSHAKE PIN SENSE CONTROL

The PI/T contains exclusive-OR gates to control the
sense of each of the handshake pins, whether used

as inputs or outputs. Four bits in the port general
control register may be programmed to determine
whether the pins are asserted in the low- or high-
voltage state. As with other control registers, these
bits are reset to zero when the RESET pin is asser-
ted, defaulting the asserted level to be low.

2.5. ENABLING PORTS A AND B

Certain functions involved with double-buffered da-
ta transfers, the handshake pins, and the status bits
may be disabled by the external system or by the
programmer during initialization. The port general
control register contains two bits, H12 enable and
H34 enable, which control these functions. These
bits are cleared to the zero state when the RESET
pin is asserted, and the functions are disabled. The
functions are the following :

1. Independent of other actions by the bus mas-
ter or peripheral (via the handshake pins), the
PI/T’s disabled handshake controller is held to
the "empty" state ; i.e., no data is present in
the double-buffered data path.

2. When any handshake pin is used to set a sim-
ple status flip-flop, unrelated to double-buffe-
red transfers, these flip-flops are held reset to
zero (see table 1.1).

3. When H2(H4) is used in an interlocked or pul-
sed handshake with H1(H3), H2(H4) is held
negated, regardless of the chosen mode, sub-
mode, and primary direction. Thus, for double-
buffered input transfers, the programmer may
signal a peripheral when the PI/T is ready to
begin transfers by setting the associated
handshake enable bit to one.

2.6. PORT A AND B ALTERNATE REGISTERS

In addition to the port A and B data registers, the
PI/T contains port Aand B alternate registers. These
registers are read only, and simply provide the ins-
tantaneous (non-latched) level of each port pin.
They have no effect on the operation of the hand-
shake pins, double-buffered transfers, status bits, or
any other aspect of the PI/T, and they are mode/sub-
mode independent. Referto 4.7. Port Alternate Re-
gisters for further information.

&1
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SECTION 3

PORT MODES

This section contains information that distinguishes
the various port modes and submodes. General
characteristics common to all modes are defined in
Section 2 Port General Information and Conven-
tions. A description of the port A control register
(PACR) and port B control register (PBCR) is given
before each mode description. After each submode
description, the programmable options are listed for
that submode.

3.1. PORT A CONTROL REGISTER (PACR)

7 6 5 4 3 2 1 0
H2 H1 H1

_PortA Interrupt | SVCRQ | Status

Submode H2 Control | Enable | Enable | Control

The port A control register, in conjunction with the
programmed mode and the port B submode,
controls the operation of port A and the handshake
pins H1 and H2. The port A control register contains
five fields : bits 7 and 6 specify the port A submode ;
bits 5, 4, and 3 control the operation of the H2 hand-
shake pin and the H2S status bit ; bit 2 determines
whether aninterrupt will be generated when the H2S
status bit goes to one ; and bit 1 determines whe-
ther a service request (interrupt request or DMA re-
quest) will occur ; bit 0 controls the operation of the
H1S status bit. The PACR is always readable and
writable.

All bits are cleared to zero when the'RESET pin is
asserted. When the port A submode field is relevant

in a mode/submode definition, it must not be altered

unless the H12 enable bit in the port general control
register is clear (see table 1.3 located at the end of
this document). Altering these bits will give unpre-
dictable results.

3.2. PORT B CONTROL REGISTER (PBCR)

The port B control register specifies the operation of
port B and the handshake pins H3 and H4. The port
B control register contains five fields : bits 7 and 6
specify the port B submode ; bits 5, 4, and 3 control
the operation of the H4 handshake pin and H4S sta-
tus bit ; bit 2 determines whether an interrupt will be
generated when the H4S status bit goes to a one ;
bit 1 determines whether a service request (interrupt
request or DMA request) will occur ; and bit 0
controls the operation of the H3S status bit. The
PBCR is always readable and writable. There is ne-
ver a consequence to reading the register.

All bits are cleared to zero when the RESET pin is
asserted. When the port B submode field is relevant
in a mode/submode definition, it must not be altered
unless the H34 enable bit in the port general control
register is clear (see table 1.3 located at the end of
this document).

3.3. MODE 0 - UNIDIRECTIONAL 8-BIT MODE

In mode 0, ports A and B operate independently.
Each may be configured in any of its three possible
submodes :

Submode 00 - Pin-Definable Double-Buffered In-
put or Single-Buffered Output

Submode 01 - Pin-Definable Double-Buffered
Output or Non-Latched Input

Submode 1X - Bit I/O (Pin-Definable Single-Buf-

fered Output or Non-Latched Input)
Handshake pins H1 and H2 are associated with port
A and configured by programming the port A control
register. (The H12 enable bit of the port general
control register enables port A transfers). Hand-
shake pins H3 and H4 are associated with port B
and configured by programming the port B control
register. (The H34 enable bit of the port general
control register enables port B transfers). The port
A and B data direction registers operate in all three
submodes. Along with the submode, they affect the
data read and write at the associated data register
according to table 3.1. They also enable the output

U 6 5 43 2 L 0 buffer associated with each port pin. The DMAREQ

oot B Img‘:u . sv"::ano S:*? pin may be associated with either (not both) port A

ort P as or port B, but does not function if the bit I/O submode

Submode | H4 Control | Enable | Enable | Control (submode 1X) is programmed for the chosen port.
181 LSy SGS-THOMSON
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Table 3.1 : Mode 0 Port Data Paths.

Mode Read Port A/B Data Register Write Port A/B Data Register
DDR =0 DDR =1 DDR = X
0 Submode 00 FIL, D. B. FOL Note 3 FOL, S. B. Note 1
0 Submode 01 Pin FOL Note 3 IOL/FOL, D. B. Note 2
0 Submode 1X Pin FOL Note 3 FOL, S. B. Note 1

Abbreviations :

IOL - Initial Output Latch
FOL - Final Output Latch
FIL - Final Input Latch

S. B. - Single Buffered
D. B. - Double Buffered
DDR - Data Direction Register

appear on the port pin if the DDR is a 1.

Note 1 : Data is latched in the output data registers (final output latch) and will be single buffered at the pin if
the DDR is 1. The output buffers will be turned off if the DDR is 0.
Note 2 : Data is latched in the double-buffered output data registers. The data in the final output latch will

Note 3 : The output drivers that connect the final output latch to the pins are turned on

3.3.1. SUBMODE 00 - PIN-DEFINABLE DOUBLE-
BUFFERED INPUT OR SINGLE-BUFFERED
OUTPUT. In mode 0, double-buffered input trans-
fers of up to eight bits are available by programming
submode 00 in the desired port’s control register.
Data that meets the port setup and hold times is lat-
ched on the asserted edge of H1(H3) and is placed
in the initial or final input latch. H1(H3) is edge sen-
sitive and may assume any duty cycle as long as
both high and low minimum times are observed. The
PI/T contains a port status register whose H1S(H3S)
status bit is set anytime any input data that has not
been read by the bus master is present in the dou-
ble-buffered latches. The action of H2(H4) is pro-
grammable. The following options are available :

1. H2(H4) may be an edge-sensitive status input
that is independent of H1(H3) and the transfer
of port data. On the asserted edge of H2(H4),
the H2S(H4S) status bit is set. It is cleared by
either the RESET pin being asserted, writing
a one to the particular status bit in the port sta-
tus register (PSR), or when the H12 enable
(H34 enable) bit of the port general register is
clear.

2. H2(H4) may be a general-purpose output pin
that is always negated. In this case the
H2S(H4S) status bit is always clear.

3. H2(H4) may be a general-purpose output pin
that is always asserted. In this case the
H2S(H4S) status bit is always clear.

4. H2(H4) may be an output pin in the interlocked
input handshake protocol. It is asserted when
the port input latches are ready to accept new
data. It is negated asynchronously following

‘ﬂ SGS-THOMSON

the asserted edge of the H1(H3) input. As soon
as the input latches become ready, H2(H4) is
again asserted. When the input double-buffe-
red latches are full, H2(H4) remains negated
until data is removed. Thus, anytime the
H2(H4) output is asserted, new input data may
be entered by asserting H1(H3). At other
times, transitions on H1(H3) are ignored. The
H2S(H4S) status bit is always clear. When
H12 enable (H34 enable) in the port general
control register is clear, H2(H4) is held nega-
ted.

5. H2(H4) may be an output pin in the pulsed in-
put handshake protocol. It is asserted exactly
as in the interlocked input protocol above, but
never remains asserted longer than four clock
cycles. Typically, a four clock cycle pulse is ge-
nerated. But in the case of a subsequent
H1(H3) asserted edge occurring before termi-
nation of the pulse, H2(H4) is negated asyn-
chronously. Thus, anytime after the leading
edge of the H2(H4) pulse, new data may be
entered in the double-buffered input latches.
The H2S(H4S) status bitis always clear. When
H12 enable (H34 enable) is clear, H2(H4) is
held negated.

For pins used as outputs, the data path consists of
a single latch driving the output buffer. Data written
to the port’s data register does not affect the opera-
tion of any handshake pin or status bit. Output pins
may be used independently of the input transfers.
However, read bus cycles to the data register do re-
move data from the port. Therefore, care should be
taken to avoid processor instructions that perform
unwanted read cycles.

19/61

MICROELECTRONICS

191



TS68230

Programmable Options Mode 0 - Port A Submode 00 and Port B Submode 00

PACR
76 Port A Submode
00 Submode 00
PACR
543 H2 Control
0XX Input pin - edge-sensitive status input, H2S is set on an asserted edge.
100 Output pin - negated, H2S is always clear.
101 Output pin - asserted, H2S is always clear.
110 Output pin - interlocked input handshake protocol, H2S is always clear.
111 Output pin - pulsed input handshake protocol, H2S is always clear.
PACR
2 H2 Interrupt Enable
0 The H2 interrupt is disabled.
1 The H2 interrupt is enabled.
PACR
1 H1 SVCR Enable
0 The H1 interrupt and DMA request are disabled.
1 The H1 interrupt and DMA request are enabled.
PACR
0 H1 Status Control
X The H1S status bit is set anytime input data is present in the double-buffered input path.
PBCR
76 Port B Submode
00 Submode 00
PBCR
543 H4 Control
0XX Input pin - edge-sensitive status input, H4S is set on an asserted edge.
100 ‘Output pin - negated, H4S is always cleared.
101 Output pin - asserted, H4S is always cleared.
110 Output pin - interlocked input handshake protocol, H4S is always cleared.
111 Output pin - pulsed input handshake protocol, H4S is always cleared.
=z L7 SR RN
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Programmable Options Mode 0 - Port A Submode 00 and Port B Submode 00 (continued)

PBCR
2 H4 Interrupt Enable
0 The H4 interrupt is disabled.
1 The H4 interrupt is enabled.
PBCR
1 H3 SVCRQ Enable
0 The H3 interrupt and DMA request are disabled.
1 The H3 interrupt and DMA request are enabled.
PBCR
0 H3 Status Control

X The H3S status bit is set anytime input data is present in the double-buffered input path.

3.3.2. SUBMODE 01 - PIN-DEFINABLE DOUBLE-
BUFFERED OUTPUT OR NON-LATCHED INPUT.
In mode 0, double-buffered output transfers of up to
eight bits are available by programming submode
01 in the desired port’s control register. The opera-
tion of H2 and H4 may be selected by programming
the port A and B control registers, respectively. Da-
ta, written by the bus master to the PI/T, is stored in
the port’s output latches. The peripheral accepts the
data by asserting H1(H3), which causes the next da-
ta to be moved to the port’s output latch as soon as
it is available.

The H1S(H3S) status bit may be programmed for
two interpretations :

1. The H1S(H3S) status bit is set when either the
port initial or final output latch can accept new
data. It is cleared when both latches are full
and cannot accept new data.

2. The H1S(H3S) status bit is set when both of
the port output latches are empty. It is cleared
when at least one latch is full.

The programmable options of the H2(H4) pin are :

1. H2(H4) may be an edge-sensitive input pin in-
dependent of H1(H3) and the transfer of port
data. On the asserted edge of H2(H4), the
H2S(H4S) status bit is set. It is cleared by ei-
ther the RESET pin being asserted, writing a
one to the particular status bit in the port sta-
tus register (PSR), or when the H1(H2) enable
(H3(H4) enable) bit of the port general control
register is clear.

2. H2(H4) may be a general-purpose output pin
that is always negated. The H2S(H4S) status
bit is always clear.

3. H2(H4) may be a general-purpose output pin
that is always asserted. The H2S(H4S) status
bit is always clear.

4. H2(H4) may be an output pin in the interlocked
output handshake protocol. H2(H4) is asser-
ted two clock cycles after data is transferred to
the double-buffered output latches. The data
remains stable at the port pins and H2(H4) re-
mains asserted until the next asserted edge of
the H1(H3) input. At that time, H2(H4) is asyn-
chronously negated. As soon as the next data
is available, it is transferred to the output
latches. When H2(H4) is negated, asserted
transitions of H1(H3) have no affect on data
paths. The H2S(H4S) status bitis always clear.
When H12 enable (H34 enable) is clear,
H2(H4) is held negated.

5. H2(H4) may be an output pin in the pulsed out-
put handshake protocol. It is asserted exactly
as in the interlocked protocol above, but never
remains asserted longer than four clock cy-
cles. Typically, a four clock pulse is generated.
But in the case that a subsequent H1(H3) as-
serted edge occurs before termination of the
pulse, H2(H4) is negated asynchronously
shortening the pulse. The H3S(H4S) status bit
is always clear. When H12 enable (H34
enable) is clear H2(H4) is held negated.

For pins used as inputs, data written to the associa-
ted data register is double-buffered and passed to
the initial or final output latch, but, the output buffer
is disabled.

L7 SGS-THOMSON 2161
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Programmable Options Mode 0 - Port A Submode 01 and Port B Submode 01

PACR
76
01

PACR
543
0XX
100
101
110
111

PACR

PBCR
76
01

PBCR
543
0XX
100
101
110
111

22/61

Port A Submode
Submode 01

H2 Control
Input pin - edge-sensitive status inputs, H2S is set on an asserted edge.
Output pin - negated, H2S is always clear.
Output pin - asserted, H2S is always clear.
Output pin - interlocked input handshake protocol, H2S is always clear.
Output pin - pulsed input handshake protocol, H2S is always clear.

H2 Interrupt Enable
The H2 interrupt is disabled.
The H2 interrupt is enabled.

H1 SVCRQ Enable
The H1 interrupt and DMA request are disabled.
The H1 interrupt and DMA request are enabled.

H1 Status Control

The H1S status bit is set when either the port A initial or final output latch can accept new data
It is clear when both latches are full and cannot accept new data.

The H1S status bit is one when both of the port A output latches are empty. It is clear when at
least one latch is full.

Port B Submode
Submode 01

H4 Control
Input pin - edge-sensitive status input, H4S is set on an asserted edge.
Output pin - negated, H4S is always cleared.
Output pin - asserted, H4S is always cleared.
Output pin - interlocked input handshake protocol, H4S is always cleared.
Output pin - pulsed input handshake protocol, H4S is always cleared.

194
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Programmable Options Mode 0 - Port A Submode 01 and Port B Submode 01 (continued)

PBCR
2 H4 Interrupt Enable
0 The H4 interrupt is disabled.
1 The H4 interrupt is enabled.
PBCR
1 H3 SVCRQ Enable
0 The H3 interrupt and DMA request are disabled.
1 The H3 interrupt and DMA request are enabled.
PBCR
0 H3 Status Control
0 The H3S status bit is set when either the port B initial or final output latch can accept new data.
It is clear when both latches are full and cannot accept new data.
1 The H3S status bit is one when both of the port B output latches are empty. It is clear when at

least one latch is full.

3.3.3. SUBMODE 1X - BIT I/0O (PIN-DEFINABLE
SINGLE-BUFFERED OUTPUT OR NON-LAT-
CHED INPUT). In mode 0, simple bit I/O is availa-
ble by programming submode 1X in the desired
port’s control register. This submode is intended for
applications in which several independent devices
must be controlled or monitored. Data written to the
associated (input/output) register is single buffered.
If the data direction register bit for that pin is a one
(output), the output buffer is enabled. If it is a zero
(input) data written is still latched, but is not availa-
ble at the pin. Data read from the data register is the
instantaneous value of the pin or what was written
to the data register, depending on the contents of
the data direction register. H1(H3) is an edge-sen-
sitive status input pin only and it controls no data re-
lated function. The H1S(H3S) status bit is set
following the asserted edge of the input waveform.
It is cleared by either the RESET pin being asser-
ted, writing a one to the associated status bit in the

port status register (PSR), or when the H12 enable
(H34 enable) bit of the port general control register
is clear. H2 may be programmed as :

1. H2(H4) may be an edge-sensitive status input
that is independent of H1(H3) and the transfer
of port data. On the asserted edge of H2(H4),
the H2S(H4S) status bit is set. It is cleared by
either the RESET pin being asserted, writing
aone to the particular status bit in the port sta-
tus register (PSR), or when the H12 enable
(H34 enable) bit of the port general control re-
gister is clear.

2. H2(H4) may be a general-purpose output pin
that is always negated. In this case the
H2S(H4S) status bit is always clear.

3. H2(H4) may be a general-purpose output pin
that is always asserted. In this case the
H2S(H4S) status bit is always clear.

L7 SGs-THOMSON 23/61
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Programmable Option Mode 0 - Port A Submode 1X and Port B Submode 1X

PACR
76 Port A Submode
1X Submode 1X
PACR
543 H2 Control
0XX Input pin - edge-sensitive status input, H2S is set on an asserted edge.
1X0 Output pin - negated, H2S is always cleared.
1 X1 Output pin - asserted, H2S is always cleared.
PACR
2 H2 Interrupt Enable
0 The H2 interrupt is disabled.
1 The H2 interrupt is enabled.
PACR
1 H1 SVCRQ Enable
0 The H1 interrupt is disabled.
1 The H1 interrupt is enabled.
PACR
0 H1 Status Control
X H1 is an edge-sensitive status input, H1S is set by an asserted edge of H1.
PBCR
76 Port B Submode
1X Submode 1X.
PBCR
543 H4 Control
0XX Input pin - edge-sensitive status input, H4S is set on an asserted edge.
1X0 Output pin - negated, H4S is always cleared.
1 X1 Output pin - asserted, H4S is always cleared.
PBCR
2 H4 Interrupt Enable
0 The H4 interrupt is disabled.
1 The H4 interrupt is enabled.
PBCR
1 H3 SVCRQ Enable
0 The H3 interrupt is disabled.
1 The H3 interrupt is enabled.
24/61
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Programmable Options Mode 0 - Port A Submode 1X and Port B Submode 1X (continued)

PBCR
0 H3 Status Control
X H3 is an edge-sensitive status input, H3S is set by an asserted edge of H3.

3.4. MODE 1 - UNIDIRECTIONAL 16-BIT MODE

In mode 1, ports A and B are concatenated to form
a single 16-bit port. The port B submode field
controls the configuration of both ports. The possi-
ble submodes are :
Port B Submode X0 - Pin-Definable Double-Buf-
fered Input or Single-Buffered Output
Port B Submode X1 - Pin-Definable Double-Buf-
fered Output or Non-Latched Input
Handshake pins H3 and H4, configured by program-
ming the port B control register, are associated with
the 16-bit double-buffered transfer. These 16-bit

Table 3.2 : Mode 1 Port Data Paths.

transfers are enabled by setting the H34 enable bit
in the port general control register (PGCR). Hand-
shake pins H1 and H2 may be used as simple sta-
tus inputs not related to the 16-bit data transfer or
H2 may be an output. Enabling of the H1 and H2
handshake pins is done by setting the H12 enable
bit of the port general control register. The port A
and B data direction registers operate in each sub-
mode. Along with the submode, they affect the da-
ta read and written at the data register according to
table 3.2. The data direction register also enables
the output buffer associated with each port pin. The
DMAREQ pin may be associated only with H3.

Mode Read Port A/B Register Write Port A/B Register
DDR =0 DDR =1 DDR =0 DDR =1
1, Port B FIL, D. B. FOL FOL, S. B. FOL, S. B.
Submode X0 Note 3 Note 2 Note 2
1, Port B Pin FOL IOL/FOL, D. B. IOL/FOL, D. B.
Submode X1 Note 3 Note 1 Note 1

Note 1 : Data written to Port A goes to a temporary latch. When the Port B data register is later written, Port A
data is transferred to IOL/FOL.
Note 2 : Data is latched in the output data registers (final output latch) and will be single buffered at the pin if

the DDR is 1. The output buffers will be turned off if the DDR is 0.
Note 3 : The output drivers that connect the final output latch to the pins are turned on.

Abbreviations :

IOL - Initial Output Latch
FOL - Final Output Latch
FIL - Final Input Latch

S. B. - Single Buffered
D. B. - Double Buffered
DDR - Data Direction Register

Mode 1 can provide convenient high-speed 16-bit
transfers. The port A and port B data registers are
addressed for compatibility with the TS68000 move
peripheral (MOVEP) instruction and with the 68440
direct memory access controller (DMAC). To take

ten by the bus master first. The interlocked and pul-
sed handshake protocols, status bits, and DMAREQ
are keyed to the access of port B data register in
mode 1. Transfers proceed properly with interlocked
or pulsed handshakes when the port B data regis-

advantage of this, port A should contain the most- ter is accessed last.

significant byte of data and always be read or writ-

25/61
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3.4.1. PORT A CONTROL REGISTER (PACR).

7 6 5 4 3 2 1 0
H2 H1 H1
Port A Interrupt | SVCRQ | Status
Submode H2 Control Enable | Enable | Control

The port A control register, in conjunction with the
programmed mode and the port B submode,
controls the operation of port A and the handshake
pins H1 and H2. The port A control register contains
five fields : bits 7 and 6 specify the port A submode ;
bits 5, 4, and 3 control the operation of the H2 hand-
shake pin and H2S status bit ; bit 2 determines whe-
ther an interrupt will be generated when the H2S
status bit goes to one ; bit 1 determines whether a
service request (interrupt request or DMA request)
will occur ; and bit O controls the operation of the
H1S status bit. The PACR is always readable and
writable. There is never a consequence to reading
the register.

All bits are cleared to zero when the RESET pin is
asserted. When the port A submode field is relevant
in a mode/submode definition, it must not be altered
unless the H12 enable bit in the port general control
register is clear (see table 1.3 located at the end of
this document). Altering these bits may give unpre-
dictable results if the H12 enable bit in the PGCR is
set.

3.4.2. PORT B CONTROL REGISTER (PBCR).

7 6 5 4 38 2 1 0
H4 H3 H3
Port B Interrupt | SVCRQ | Status
Submode H4Control Enable | Enable | Control

The port B control register specifies the operation of
port B and the handshake pins H3 and H4. The port
B control register contains five fields : bits 7 and 6
specify the port B submode ; bits 5, 4, and 3 control
the operation of the H4 handshake pin and H4S sta-
tus bit goes to a one ; bit 1 determines whether a
service request (interrupt request or DMA request)
will occur ; and bit O controls the operation of the
H3S status bit. The PBCR is always readable and
writable.

All bits are cleared to zero when the RESET pin is
asserted. When the port B submode field is relevant
in a mode/submode definition, it must not be altered
unless the H34 enable bit in the port general control
register is clear (see table 1.3 located at the end of
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this document). Altering these bits may give unpre-
dictable results if the H12 enable bit in the PGCR is
set. :

3.4.3. SUBMODE X0 - PIN-DEFINABLE DOUBLE-
BUFFERED INPUT OR SINGLE-BUFFERED
OUTPUT. In mode 1 submode X0, double-buffered
input transfers of up to 16 bits may be obtained. The
level of each pin is asynchronously latched with the
asserted edge of H3 and placed in the initial input
latch or the final input latch. The processor may
check the H3S status bit to determine if new data is
present. The DMAREQ pin may be used to signal a
DMA controller to empty the input buffers. Regar-
dless of the bus master, port A data should be read
first and port B data should be read last. The ope-
ration of the internal handshake controller, the H3S
bit, and the DMAREQ are keyed to the reading of
the port B data register. (The 68440 DMAC can be
programmed to perform the exact transfers needed
for compatibility with the PI/T.) H4 may be program-
med as :

1. H4 may be an edge-sensitive status input that
is independent of H3 and the transfer of port
data. Onthe asserted edge of H4, the H4S sta-
tus bit is set. It is cleared by either the RESET
pin being asserted, writing a one to the parti-
cular status bit in the port status register (PSR),
or when the H34 enable bit of the port general
control register is clear.

2. H4 may be a general-purpose output pin that
is always negated. In this case the H4S status
bit is always clear.

3. H4 may be a general-purpose output pin that
is always asserted. In this case the H4S sta-
tus bit is always clear.

4. H4 may be an output pin in the interlocked in-
put handshake protocol. It is asserted when
the port input latches are ready to accept new
data. It is negated asynchronously following
the asserted edge of the H3 input. As soon as
the input latches become ready, H4 is again
asserted. When the input double-buffered
latches are full, H4 remains negated until da-
ta is removed. Thus, anytime the H4 output is
asserted, new input data may be entered by
asserting H3. At other times transitions on H3
are ignored. The H4S status bit is always clear.
When H34 enable in the port general control
register is clear, H4 is held negated.
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5.

H4 may be an output pin in the pulsed input
handshake protocol. It is asserted exactly as in
the interlocked input protocol above, but never
remains asserted longer than four clock cycles.
Typically, a four clock cycle pulse is generated.
But in the case that a subsequent H3 asserted
edge occurs before termination of the pulse, H4
is negated asynchronously. Thus, anytime af-
ter the leading edge of the H4 pulse, new data
may be entered in the double-buffered input
latches. The H4S status bit is always clear.
When H34 enable is clear, H4 is held negated.

For pins used as outputs, the data path consists of
a single latch driving the output buffer. Data written
to the port’s data register does not affect the opera-
tion of any handshake pin, status bit, or any other
aspect of the PI/T. Thus, output pins may be used
independently of the input transfer.

The programmable options of the H2 pin are :
1. H2 may be an edge-sensitive input pin inde-

pendent of H1 and the transfer of port data. On
the asserted edge of H2, the H2S status bit is
set. Itis cleared by either the RESET pin being
asserted, writing a one to the particular status
bit in the port status register (PSR), or when
the H12 enable bit of the port general control
register is clear.

. H2 may be a general-purpose output pin that

is always negated. The H2S status bit is al-
ways clear.

. H2 may be a general-purpose output pin that

is always asserted. The H2S status bit is al-
ways clear.

Programmable Options Mode 1 - Port A Submode XX and Port B Submode X0

PACR
76 Port A Submode
00 Submode XX
PACR
543 H2 Control
0XX Input pin - edge-sensitive status input, H2S is set on an asserted edge.
1X0 Output pin - negated, H2S is always cleared.
1X1 Output pin - asserted, H2S is always cleared.
PACR
2 H2 Interrupt Enable
0 The H2 interrupt is disabled.
1 The H2 interrupt is enabled.
PACR
1 H1 SVCRQ Enable
0 The H1 interrupt is disabled.
1 The H1 interrupt is enabled.
PACR
0 H1 Status Control.
X H1 is an edge-sensitive status input. H1S is set by an asserted edge of H1.
PBCR
76 Port B Submode
00 Submode X0.
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Programmable Options Mode 1 - Port A Submode XX and Port B Submode X0 (continued)

PBCR
543 H4 Control

0XX Input pin - edge-sensitive status input, H4S is set on an asserted edge.

100 Output pin - negated, H4S is always cleared.
10 1 Output pin - asserted, H4S is always cleared.

110 Output pin - interlocked input handshake protocol.

111 Output pin - pulsed input handshake protocol.

PBCR
2 H2 Interrupt Enable
0 The H4 interrupt is disabled.
1 The H4 interrupt is enabled.
PBCR
1 H3 SVCRQ Enable
0 The H3 interrupt and DMA request are disabled.
1 The H3 interrupt and DMA request are enabled.
PBCR
0 H3 Status Control
X The H3S status bit is set anytime input data is present in the double-buffered input path.

3.4.4. SUBMODE X1 - PIN-DEFINABLE DOUBLE-
BUFFERED OUTPUT OR NON-LATCHED INPUT.
In mode 1 submode X1, double-buffered output
transfers of up to 16 bits may be obtained. Data is
written by the bus master (processor or DMA con-
troller) in two bytes. The first byte (most significant)
is written to the port A data register. It is stored in a
temporary latch until the next byte is written to the
port B data register. Then all 16 bits are transferred
to_one of the output latches of ports A and B. The
DMAREQ pin may be used to signal a DMA control-
ler to transfer another word to the port output
latches. (The 68440 DMAC can be programmed to
perform the exact transfers needed for compatibili-
ty with the PI/T.) H4 may be programmed as :

1. H4 may be an edge-sensitive status input that
is independent of H3 and the transfer of port
data. On the asserted edge of H4, the H4S sta-
tus bit is set. It is cleared by either the RESET
pin being asserted, writing a one to the parti-
cular status bitin the port status register (PSR),
or when the H34 enable bit of the port general
control register is clear.

2. H4 may be a general-purpose output pin that
is always negated. In this case the H4S status
bit is always clear.
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3. H4 may be a general-purpose output pin that

is always asserted. In this case the H4S sta-
tus bit is always clear.

. H4 may be an output pin in the interlocked out-

put handshake protocol. H4 is asserted two
clock cycles after datais transferred to the dou-
ble-buffered output latches. The data remains
stable at the port pins and H4 remains asser-
ted until the next asserted edge of the H3 in-
put. At that time, H4 is asynchronously
negated. As soon as the next data is available,
it is transferred to the output latches. When H4
is negated, asserted transitions of H3 have no
affect on data paths. The H4S status bit is al-
ways clear. When H34 enable is clear, H4 is
held negated.

. H4 may be an output pin in the pulsed output

handshake protocol. It is asserted exactly as
in the interlocked protocol above, but never re-
mains asserted longer than four clock cycles.
Typically, a four clock pulse is generated. But
in the case that a subsequent H3 asserted
edge occurs before termination of the pulse,
H4 is negated asynchronously shortening the
pulse. The H4S. status bit is always cleared.
When H34 enable is clear, H4 is held negated.
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The H3S status bit may be programmed for two in-
terpretations :

1. The H3S status bit is set when either the port
initial or final output latch can accept new da-
ta. ltis clear when both latches are fulland can-
not accept new data.

2. The H3S status bit is set when both of the port
output latches are empty. It is clear when at
least one latch is full.

The programmable options of the H2 pin are :

1. H2 may be an edge-sensitive input pin inde-
pendent of H1 and the transfer of port data. On
the asserted edge of H2, the H2S status bit is
set. Itis cleared by either the RESET pin being
asserted, writing a one to the particular status

bit in the port status register (PSR), or when
the H12 enable bit of the port general control
register is clear.

2. H2 may be a general-purpose output pin that
is always negated. The H2S status bit is al-
ways clear.

3. H2 may be a general-purpose output pin that
is always asserted. The H2S status bit is al-
ways clear.

For pins used as inputs, data written to either data
register is double buffered and passed to the initial
or final output latch, as usual, but the output buffer
is disabled (refer to 3.3.2. Submode 01 - Pin-Defi-
nable Double-Buffered Output or Non-Latched
Input).

Programmable Options Mode 1 - Port A Submode XX and Port B Submode X1

PACR
76 Port A Submode
00 Submode XX.
PACR
543 H2 Control
0XX Input pin - edge-sensitive status input, H2S is set on an asserted edge.
1X0 Output pin - negated, H2S is always cleared.

1 X1 Output pin - asserted, H2S is always cleared.

PACR
2 H2 Interrupt Enable
0 The H2 interrupt is disabled.
1 The H2 interrupt is enabled.
PACR
1 H1 SVCRQ Enable
0 The H1 interrupt is disabled.
1 The H1 interrupt is enabled.
PACR
0 H1 Status Control
X H1 is an edge-sensitive status input. H1S is set by an asserted edge of H1.
PBCR
76 Port B Submode

00 Submode X1.
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Programmable Options Mode 1 - Port A Submode XX and Port B Submode X1 (continued)

PBCR
543
0XX

H4 Control

Input pin - edge-sensitive status input, H4S is set on an asserted edge.
100 Output pin - negated, H4S is always cleared.

101 Output pin - asserted, H4S is always cleared.
110 Output pin - interlocked input handshake protocol.
111 Output pin - pulsed input handshake protocol.

PBCR
2 H4 Interrupt Enable
0 The H4 interrupt is disabled.
1 The H4 interrupt is enabled.
PBCR
1 H3 SVCRQ Enable
0 The H3 interrupt and DMA request are disabled.
1 The H3 interrupt and DMA request are enabled.
PBCR
0 H3 Status Control
0 The H3S status bit is set when either the initial or final output latch of ports A and B can accept
new data. tt is clear when both latches are full and cannot accept new data.
1 The H3S status bit is set when both the initial and final output latches of ports A and B are empty.

The H3S status bit is clear when at least one set of output latches is full.

3.5. MODE 2 - BIDIRECTIONAL 8-BIT MODE

In mode 2, port A is used for bit I/O with no associa-
ted handshake pins. Port B is used for bidirectional
8-bit double-buffered transfers. H1 and H2, enabled
by the H12 enable bit in the port general control re-

- gister, control output transfers, while H3 and H4,
enabled by the port general control register bit H34
enable, control input transfers. The instantaneous
direction of the data is determined by the H1 hand-
shake pin. The port B data direction register is not
used. The port A and port B submode fields do not
affect PI/T operation in mode 2.

3.5.1. PORT A BIT I/O (PIN-DEFINABLE SINGLE-
BUFFERED OUTPUT OR NON-LATCHED IN-

30581 Ly7 SGS-THOMSON

PUT). Mode 2, port A performs simple bit I/O with
no associated handshake pins. This configuration is
intended for applications in which several inde-
pendent devices must be controlled or monitored.
Data written to the port A data register is single buf-
fered. If the port A data direction register bit for that
pin is set (output), the output buffer is enabled. If it
is zero (input), data written is still latched but not
available at the pin. Data read from the data regis-
teris either the instantaneous value of the pin (if da-
ta is stable from CS asserted to DTACK asserted,
data on these pins will be guaranteed valid in the
data register) or what was written to the data regis-
ter, depending on the contents of the port A data di-
rection register. This is summarized in table 3.3.
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Table 3.3 : Mode 2 Port A Data Paths.

S. B. - Single Buffered
FOL - Final Output Latch
DDR - Data Direction Register

Mode Read Port A Data Register Write Port A Data Register

DDR =0 DDR =1 DDR =0 DDR =1

2 Pin FOL FOL FOL, S. B.
Abbreviations :

3.5.2. PORT B - DOUBLE-BUFFERED BIDIREC-
TIONAL DATA. The output buffers of port B are con-
trolled by the level of H1. When H1 is negated, the
port B output buffers (all eight) are enabled and the
pins drive the bidirectional bus. Generally, H1 is ne-
gated by the peripheral in response to an asserted
H2, which indicates that new output data is present
in the double-buffered latches. Following accep-
tance of the data, the peripheral asserts H1, disa-
bling the port B output buffers. Other than controlling
the output buffers, H1 is edge-sensitive as in other
modes.

3.5.2.1. Double-Buffered Input Transfers.

Port B input data that meets the port setup and hold
times is latched on the asserted edge of H3 and pla-
ced in the initial input latch or the final input latch. H3
is edge-sensitive, and may assume any duty-cycle
as long as both high and low minimum times are ob-
served. The PI/T contains a port status register
whose H3S status bit is set anytime any input data
that has not been read by the bus master is present
in the double-buffered latches. The action of H4 is
programmable and can be programmed as :

1. H4 may be an output pin in the interlocked in-
put handshake protocol. It is asserted when
the port input latches are ready to accept new
data. It is negated asynchronously following
the asserted edge of the H3 input. As soon as
the input latches become ready, H4 is again
asserted. When the input double-buffered
latches are full, H4 remains negated until da-
ta is removed. Thus, anytime the H4 output is
asserted, new input data may be entered by
asserting H3. At other times transitions on H3
are ignored. The H4S status bit is always clear.
When H34 enable in the port general control
register is clear, H4 is held negated.

2. H4 may be an output pin in the pulsed input
handshake protocol. It is asserted exactly as
in the interlocked input protocol above, but ne-
ver remains asserted longer than four clock cy-
cles. Typically, a four clock cycle pulse is
generated. But in the case that a subsequent
H3 asserted edge occurs before termination of

the pulse, H4 is negated asynchronously.
Thus, anytime after the leading edge of the H4
pulse, new data may be entered in the double-
buffered input latches. The H4S status bit is al-
ways clear. When H34 enable is clear, H4 is
held negated.

3.5.2.2. Double-Buffered Output Transfers.

Data, written by the bus master to the PI/T, is sto-
red in the port’s output latch. The peripheral accepts
the data by asserting H1, which causes the next da-
ta to be moved to the port’s output latch as soon as
it is available. The H1S status bit, in the port status
register, may be programmed for two interpreta-
tions. Normally the status bit is a one when there is
at least one latch in the double-buffered data path
that can accept new data. After writing one byte of
data to the ports, an interrupt service routine could
check this bit to determine if it could store another
byte ; thus filling both latches. When the bus mas-
ter is finished, it is often useful to be able to check
whether all of the data has been transferred to the
peripheral.The H1S status control bit of the port A
control register provides this flexibility. The H1S sta-
tus bit is set when both output latches are empty.
The programmable options for H2 are :

1. H2 may be an output pin in the interlocked out-
put handshake protocol. It is asserted when
the port output latches are ready to transfer
new data. It is negated asynchronously follo-
wing the asserted edge of the H1 input. As
soon as the output latches become ready, H2
is again asserted. When the output double-
buffered latches are full, H2 remains asserted
until data is removed. Thus, anytime the H2
output is asserted, new output data may be
transferred by asserting H1. At other times
transitions on H1 are ignored. The H2S status
bit is always clear. When H12 enable in the
port general control register is clear, H2 is held
negated. :

2. H2 may be an output pin in the pulsed output
handshake protocol. It is asserted exactly as
in the interlocked output protocol above, but
never remains asserted longer than four clock
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cycles. Typically, afour clock cycle pulse is ge-
nerated. But in the case that a subsequent H1
asserted edge occurs before termination of the
pulse, H2 is negated asynchronously. Thus,
anytime after the leading edge of the H2 pulse,
new data may be transferred to the double-
buffered output latches. The H2S status bit is

Table 3.4 : Mode 2 Port B Data Paths.

always clear. When H12 enable is clear, H2 is
held negated.

The DMAREQ pin may be associated with either in-
put transfers (H3) or output transfers (H1), but not
both. Refer to table 3.4 for a summary of the port B
data register responses in mode 2.

IOL - Initial Output Latch
FOL - Final Output Latch
FIL - Final input Latch

Mode Read Port B Data Register Write Port B Data Register
2 FiL, D. B. IOL/FOL, D. B.
Abbreviations :

D. B. - Double Buffered

Programmable Options Mode 2 - Port A Submode XX and Port B Submode XX

PACR
76 Port A Submode
X X Submode XX.

PACR

543 H2 Control

S XX0 Output pin - interlocked output handshake protocol, H2S is always cleared.
X X1 Output pin - pulsed output handshake protocol, H2S is always cleared.

PACR
2 H2 Interrupt Enable
0 The H2 interrupt is disabled.
1 The H2 interrupt is enabled.
PACR
1 H1 SVCRQ Enable
0 The H1 interrupt and DMA request are disabled.
1 The H1 interrupt and DMA request are enabled.
PACR
0 H1 Status Control :
0 The H1 status bit is set when either the port B initial or final output latch can accept new data. It
is clear when both latches are full and cannot accept new data.
1 The H1S status bit is set when both of the port B output latches are empty. It is clear when at
least one latch is full.
PBCR
76 Port B Submode

XX Submode XX.
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Programmable Options Mode 2 - Port A Submode XX and Port B Submode XX (continued)

PBCR
543 H4 Control
XX0 Output pin - interlocked input handshake protocol, H4S is always cleared.
X X1 Output pin - pulsed input handshake protocol, H4S is always cleared.
PBCR
2 H4 Interrupt Enable
0 The H4 interrupt is disabled.
1 The H4 interrupt is enabled.
PBCR
1 H3 SVCRQ Enable
0 The H3 interrupt and DMA request are disabled.
1 The H3 interrupt and DMA request are enabled.
PBCR
0 H3 Status Control
X The H3S status bit is set anytime input data is present in the double-buffered input path.

3.6. MODE 3 - BIDIRECTIONAL 16-BIT MODE

In mode 3, ports A and B are used for bidirectional
16-bit double-buffered transfers. H1 and H2 control
output transfers, while H3 and H4 control input
transfers. H1 and H2 are enabled by the H12 ena-
ble bit while H3 and H4 are enabled by the H34 ena-
ble bit of the port general control register. The
instantaneous direction of data is determined by the
H1 handshake pin, thus, the data direction registers
are not used and have no affect. The port A and port
B submode fields do not affect PI/T operation in
mode 3. Port A and port B output buffers are con-
trolled by the level of H1. When H1 is negated, the
output buffers (all 16) are enabled and the pins drive
the bidirectional port bus. Generally a peripheral will
negate H1 in response to an asserted H2, which in-
dicates that new output data is present in the dou-
ble-buffered latches. Following acceptance of the
data, the peripheral asserts H1, disabling the output
buffers. Other than controlling the output buffers, H1
is edge-sensitive as in other modes. The port A and
port B data direction registers are not used.

3.6.1. DOUBLE-BUFFERED INPUT TRANSFERS.
Port A and B input data that meets the port setup
and hold times is latched on the asserted edge of
H3 and placed in the initial input latch or the final in-
put latch. H3 is edge-sensitive, and may assume
any duty-cycle as long as both high and low mini-
mum times are observed. The PI/T contains a port
status register whose H3S status bit is set anytime

any input data is present in the double-buffered
latches that has not been read by the bus master.
The action of H4 is programmable and can be pro-
grammed as :

1. H4 may be an output pin in the interlocked in-
put handshake protocol. It is asserted when
the port input latches are ready to accept new
data. It is negated asynchronously following
the asserted edge of the H3 input. As soon as
the input latches become ready, H4 is again
asserted. When the input double-buffered
latches are full, H4 remains negated until da-
ta is removed. Thus, anytime the H4 output is
asserted, new input data may be entered by
asserting H3. At other times transitions on H3
are ignored. The H4S status bit is always clear.
When H34 enable in the port general control
register is clear, H4 is held negated.

2. H4 may be an output pin in the pulsed input
handshake protocol. It is asserted exactly as in
the interlocked input protocol above, but never
remains asserted longer than four clock cycles.
Typically, a four clock cycle pulse is generated.
But in the case that a subsequent H3 asserted
edge occurs before termination of the pulse, H4
is negated asynchronously. Thus, anytime af-
ter the leading edge of the H4 pulse, new data
may be entered in the double-buffered input
latches. The H4 status bit is always clear. When
H34 enable is clear, H4 is held negated.
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3.6.2. DOUBLE-BUFFERED OUTPUT TRANS-
FERS. Data, written by the bus master to the PI/T,
is stored in the port's output latch. The peripheral
accepts the data by asserting H1, which causes the
next data to be moved to the port’s output latch as
soon as it is available. The H1S status bit, in the port
status register, may be programmed for two inter-
pretations. Normally the status bit is a one when
there is at least one latch in the double-buffered da-
ta path that can accept new data. After writing one
byte of data to the ports, an interrupt service routine
could check this bit to determine if it could store ano-
ther byte ; thus filling both latches. When the bus
master is finished, it is often useful to be able to
check whether all of the data has been transferred
to the peripheral. The H1S status control bit of the
port A control register provides this flexibility. The
H1S status bit is set when both output latches are
empty. The programmable options for H2 are :

1. H2 may be an output pin in the interlocked out-
put handshake protocol. It is asserted when
the port output latches are ready to transfer
new data. It is negated asynchronously follo-
wing the asserted edge of the H1 input. As
soon as the output latches become ready, H2
is again asserted. When the output double-
buffered latches are full, H2 remains asserted
until data is removed. Thus, anytime the H2
output is asserted, new output data may be
transferred by asserting H1. At other times

Table 3.5 : Mode 3 Port A and B Data Paths.

transition§ 6n H1 are ignored. The H2S status
bit is always clear. When H12 enable in the
port general control register is clear, H2 is held
negated.

2. H2 may be an output pin in the pulsed output
handshake protocol. It is asserted exactly as in
the interlocked output protocol above, but ne-
ver remains asserted longer than four clock cy-
cles. Typically, a four clock pulse is generated.
But in the case that a subsequent H1 asserted
edge occurs before termination of the pulse, H2
is negated asynchronously shortening the
pulse. The H2S status bit is always zero. When
H12 enable is zero, H2 is held negated.

Mode 3 can provide convenient high-speed 16-bit
transfers. The port A and B data registers are ad-
dressed for compatibility with the TS68000’s move
peripheral (MOVEP) instruction and with the 68440
DMAC. To take advantage of this port A should
contain the most significant data and always be read
or written by the bus master first. The interlocked
and pulsed handshake protocols, status bits, and
DMAREQ are keyed to the access of port B data re-
gisterin mode 3. If itis accessed last, the 16-bit dou-
ble-buffered transfer proceeds smoothly.

The DMAREQ pin may be associatedwith either in-
put transfers (H3) or output transfers (H1), but not
both. Refer to table 3.5 for a summary of the port A
and B data paths in mode 3.

Mode

Read Port A and B Data Register

Write Port A and B Data Register

3 FIL, D. B.

IOL/FOL, D. B., Note 1

data is transferred to IOL/FOL.

Note 1 : Data written to Port A goes to a temporary latch. When the Port B data register is later written, Port A

Abbreviations :

IOL - Initial Output Latch
FOL - Final Output Latch
FIL - Final Input Latch

S. B. - Single Buffered
D. B. - Double Buffered

34561 L7 SGS-THOMSON
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Programmable Options Mode 3 - Port A Submode XX and Port B Submode XX

PACR
76
XX

PACR

543

XX0

XX1

PACR

Port A Submode
Submode XX.

H2 Control
Output pin - interlocked output handshake protocol, H2S status always cleared.
Output pin - pulsed output handshake protocol, H2S status always cleared.

H2 Interrupt Enable
The H2 interrupt is disabled.
The H2 interrupt is enabled.

H1 SVCRQ Enable
The H1 interrupt and DMA request are disabled.
The H1 interrupt and DMA request are enabled.

H1 Status Control

The H1 status bit is set when either the port B initial or final output latch can accept new data.
It is clear when both latches are full and cannot accept new data.

The H1S status bit is set when both of the port B output latches are empty. It is clear when at
least one latch is full.

Port B Submode
Submode XX.

H4 Control
Output pin - interlocked input handshake protocol, H4S is always clear.
Output pin - pulsed input handshake, H4S is always clear.

H4 Interrupt Enable
The H4 interrupt is disabled.
The H4 interrupt is enabled.

H3 SVCRQ Enable

The H3 interrupt and DMA request are disabled.
The H3 interrupt and DMA request are enabled.

H3 Status Control
The H3S status bit is set anytime input data is present in the double-buffered input path.
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SECTION 4

PROGRAMMER’S MODEL
This section describes the internal accessible regis-

atthe end of thisdocument and in table 4.1. Address
space within the address map is reserved for future

ter organization as represented in table 1.3 located expansion.
Table 4.1 : PI/T Register Addressing Assignments.
Register
Register Select Bits | Accessible | Affected by | Affected by
514131211 Reset Read Cycle
Port General Control Register (PGCR) ‘|o]o|0|0|0 RW Yes No
Port Service Request Register (PSRR) |0|0|0|O}1 RW Yes No
Port A Data Direction Register (PADDR) [0f0|0O|1]|0 RW Yes No
Port B Data Direction Register (PBDDR) |0|O0|O |11 RW Yes No
Port C Data Direction Register (PCDDR) |0|0O|1]0|O0 RW Yes No
Port Interrupt Vector Register (PIVR) 0ofo{1|0]1 RW Yes No
Port A Control Register (PACR) (ojoft1{1]o0 RW Yes No
Port B Control Register (PBCR) [O0|O|1]1[1 RW Yes No
Port A Data Register (PADR) |[O0|1(0]|0]|O RW No **
Port B Data Register (PBDR) |0(1]|0|0]|1 RW No **
Port A Alternate Register (PAAR) |0|1]|0]|1]|O R No No
Port B Alternate Register (PBAR) 0Of1{0|1]1 R No No
Port C Data Register (PCDR) |O0f|1[1]|0f0 RW No No
Port Status Register (PSR) of1|1({0}1 R wW* Yes No
Timer Control Register (TCR) 1/0{0(0]|0 RW Yes No
Timer Interrupt Vector Register (TIVR) 1]10(0|0|1 RW Yes No
Counter Preload Register High (CPRH) [1{0|0|1]1 RW No No
Counter Preload Register Middle (CPRM) |1|0|1|0}0 RW No No
Counter Preload Register Low (CPRL) 110{1|0]|1 RW No No
Count Register High (CNTRH) [t|O|1|1]1 R No No
Count Register Middle (CNTRM) |1|1(0|0]O R No No
Count Register Low (CNTRL) {1]1|0|0(1 R No No
Timer Status Register (TSR) 1|1(0{1|0 R wW* Yes No
* A write to this register may perform a special resetting operation. R = Read.
** Mode dependant. W = Write.

Throughout this section the following conventions
are maintained : ,

1.

36/61

A read from a reserved location in the map re-
sults in a read from the "null register". The null
register returns all zeros for data and results in
a normal bus cycle. A write to one of these lo-
cations results in a normal bus cycle, but writ-
ten data is ignored.

. Unused bits of a defined register are denoted

by ™" and are read as zeros ; written data is
ignored.
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. Bits that are unused in the chosen mode/sub-

mode but are used in others are denoted by
"X", and are readable and writable. Their
content, however, is ignored in the chosen
mode/submode.

. All registers are addressable as 8-bit quanti-

ties. To facilitate operation with the MOVEP
instruction and the DMAC, addresses are or-
dered such that certain sets of registers may
also be accessed as words (two bytes) or long
words (four bytes).
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4.1. PORT GENERAL CONTROL REGISTER
(PGCR)

7 6 5 4 3 2 1 0

Port Mode H34 | H12 H4 H3 H2 H1
Control Enable | Enable | Sense | Sense | Sense | Sense

The port general control register controls many of
the functions that are common to the overall opera-
tion of the ports. The PGCR is composed of three
major fields : bits 7 and 6 define the operational
mode of ports A and B and affect operation of the
handshake pins and status bits ; bits 5 and 4 allow
a software-controlled disabling of particular hard-
ware associated with the handshake pins of each
port ; and bits 3-0 define the sense of the hand-
shake pins. The PGCR is always readable and wri-
table.

All bits are reset to zero when the RESET pin is as-
serted.

The port mode control field should be altered only
when the H12 enable and H34 enable bits are ze-
ro. Except when mode is desired (submode 1X), the
port general control register should be written once
to establish the mode with the H12 and H34 bits
clear. Any other necessary control registers can
then be programmed, after which H12 or H34 is set.
In order to enable the respective operation(s), the
port general control register should be written again.

PGCR
76 Port Mode Control
00 Mode 0 (Unidirectional 8-Bit Mode).
01 Mode 1 (Unidirectional 16-Bit Mode).
10 Mode 2 (Bidirectional 8-Bit Mode).
11 Mode 3 (Bidirectional 16-Bit Mode).

PGCR
5 H34 Enable
0 Disabled.’
1 Enabled.

PGCR
4 H12 Enable
0 Disabled.
1 Enabled.

0- 0 Handshake Pin Sense

0 The associated pin is at the high-voltage
level when negated and at the low-
voltage level when asserted.

1 The associated pin is at the low-voltage
level when negated and at the high-
voltage level when asserted.

4.2. PORT SERVICE REQUEST REGISTER
(PSRR)

7 6 5 4 3 2 1 0
. SVCRQ Operation Port Interrupt
Select Select Priority Control

The port service request register controls other func-
tions that are common to the overall operation to the
ports. It is composed of four major fields : bit 7 is
unused and is always read as zero ; bits 6 and 5 de-
fine whether interrupt or DMA requests are genera-
ted from activity on the H1 and H3 handshake pins ;
bits 4 and 3 determine whether two dual-function
pins operate as port C or port interrupt request/ac-
knowledge pins ; and bits 2, 1, and 0 control the prio-
rity among all port interrupt sources. Since bits 2, 1,
and 0 affect interrupt operation, it is recommended
that they be changed only when the affected inter-
rupt(s) is (are) disabled or known to remain inactive.
The PSRR is always readable and writable.

All bits are reset to zero when the RESET pinis as-
serted.
PSRR

65 SVCRQ Select

0X The PC4/DMAREQ pin carries the PC4
function ; DMA is not used.
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PSRR
10

11

PSRR
43
00
01

10

11

SVCRQ Select /

The PC4/DMAREQ pin carries the DMAREQ function and is associatedwith double-buffered
transfers controlled by H1. H1 is removed from PI/T's interrupt structure, and thus, does not cause
interrupt requests to be generated. To obtain DMAREQ pulses, port A control register bit 1 (H1
SVCRQ enable) must be a one.

The PC4/DMAREQ pin carries the DMAREQ function and is associated with double-buffered
transfers controlled by H3. H3 is removed from the PI/T’s interrupt structure, and thus, does not
cause interrupts requests to be generated. To obtain DMAREQ pulses, port B control register bit
1 (H3 SVCRQ enable) must be one.

Interrupt Pin Function Select
The PC5/PIRQ pin carries the PC5 function, no interrupt support.
The PC6/PIACK pin carries the PC6 function, no interrupt support.
The PC5/PIRQ pin carries the PIRQ function, supports autovectored interrupts.
The PC6/PIACK pin carries the PC6 function, supports autovectored interrupts.
The PC5/PIRQ pin carries the PC5 function..
The PC6/PIACK pin carries the PIACK function.
The PC5/PIRQ pin carries the PIRQ function, supports vectored interrupts.
The PC6/PIACK pin carries the PIACK function, supports vectored interrupts.

Bits 2, 1, and 0 determine port interrupt priority. The priority as shown in table 4.2 is in descending order left

to right.
Table 4.2 : PSRR Port Interrupt Priority Control.
210 |Highest Lowest 210 |Highest Lowest
000 H1S H2S H3S H4S 100 H3S H4S H1S H2S
001 H2S8 H1S H3S H4S 101 H3S H4S H2S H1S
010 H1S H2S8 H4S H3S 110 H4S H3S H1S H2S
011 H2S H1S H4S H3S 111 H4S H3S H2S H1S
38/61
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4.3. PORT DATA DIRECTION REGISTERS

The following paragraphs describe the port data di-
rection registers.

4.3.1. PORT A DATA DIRECTION REGISTER
(PADDR). The port A data direction register deter-
mines the direction and buffering characteristics of
each of the port A pins. One bit in the PADDR is as-
signed to each pin. A zero indicates that the pin is
used as a input, while a one indicates it is used as
an output. The PADDR is always readable and wri-
table. This register is ignored in mode 3.

All bits are reset to the zero (input) state when the
RESET pin is asserted.

4.3.2. PORT B DATA DIRECTION REGISTER
(PBDDR). The PBDDR is identical to the PADDR
for the port B pins and the port B data register, ex-
cept that this register is ignored in modes 2 and 3.

4.3.3. PORT C DATA DIRECTION REGISTER
(PCDDR). The port C data direction register speci-
fies whether each dual-function pin that is chosen
for port C operation is an input (zero) or an output
(one) pin. The PCDDR, along with bits that deter-
mine the respective pin’s function, also specify the
exact hardware to be accessed at the port C data
register address (see 4.6.3. Port C Data Register
(PCDR) for more details). The PCDDR is an 8-bit
register that is readable and writable at all times. lts
operation is independent of the chosen PI/T mode.

These bits are cleared to zero when the RESET pin
is asserted.

4.4. PORT INTERRUPT VECTOR REGISTER
(PIVR)

7 6 5 4 3 2 1 0

Interrupt Vector Number * *

The port interrupt vector register contains the upper
order six bits of the four port interrupt vectors. The
contents of this register may be read two ways : by
an ordinary read cycle, or by aportinterrupt acknow-
ledge bus cycle. The exact data read depends on
how the cycle was initiated and other factors. Beha-
vior during a port interrupt acknowledge cycle is
summarized in table 2.1.

From a normal read cycle, there is never a conse-
quence to reading this register. Following negation of
the RESET pin, but prior to writing to the PIVR, a $0F
will be read. After writing to the register, the upper six

bits may be read and the lower two bits are forced to
zero. No prioritization computation is performed.

4.5. PORT CONTROL REGISTERS (PACR,
PBCR)

The port A and B control registers (PACR and
PBCR) are describedin Section 3 Port Modes. The
description is organized such that for each
mode/submode all programmable options of each
pin and status bit are given.

4.6. PORT DATA REGISTERS

The following paragraphs describe the port data re-
gisters.

4.6.1. PORT ADATA REGISTER (PADR). The port
A data register is a holding register for moving data
to and from the port A pins. The port A data direc-
tion register determines whether each pin is an in-
put (zero) or an output (one), and is used in
configuring the actual data paths. The data paths
are described in Section 3 Port Modes.

This register is readable and writable at all times.
Depending on the chosen mode/submode, reading
orwriting may affect the double-buffered handshake
mechanism. The port A data register is not affected
by the assertion of the RESET pin.

4.6.2. PORT BDATA REGISTER (PBDR). The port
B data register is a holding register for moving data
to and from port B pins. The port B data direction re-
gister determines whether each pin is an input (ze-
ro) or an output (one), and is used in configuring the
actual data paths. The data paths are described in
Section 3 Port Modes.

This register is readable and writable at all times.
Depending on the chosen mode/submode, reading
or writing may affect the double-buffered handshake
mechanism. The port B data register is not affected
by the assertion of the RESET pin.

4.6.3. PORT C DATA REGISTER (PCDR). The port
C data register is a holding register for moving data
to and from each of the eight port C/ alternate-func-
tion pins. The exact hardware accessed is determi-
ned by the type of bus cycle (read or write) and
individual conditions affecting each pin. These
conditions are : 1) whether the pin is used for the
port C or alternate function, and 2) whether the port
C data direction register indicates the input or out-
put direction. The port C data register is single buf-
fered for output pins and non-latched for input pins.
These conditions are summarized in table 4.3.
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Table 4.3 : PCDR Hardware Accesses.

Port C Function Alternate Function

Operation

PCDDR =0

PCDDR =1

PCDDR =0

PCDDR = 1

Read Port C Data
Register

Pin

Output Register

Pin

Output Register

Write Port C Data
Register

Output Register,
Buffer Disabled

Output Register,
Buffer Enabled

Output Register

Output Register

Note that two additional useful benefits result from
this structure. First, it is possible to directly read the
state of a dual-function pin while used for the non-
port C function. Second, it is possible to generate
program controlled transitions on alternate-function
pins by switching back to the port C function and wri-
ting to the PCDR.

This register is readable and writable at all times and
operation is independent of the chosen PI/T mode.
The port C data register is not affected by the asser-
tion of the RESET pin.

4.7. PORT ALTERNATE REGISTERS

The following paragraphs describe the port alter-
nate registers.

4.7.1. PORT A ALTERNATE REGISTER (PAAR).
The port A alternate register is an alternate register
for reading the port A pins. It is a read-only address
and no other PI/T condition is affected. In all modes,
the instantaneous pin level is read and no input lat-
ching is performed except at the data bus interface.
Writes to this address are answered with DTACK,
but the data is ignored.

4.7.2. PORT B ALTERNATE REGISTER (PBAR).
The port B alternate register is an alternate register
for reading the port B pins. Itis a read-only address
and no other PI/T condition is affected. In all modes,
the instantaneous pin level is read and no input lat-
ching is performed except at the data bus interface.
Writes to this address are answered with DTACK,
but the data is ignored.

4.8. PORT STATUS REGISTER (PSR)
7 6 5 4 3 2 1 0

H4 | H3 H2 H1
Level |Level | Level | Level

H4S | H3S | H2S | H1S

The port status register contains information about
handshake pin activity. Bits 7-4 show the instanta-
neous level of the respective handshake pin, and are
independent of the handshake pin sense bits in the
port general control register. Bits 3-0 are the respec-
tive status bits referred to throughout this document.
Their interpretation depends on the programmed
mode/submode of the PI/T. For bits 3-0 a one is the
active or asserted state.

4.9. TIMER CONTROL REGISTER (TCR)
7 6 5 4 3 2 1 0

TOUT/TIACK ZD . Clock Timer
Control Control Control Enable

The timer control register (TCR) determines all ope-
rations of the timer. Bits 7-5 configure the PC3/TOUT
and PC7/TIACK pins for port C, square wave, vecto-
red interrupt, or autovectored interrupt operation ; bit
4 specifies whether the counter receives data fromthe
counter preload register or continues counting when
zero detect is reached ; bit 3 is unused and is read as
zero ; bits 2 and 1 configure the path from the CLK
and TIN pins to the counter controller ; and bit 0 ena-
bles the timer. This register is readable and writable
at all times. All bits are cleared to zero when the RE-
SET pin is asserted.

40/61

[STR i

212



TS68230

TCR
765
00X
01X

100

101

TCR

TCR
21
00

01

10

TOUT/TIACK Control
The dual-function pins PC3/TOUT and PC7/TIACK carry the port C function.

The dual-function pin PC3/TOUT carries the TOUT function. In the run state it is used as a square-
wave output and is toggled on zero detect. The TOUT pin is high while in the halt state. The dual-
function pin PC7/TIACK carries the PC7 function.

The dual-function pin PC3/TOUT carries the TOUT function. In the run or halt state it is used as
a timer interrupt request output._The timer interrupt is disabled, thus, the pin is always three sta-
ted. The dual-function pin PC7/TIACK carries the TIACK function ; however, since interrupt re-
quest is negated, the PI/T produces no response (i.e., no data or DTACK) to an asserted TIACK.
Refer to 5.1.3. Timer Interrupt Acknowledge Cycles for details.

The dual-function pin PC3/TOUT carries the TOUT function and is used as a timer interrupt re-
quest output. The timer interrupt is enabled ; thus, the pin is low when the timer ZDS status bit is
one. The dual-function pin PC7/TIACK carries the TIACK function and is used as a timer interrupt
acknowledge input. Refer to the 5.1.3. Timer Interrupt Acknowledge Cycles for details. This
combination supports vectored timer interrupts.

The dual-function pin PC3/TOUT function. In the run or halt state it is used as a timer interrupt re-
quest output. The timer interrupt is disabled ; thus, the pin is always three-stated. The dual-func-
tion pin PC7/TIACK carries the PC7 function.

The dual-function pin PC3/TOUT carries the TOUT function and is used as a timer interrupt re-
quest output. The timer interrupt is enabled ; thus, the pin is low when the timer ZDS status bit is
one. The dual-function pin PC7/TIACK carries the PC7 function and autovectored interrupts are
supported.

Zero Detect Control

The counter is loaded from the counter preload register on the first clock to the 24-bit counter af-
ter zero detect, then resumes counting.

The counter rolls over on zero detect, then continues counting.

Unused and is always read as zero.

Clock Control

The PC2/TIN input pin carries the port C function, and the CLK pin and prescaler are used. The
prescaler is decremented on the falling transition of the CLK pin ; the 24-bit counter is decremen-
ted, rolls over, or is loaded from the counter preload registers when the prescaler rolls over from
$00 to $1F. The timer enable bit determines whether the timer is in the run or halt state.

The PC2/TIN pin serves as a timer input, and the CLK pin and prescaler are used. The prescaler
is decremented on the falling transition of the CLK pin ; the 24-bit counter is decremented, rolls
over, or is loaded from the counter preload registers when the prescaler rolls over from $00 to
$1F. The timer is in the run state when the timer enable bit is one and the TIN pin is high ; other-
wise, the timer is in the halt state.

The PC2/TIN pin serves as a timer input and the prescaler is used. The prescaler is decremen-
ted following the rising transition of the TIN pin after being synchronized with the internal clock.
The 24-bit counter is decremented, rolls over, or is loaded from the counter preload registers when
the prescaler rolls over from $00 to $1F. The timer enable bit determines whether the timer is in
the run or halt state.

L3y SGS-THOMSON 41761
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11 The PC2/TIN pin serves as a timer input and the prescaler is not used. The 24-bit counter is de-
cremented, rolls over, or is loaded from the counter preload registers following the rising edge of
the TIN pin after being synchronized with the internal clock. The timer enable bit determines whe-

ther the timer is in the run or halt state.

TCR
0 Timer Enable
0 Disabled
1 Enabled

4.10. TIMER INTERRUPT VECTOR REGISTER
(TIVR)

The timer interrupt vector register contains the 8-bit
vector supplied when the timer interrupt acknow-
ledge pin TIACK is asserted. The register is reada-
ble and writable at all times, and the same value is
always obtained from a normal read cycle or a timer
interrupt acknowledge bus cycle (TIACK). When the
RESET pin is asserted the value of $0F is loaded
into the register. Refer to 5.1.3. Timer Interrupt
Acknowledge Cycles for more details.

4.11. COUNTER PRE