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PREFACE

On behalf of the Board of Governors of the American Federation of
Information Processing Societies, it is my pleasure to welcome you to
this conference, the first to be sponsored by the Federation rather than
the National Joint Computer Committee. In May of this year,the AFIPS
was created by the AmericanlInstitute of Electrical Engineers,the Asso-
ciation for Computing Machinery, and the Institute of Radio Engineers,
to be the unified national voice for the information processingand com-
puter profession in the United States. Since then, there has been an
orderly transfer of business from the NJCC to the AFIPS. As a society
of societies, the AFIPS differs from the NJCC in that it can accept into
membership other professional societies which are interested in infor-
mation processing, and it is expected that it will grow significantly.

As stated in our constitution, the goals of AFIPS ''shall be the ad-
vancement and diffusion of knowledge of the information processing
sciences. . .for literary and scientific purposes. ..To this end, it is
part of the purposes of the Federation. . .to serve the public by making
available to journals, newspapers,and other channels of public informa-
tion reliable communications as to information processing and its
progress; to cooperate with local, national, and international organiza-
tions or agencies on matters pertaining to information processing; to
serve as representative of the United States of America in international
organizations with like interests; to promote unity and effectiveness of
effort among allthose who are devoting themselves to information proc-
essing by research, by application of its principles, by teaching or by
study; and to foster the relations of the sciences of information process-
ing to other sciences and to the arts and industries."

Some ofthese itemswe are well started on—others we will inaugurate
soon. We represent the United States to the International Federation of
Information Processing Societies and contribute financially to IFIPS in
behalf of this country. We have assumed sponsorship and financial re-
sponsibility of the Joint Computer Conferences. We have accepted appli-
cations for membership from other societies. We have made our exist-
ence known to other professional societies. We are anactive and growing
organization acting topromote the interchange ofinformation among in-
formation processing specialiststhrough sponsorshipof greater cooper-
ative efforts between their professional societies. The American Feder-
ation of Information Processing Societies promises to be an instrument
of tremendous utility to American technology in the exciting and dynamic
years ahead.

Willis H. Ware

Chairman, Board of Governors

American Federation of Information
Processing Societies
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FOREWORD

Early in the infancy of what is still a very young discipline, it was
recognized that segmentation was taking place among those working in
the computer sciences. Many new computing societies or specialized
extensions of existing organizations sprang up, accentuating the diver-
gence by specialization to the detriment of the industry.

It was with this thought in mind that the leaders of the Association
for Computing Machinery, the Professional Group on Electronic Com-
puters of the Institute of Radio Engineers, and the Committee on Com-
puting Devices of the American Institute of Electrical Engineers estab-
lished the Joint Computer Committee. The sole function of this Committee
was to sponsor the Joint Computer Conferences, designed to provide a
forum by which members of the three sponsoring societies, as well as
all those interested in the computing field, could assemble and explore
through the medium of technical papers, personal conversations, and
technical exhibits the latest developments of interest to all.

The phenomenal growth of the field resulted in the contribution of an
increasing number of excellent contributed papers. When confronted
withthe need to complete the conferences in a reasonable period of time,
such as the traditional three days, organizers tended to resort, more
and more as the years went by, to parallel technical sessions. The re-
sult has frequently been sessions whose subject matter and audience to
a large extent paralleled the interests and membership of the various
sponsoring societies. From this point of view the Joint Computer Con-
ferences have not served their desired purposes, but have become a
general extension of the individual meetings of the various societies.

Although tempted to expand the size of the conference by the many
excellent papers contributed, either through greater duration or the
establishment of parallel sessions, the Committee for the 1961 Eastern
Joint Computer Conference has attempted to return to first principles,
eliminate parallel sessions, and maintain the generally accepted three
day length of the conference. The Committee has assembled a program
which is believed to be of interest to most people in the computer field,
regardless of whether their orientation is in programming, engineering,
management, or other areas. Thetheme ofthis conference, ""Computers—
Key to Total Systems Control," lends itself particularly to this aim by
its generality and its importance.

Eliminating parallel sessions and adheringto a unified technical pro-
gram is particularly appropriate,too, by virtue ofthe fact that this 1961
Eastern Joint Computer Conference is the first conference under the
sponsorship of the American Federation of Information Processing
Societies. Whereas the Joint Computer Committee by its very organiza-
tion was limited to the original three sponsoring societies, the charter
of AFIPS provides specifically for the enlargement ofits member organ-
izations to include such other organizations interested in affiliation,
whether they have a major interest in the computing field or simply
peripheral interests in these activities.
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Although this may be looked upon as somewhat ofa noble experiment,
the Committee believes that as more and more organizations become
affiliated with AFIPS, the growth of multiple sessions that would result
would lessen cross-fertilization—and, incidentally, tax the supply of
public rooms in most hotels.

Another innovation pioneered at this meeting is the publication of
these Proceedings in a permanent, hardbound form. It is the belief of
the Committee that this form enhances the lasting value of the Proceed-
ings to the registrants. It was an added attraction to the solicitation of
worthwhile contributions to the technical sessions. Through arrange-
ments with the publisher,the hardbound trade editionwill provide wider
distribution of these Proceedings far beyond the capabilities of the
individual sponsoring societies. Acknowledgment is made to Mr. Robert
Teitler of The Macmillan Company for his suggestions, encouragement,
and solicitude in the preparation and publication of these Proceedings.
His activities have been of considerable assistance and material benefit
to the Committee.

Members of the Committee who have primary responsibility in dif-
ferent areas are listed elsewhere in these Proceedings. Space does not
permit naming the many individuals who have assisted the various com-
mittee chairmen in their functions. Their creativity, diligence and
attention to detail are responsible for the many arrangements necessary
in preparing for a conference of this magnitude.

Jack Moshman
General Chairman
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MULTI-LEVEL PROGRAMMING FOR
A REAL-TIME SYSTEM

A. B. Shafritz
Auevbach Covporation
Philadelphia, Pa.

Introduction

Recent computer literature has given con-
siderable attention to the problem of match-
ing high-speed data processing equipment
with low-speed input-output equipment. The
solution most often presented is the use of
multiple input-output processing equipment,
allowing for an increased computation load
that keeps the central processing unit active.
While input-output equipment is operating on
one part of the program, the processor is
not waiting, but working on some other part.
If the benefits of such a configuration are to
be realized most fully, an efficient multi-
program system must be designed.

The efficiency that can be attained by
multi-programming is suggested in Figure 1.
The individual programs occupy only a frac-
tion of a computer's capability, as indicated
by the heights of the rectangles in the dia-
gram. The assumption is that the central
processing unit remains idle much of the
time waiting for input data or access to out-
put equipment in use. If the programs are
carried out one after another, the total time
(represented by lengths) is excessive (Figure
1-1, Sequential Programming).

One way to shorten this time is to give
the computer some number of tasks to work
on at once, and let the computer divide its
time equally among them (Figure 1-2, Multi-
Programming). Such a mixing technique
might provide for the possibility of one task's

A. E. Miller
Auerbach Covporation
Philadelphia, Pa.

K. Rose
Auerbach Corporation
Philadelphia, Pa.

not requiring its full fraction, and for use of
this additional time by one of the other pro-
grams. When any program is finished,
another is begun, so that the computer is
keptbusy as longas workis available. Under
certain circumstances, this lack of idle time
may be an adequate criterion of efficiency.

Real-time problems introduce a feature
that is easy to recognize, but may be quite
difficult to mechanize. If one or more pro-
grams have deadlines to meet, they might be
given a greater share of the computer’'s time
without reducing the overall efficiency (Fig-
ure 1-3, Deadlines). A collection of dead-
lines for many programs might easily prove
incompatible, and call for compromises that
take into account the severity of the penalty
for transgressing each.

Another complication in multi-program-
ming is that of interdependence of programs
(Figure 1-4), Interdependence). In many im-
portant applications, the units to be sched-
uled are not independent programs, but parts
of one major program. Any one of them may
require the completion of others before it
can begin. This program, in turn, may be a
prerequisite for still others, in which case
the efficient approach might be to carry it
out promptly rather than have it share the
computer's attention with other tasks.

When a multi-programming task involves
both deadlines and interdependence, it be-
comes a challenge to the programmer. The
modern computer features permitting the
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Figure 1. A Problem in Programming.

use of efficient multi-programming tech-
niques do not, by themselves, solve all the
problems. It is our concern in this paper to
consider a programming technique which
makes use of different levels of processing
to take full advantage of the multi-program-
ming capabilities of these computers. This
technique has been used to varying extents
on several projects by our programming
staff. It is best described by tracing the
development of a multi-level programming
task through aparticular problem. However,
we will try as we go along to abstract the
general features of the problem that make
such an approach desirable.

Elements of a Store-And-Forward Com-
munication System

The task at hand is to program a high-
speed data processor tooperate a Store-And-
Forward Communication System. As Figure 2

shows, the Communication System is made
up of a message switching center connected
by two-way channels to a number of sub-
scriber terminals., Messages from these
subscribers are sent to the center, at will,
to be transmitted to addresses at the earliest
opportunity. One message may require
transmission to several destinations. The
memory at the center stores a message as
it is received. The entire message is then
retained in memory until the last transmis-
sion has been completed. Each transmis-
sion of a given message can be at a different
time, and at any of a number of specified
speeds. In the course of transmitting copies
of a message, the computer may be called
upon to translate the message from one code
and format to another. The system calls
for first-in first-out service, with com-
plications that necessitate extensive proc-
essing.
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Figure 2. Store-and-Forward Communication System.

Equipment Configuration

Figure 3 shows a possible arrangement
of the main equipment inthe message switch-
ing center. Input buffer storage, in the form
of a coincident-current memory (or a high-
speed drum), is provided to receive the suc-
cessive characters of each incoming message
and collect them into message sections.
Logically, a separate buffer is associated
with each input line, the size of the buffer
depending on the speed of the line. In this
system it is assumed that each buffer is
capable of holding at least a few seconds of
traffic. The communications processor is
responsible for servicing each buffer often
enough so that the buffer never becomes full.
If this responsibility is met, the total trans-
mission rate is limited only by the line ca-
pacities, and the processor service is effec-
tively continuous. If the processor under
certain peak traffic conditions cannot get
around to a buffer fast enough, the penalty
paid is a momentary forced traffic slowdown
that holds up the subscriber.

The output is similarly buffered, with the
computer unloading message sections to be
transmitted at the receiver's speed. The
computer's responsibility is to keep output
buffers from "running dry" as long as there
are messages for the associated lines. The
buffer status indicators, controlled by the
two sets of buffers, indicate to the processor
the contents of each portion of the buffers.

The processor has its own high-speed,
random-access memory, and for the pur-
poses of this paper the entire operational
program and associated bookkeeping tables
are assumed tobe stored therein. The proc-
essor also operates several other devices
that provide bulk storage with a more limited
access. A set of drums constitutes the main
message store. (This function might be ac-
complished with discs or other media, but it
will be convenient to use "drum'" as a short
name for bulk storage in the remainder of
this paper.) Magnetic tapesback up the drum
with auxiliary storage space to handle heavy
message backlogs which might occur at peak
periods, or when one or more receiving
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Figure 3. Message Switching Center.

stations are closed down. One tape unit is
used for '"off-line storage' that is not re-
trieved in the normal on-line operation.
This is the record tape, on which a copy of
every message section received is written,
with enough other data to give a complete
record of the traffic through the system.
The drums, tapes, buffers, and buffer
status indicators are all treated as asyn-
chronous peripheral devices by the proc-
essor. The processor gives them instruc-
tions to transfer information into or out of
its high-speed memory, and then goes about
its own business while the peripheral de-
vices are operating. Several peripheral de-
vices may operate simultaneously, along with
the processor's central processing unit. It
is the coordination of these asynchronous
operations, together with the interweaving of
the processing, that constitutes the problem
under consideration. It is assumed that the
processor has the ability to interrupt the main
program upon the termination of an input-
output operation. Such a capability is avail-
able, to varying degrees of sophistication, in
most of the latest large-scale computers.

Interrupt Feature

Figure 4 illustrates the use of the inter-
rupt feature and also suggests the concept of

different programming levels. In the ex-
ample presented, the main program performs
data processing or logical operations in prep-
aration for the operation of the first periph-
eral device, and then transfers control to the
program level labeled 'peripheral device
control" to initiate the operation of the de-
vice. After the initiation, the main program
continues with other tasks., During the oper-
ation of the peripheral device, brief periods
of main frame time may be lost when words
are transferred between the computer mem-
ory and the peripheral device. At the termi-
nation of the peripheral device operation, an
interrupt transfers the program back to the
peripheral device control level to perform
any procedure associated with the termina-
tion of the operation (such as error checks
or the storing of the contents of certain
registers). Following the termination proc-
ess, it is determinedthat a second peripheral
device should be operated, and a similar se-
quence of actions is carried out for the second
peripheral device operation. The concept of
processing levels is developed more fully in
the latter part of this paper.

Computation Cycle

In this, as in most real-time systems,
there are a number of basic functions that
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must be executed periodically. Ideally, each
function should be carriedout at its own best
frequency. But to assign the lengths of pe-
riods independently would greatly complicate
program control as well as entail the risk of
irregular computer loading. At one time
many functions might be demanding computer
time simultaneously, while at another time
the computer might be forced to remain idle
for some periodwhen all operations were out
of phase. This could occur even under heavy
traffic loads, and reduce the effective through-
put of the system.

The compromise that is usually made is
to establish a computation cycle, with a fre-
quency that is close to that of as many of the
basic functions as possible. Those that re-
quire more frequent execution may be done
more than once in a cycle, and those whose
periods should be longer may be programmed
to occur in one cycle and then skip one or
several cycles. I there are enough of these
unusual periods, a complex of interrelated
cycles may be employed.

Our cycle is concerned with two types of
processing; one associated with input and the
other with output. Briefly, the input proc-
essing consists of transferring message sec-
tions from the input buffer storage (and per-
haps from tape) to the computer high-speed

e eeessed

[ peesess oo

PROGRAM
INTERRUPT

Interrupt System.

memory, storing the message sections on
the drums and record tape, and performing
associated bookkeeping operations. Con-
versely, the output processing consists of
retrieving message sections from the drums,
processing these, and writing them into out-
put buffer storage and perhaps onto tapes.

Batch Size

It is important to estimate the size of the
character batch, both in and out, to be han-
dled in a cycle. The capacity of the input-
output buffers does not in itself fix the cycle.
It is true that every buffer should be serviced
within the number of seconds for which it can
hold traffic, but to serve all at once would
call for an excessively large capacity in
high-speed memory. At the other extreme,
a small internal memory would tax the pe-
ripheral devices and the computer proper.
For the drums, increasing the batch size
helps the latency problem; for tapes, larger
records may be written, cutting down on the .
start-stop wastage; and for the computer,
fewer tests, setups, and general bookkeeping
operations have to be performed.

In seeking the optimum batch size, the
programmer must examine the system re-
quirements, and in so doing he becomes
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confronted with the complication of "worst-
case' design. The concept of an "average"
traffic flow for the system would be mean-
ingless. The message switching center must
operate efficiently at ''peak" loading, and
must thereforebe over-designed for average
traffic conditions. The design should be such
that correct operation can be maintained
under the worst conditions that are within
the realm of possibility, The processor must
notbreak down even if all inputs lines attempt
to send messages at their maximum rates
simultaneously. It is not economical, how-
ever, to base the whole design on such re-
mote possibilities. Statistics should be
gleaned on the overall picture of traffic flow,
to provide a description of a 'reasonable
worst-case." This should be chosen as a
level that will be exceeded so seldom or so

briefly that some inconvenience can be tol-
erated when this occurs.

From the '"reasonable worst-case'" con-
ditions, it should be estimated how much
processing time is required for each char-
acter going through the system. This is
divided into two categories, peripheral-
device time and computer time, and both are
functions of batch size. Figure5 shows these
functions very much oversimplified. They
are not necessarily monotonic nor even con-
tinuous; they depend on the equipment com-
plex, techniques used, and many other fac-
tors. A batch size somewhere near where
the two curves cross will produce an effi-
cient and economical cycle. It is assumed
that the equipment complex is well-suited to
do the job at hand, and the batch size ‘so chosen
will afford an adequate excess capacity.
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Figure 5. Cycle Length Determination.
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Tasks to be Performed

With a size chosen for the batch, the ac-
tual work of programming begins. A list is
made of all the tasks that are normally per-
formed in an input-output cycle. It is helpful
to have estimates of the time they will re-
quire, and this involves three parts: the
computer time to prepare the data, the time
for the peripheral device to operate, and the
computer time to terminate the task. These
time estimates need not be well defined; the
programmer will want toknow general orders
of magnitude, or in some cases just compari-
sons, such as that a tape operation will not
take as long as a drum operation.

The tasks for this program, as shown in
Figure 6, are 11 per cycle (not necessarily
in order) as follows:

1. Read Buffer Status Indicators (B.S.1.)
to determine the contents of each input
and output buffer,

2. Read Input Buffers. The computer
portion of this task includes examina-
tion of the results of Read B.S.I. to

. select the input buffers to be serviced.

3. Input Processing. This operates on
the message sections transferred by
(2) and involves the updating of tables
in the system that indicate when mes-
sages arrived, what their destinations
are, and the like, It is set apart from
the processing required to prepare to
write drum.

4, Write Drum, This task is kept to a
minimum of what must be done between
the time the data arrives inhigh-speed
memory and the time the drum write
order begins. While the writing occurs,
the information remains in high-speed
memory and can still be accessed, al-
though it must not be changed while the
asynchronous writing is under way.
Any processing that can meet the re-
quirements is made a part of input
processing rather than a part of the
write drum operation.

5. Read Drum. This task calls for deci-
sions of what to read, based on buffer
status information associated with the
output buffers. And again, any of this
processing that can be, is relegated to
output processing.

6. Output Processing. This involves se-
lection of new messages for output
lines, minor message format changes,

10.

11.

. Write Output Buffers.

and bookkeeping procedures. It in-
cludes any operation on output data that
is not directly associated with the op-
eration of a peripheral device.

This does not
itself involve much computer process-
ing; the other tasks preceding it com-
plete most of the decisions on what to
write.

Write Tapes.

Read Tapes. These two tasks are nor-
mal and may occur in any cycle, but
will probably not go on so regularly as
(1) through (7). Part of the terminal
processing required after reading tapes
is the decision what to do with the data
read. As tape is used in this system,
messages from tape may go (via the
computer memory) to the drum or onto
another tape.

Write Record Tape. This is the longest
peripheral operation in our system:
the recording of every piece of an in-
coming message with additional data
to identify sources. (From cycle to
cycle, the pieces of a message maybe-
come separatedon record tape.) While
writing on record tape is being done,
other tasks using the same data can be
performed; thus this task may go on
throughout the cycle.

Miscellaneous Tasks. This list of 11
tasks is greatly oversimplified, omit-
ting even many regular tasks actually
required in a message system. Tasks
(1) through (10) can be thought of as
including all those operations that must
be totally carried outeach cycle. ""Mis-
cellaneous tasks'" can be thought of as
those functions taken out of the main
stream and made to extendover a num-
ber of cycles to regulate the cycle
length. An example of such a function
is message translation on a character-
by-character basis. This can be a
time-consuming process, but it will be
required for relatively few messages.
When it is necessary, it may delay the
individual message involved, but others
in the batch should be processed
promptly. For this reason, message
translation is not made a part of output
processing. Miscellaneous tasks would
also include non-periodic operations
performed by the computer on request,
or tasks such as recording of statistics,
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which might be hourly or daily rather
than once per cycle. Miscellaneous
tasks may involve operating peripheral
devices, possible even some that are
not included in normal operations.

Interrelationship Between Tasks

In a fixed inflexible program, these tasks
mightbe arranged in arbitrary order to con-
stitute the program. In multi-level pro-
gramming, the order of their execution can
vary from one cycle to the next. But general
limits must be established. For this purpose,
it is required to determine which tasks are
prerequisite to each other. Each task must
wait until the completion of others, either in
the same cycle or in the previous one, as
shown in Figure 7. The eight input-output
functions are the present concern; the three
processing functions are treated later.

The reading of buffer status indicators
(B.S.1.) must take place after the write output
buffer operation in order that the indications
be up to date. In general, prerequisites of a

COMPUTER

RMMIMIMININY

OPERATIONS TO BE EXECUTED EACH CYCLE:

/4

READ BUFFER STATUS INDICATORS

write order are the tasks that provide data
to be written, A read order must wait until
the completion of the write orders that clear
out what was previously read. It should be
noted that this program assigns a fixed buffer
space to each input device; data are rear-
ranged (if required) within an input buffer
areaand transferred from there to the output
divices by means of the write instructions.

The establishment of prerequisites leads

to a re-ordering of the list of tasks into a
cycle. The sequencing may involve some
""cut-and-try" work, but can be guided by a
few well-defined principles:

1. Two operations with the same prereq-
uisites (e.g., read drums, read tapes)
should be in juxtaposition in the pro-
gram. The one that serves as a pre-
requisite for the greater number of
subsequent operations should be first.

2. When the prerequisites for one opera-
tion are a subset of those for another,
the former should precede the latter
(as write output buffers, write tapes).

PERIPHERAL DEVICE COMPUTER

RUOOIMIMIMINY

%
_

READ INPUT BUFFERS N\\

7/

inpuT PRocessig. AMMMMMMMMNINNIGS

WRITE DRUMS \\\\\\&

iI

READ DRUMS m

OUTPUT PROCESSING &\\\\\\\\\\\\\\\\\\\\\\\\\\W

WRITE OUTPUT BUFFERS

4

WRITE TAPES

READ TAPES

WRITE RECORD TAPE N

. N

MISCELLANEOUS TASKS m

N N

Figure 6. List of Tasks.
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WRITE TAPES, WRITE DRUMS, READ B.S.I.

READ TAPES
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WRITE TAPES
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READ DRUMS, READ TAPES, READ INPUT BUFFERS

Figure 7. Ordering by Prerequisites.

3. The circularity of the cycle should be
kept in mind, and its "beginning" left
flexible. In this list, Read B.S.I. is an
obvious beginning, being prerequisite
(by transitivity) to all other operations.
But Read B.S.I. does not necessarily
have to wait for the endof the previous
cycle. In other words, one cycle can
begin before another has ended.

In the problem under consideration, the
cycle determined according to these princi-
ples divides itself into a read portion and a
write portion. The central processor 'in-
hales'" information from all input sources,
and after proper processing, it ''exhales"
into all output destinations. This gives the
opportunity for information to be transferred
from any peripheraldevice to any other dur-
ing one cycle. The '"read'" and "'write' por-
tions of the cycle are not to be confused with
system input and output. From the viewpoint
of the central processor, all other parts of
the system are external. Reading an input
message from its buffer is the same as

reading a message from the drum when that
message is on its way out of the system. The
input and output sub-cycles are fairly simple
when considered separately.

Output Sub-Cycle

As Figure 8 shows, the output operation
has three parts that are mutually prerequi-
site and thus determine a cycle. Each of the
three parts is done by a peripheral device.
When each operation is finished, a program
interrupt occurs, and the computer prepares
for the next step. For simplicity in this and
following diagrams, some steps of the pro-
gram have been removed. The computer op-
erations required for termination of any pe-
ripheral device operation are assumed to take
place as soon as an interrupt occurs. Then
the preparation for the next stepbegins. This
is shown in one blockon the inner ring, which
represents operation of the computer proper.
The cycle is expedited by keeping these
intra-peripheral operations to a minimum.
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It should be noted that the cycle (clock-
wise direction) is not fixed as to time. It
proceeds as fast as the peripheral devices
will allow, and may vary greatly in length,
This is based on the simplified assumption
that there is ample time to carry out all the
required processing tasks during the periph-
eral device operations.

The black areas on Figure 8 represents
time that the computer can spend on all its
other functions. Some of these operations
are scheduled into a larger cycle, as shown
on subsequent figures. Others occur at vari-
abletimes in the cycle, according to the time
the processor has to work on them.

Input Sub-Cycle

Figure 9 shows the somewhat more com-
plex input sub-cycle. Again, each interrupt
is followed by termination operations and
then the preparations indicated on the dia-
gram, The prerequisities for reading the
input buffer include the completion of three
operations; write record tape, write drums,
and read B.S.I. Generally these operations
will not finish at the same time. The last of
the three termination interrupts to occur in-
itiates reading of the input buffers. When
the previous operations are completed(which-
ever two they may be) the computer may per-
form the required terminal operations indi-
vidually, but it will not go on to prepare

PREPARE
WRITE
DRUMS

PREPARE
READ

PREPARE
READ
INPUT
BUFFER

Figure 9. Input Sub-Cycle

read input buffer until all three are per-
formed.

Input-Output Cycle

In Figure 10 the input and output functions
are shown merged into one cycle. The com-
puter steps required for one sub-cycle occupy
some of the empty intervals in the other.
There are still spacesleft for input process-
ing, output processing, and any other opera-
tions that use the computer but not peripheral
devices. These are not scheduled at fixed
times in the cycle, but executed as time per-
mits, as will be explained later.

The time required by each peripheral de-
vice is so variable that these empty spaces
may change size or even be eliminated. If a
peripheral device operation is short or non-
existent, the interrupt will be early and the
computer will not have to wait for it, There
may even be a line-up of interrupts waiting
for attention. The machine and program are
designed to handle such situations.

Figure 10 has features added beyond the
combination of the previous figures. The
tape operations and preparations are shown,
and an end of cycle checkpoint is included
just prior to the read drums operation. The
latter is a necessary safety feature in our
variable cycle. It affords an interlock to in-
sure that all the input processing, output
processing, and scheduled miscellaneous
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Figure 10. Input-Output Cycle.

processing have been carried out during the
cycle. If the end of cycle routine finds that
further processing remains to be carried
out, the cycle is accordingly extended.

The end of cycle routine serves another
purpose. If it finds that the cycle has been
completed in an extra short time, it extends
the cycle, permitting the program to do fur-
ther miscellaneous tasks in the cycle rather
then have the computer ''spin its wheels"
sampling buffers too frequently.

Program Implementation

It is only fair to point out that Figure 10
is not one of the steps in setting up the multi-
level program,but rather an advance view of
the result. The same steps are shown in
Figure 11 as a flow chart that describes the
cycle less graphically but more simply.

A program interrupt at the completion of
a peripheral device operation generally leads
directly to the initiation of some other
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peripheral device operation. The one com-
pleted is generally the last prerequisite for
the other. Other prerequisites are implied
by the sequencing of the parts.

One of the problems in this type of pro-
gramming is to find ways to represent on
diagrams the peripheral and computer oper-
ations. They are interconnected by initiations
and interrupts, but operate asynchronously
and do not lend themselves to representation
with time as a fixed coordinate. Figure 11
uses some conventions to meet this problem.
When the operation of a peripheral device
begins, the computer goes on with some other
task (shaded blocks). At such branch points,
therefore, both branches must be taken. The
computer and the device operate at the same
time. When the peripheral device has finished
its job, it initiates a new part of the program
by the interrupt mechanism. This interrupt
may sometimes not occur immediately, but
it is most convenient to indicate it as the
next step after the peripheral operation.

Figure 11 has five places where two
branches meet, called gates. Each of these
is a program step associatedwith a program
control flip-flop. When either of the en-
trances indicated brings the computer tothat
spot, the flip-flop is examined to see if the
other step has already occurred. If not, the
state of the flip-flop is changed, and the Con-
trol Program determines the next function
to be carried out. When the second of the
two entrances occurs, the program proceeds
as shown. Initially, the gates are set up in
the same pattern that they reach at the end
of each cycle when all jobs have been done.

When a cycle begins, the three read oper-
ations are promptly begun, and the computer
goes to the Control Program, as indicated by
the circled C. While the read operations are
going on, the computer works on its other
tasks, as will be described more fully later,
As soon as the read input buffer operation is
finished, the computer initiates the write
record tape sequence, whether other reads
are completed or not. Similarly, when the
read drums operation is finished, the write
output buffer operation is begun. When both
drums and tapes have been read, the write
tape sequence begins, and when all three
read operations are over, the write drums
operation is started.

Of the write operations, the write output
buffer operation should be finished first. As
soon as it is over, the indicators are read in

preparation for the next cycle, which begins
when all write operations are finished. The
write record tape sequence may extend into
the next cycle. However, it will not delay
any of the read operations except the one for
which it is prerequisite.

The length of this cycle, and even the se-
quence of events in it, depends on how long
the peripheral operation takes. If the write
tape sequence is long, other operations that
do not depend on it are dispatched as soon
as possible. Any of seven sets of operations
may determine how long the cycle actually
lasts. These can be seen by tracing through
the diagram. The cycle length is the longest
of the following seven combination (along
with associated computer processing):

1. Read Drums, Write Output Buffer,

Read B.S.I.

2. Read Drums, Write Tape

3. Read Drums, Write Drums

4. Read Tape, Write Tape

5. Read Tape, Write Drums

6. Read Input Buffer, Write Drums

7. Write Record Tape (portion remaining

from previous cycle), Read Input Buffer,
Write Drums.
Checking against the list of prerequisites
will show that the cycle could not possibly be
shorter than any of these sequences. Thus,
the program does succeed in optimizing
cycle length.

Non-Peripheral Operations

Both the cycle diagram and the flow chart
(Figures 10 and 11) are concerned primarily
with peripheral device operations, as the
scheduling of these operations is the most
critical part of the program under consider-
ation. It is also important to incorporate
efficiently the other operations, such as input
and output processing, that must be performed
during every cycle. On the cycle diagram,
blank spaces in the computer ring indicate
when these operations are carried out. On
the flow chart, entrances to these portions
of the program are indicated by a circled C.
This represents transfer to a specific part
of the control program, which takes place at
three times in the program, and also any
time one of the gates is found "closed."”

Upon transfer to this location, the proc-
essor examines a list of tasks, arranged ac-
cording to their prerequisites like the periph-
eral device operations already considered.
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The first item on the list is advance prepar-
ation of peripheral device orders. This
preparation is done in advance whenever pos-
sible, in order to expedite later parts of the
program. When all that is possible has been
done (or immediately if no such operations
were ready to be done), the program con-
tinues to the next time. It goes on through
input and output processing, and any other
tasks that need to be performed once per
cycle, doing as much of each one as is pos-
sible at the time.

All of these operations are subject to in-
terruption when a peripheral device com-
pletes one of its tasks. After aninterruption,
the steps to terminate the peripheral opera-
tion will be dispatched. Then the task that
was interrupted will be finished, and finally
the processor will go back to the beginning
of the list again. If any advance prepara-
tions, or other operations previously passed
by, have become possible as a result of the
operation just completed, they will be done
next. The list is arranged in preferential
order, with the tasks that are prerequisites
for other operations considered first.

If the program reaches the end of cycle
indication with some tasks on this list not
yet done, the next cycle will be held up until
they have been completed. This situation
will not generally occur unless requirements
for processor time exceed those for periph-
eral devices. Normally, the program will
catch up on these operations frequently dur-
ing the cycle, and have time to go into other
operations of lower priority.

Base Level

We have seen the relationship between
peripheral device control operation and proc-
essor operation. The former constitutes one
of the levels of the multi-level program.
Processor operations are divided into two
levels, one of which has already been con-
sidered. The operations that must be done
in each cycle, including the preparations for
peripheral operations, constitute the base
level of the program. It is related to the pe-
ripheral device control level as shown in Fig-
ure 12, Base routines are carried out succes-
sively under base control. They usually lead
to peripheral device operations, and after in-
itiating a peripheral device operation the
computer returns to base control to deter-
mine what routine should be worked on next.

Interim Level

A third level, the interim level consists
of miscellaneous tasks that need not be syn-
chronous with the input-output cycle. The
program reverts to the interim level when-
ever base control finds no routines ready to
be performed. Interim control examines a
list like that of base control, with tasks ar-
ranged in preferential order. The program
goes through the list, performing any tasks
for which the required data are available.
Performance of possible tasks continues
through the list until a peripheral device in-
terrupt leads the program back to base level.
If the peripheral device operation opens up
new possibilities at the base level, the proc-
essing will not necessarily return to interim
level for some time., When it does so, the
task that was interrupted is finished, and the
list is examined again from the beginning.

While a cycle may be held up if all base
routines have not been performed, interim
routines are allowed to extend over several
cycles. Whenthe computer is heavily loaded,
this could result in long waiting for tasks at
the end of the list examined by interim con-
trol. Eventhough they are not critical, these
tasks must not be delayed indefinitely. To
insure against this, the interim program dif-
fers from the base in one respect: each task
is assigned a quota (either predetermined or
program controlled) representing the amount
that should be done in one cycle. The control
program moves on to each task when the
quotas are completed for the previous ones,
rather than when the entire tasks have been
completed.

If the end of the cycle finds tasks that
have not received their quota of processor
time, the cycle will be held up as for base
operations. If, on the other hand, the quotas
are all completedbefore the cycle is over, the
interim control program may start through
the list again, giving ""second helpings,' pos-
sibly smaller than the original quotas.

The last item on the list of interim tasks
is error-checking routines. These can go
on indefinitely, so that the processor will
never be at a loss for something to do, even
if it remains in the interim level for long
periods of time. This of course, will not
occur unless all the higher level tasks have
been taken care of.

The base and interim levels are inter-
ruptible by peripheral devices. The control
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Figure 12, Program Sequencing.

program, which includes not only peripheral
device initiation and termination but control
routines for the other two levels, is not in-
terruptible.

Multi-Level Sequencing

Figure 13 reviews the realtionship among
the levels by showing a typical segment of
the program in time sequence. A base rou-
tine prepares two instructions for a periph-
eral device, and then transfers to the control
level. This level includes not only the initia-
tion of the first peripheral operation, but the
base control decision as to what routine will
be worked on next. Thetransfer to the actual

execution of this routine is shown as a shift
to the base level.

The second base routine starts to prepare
an operation for another device (these could
be read drum and readtape in this program).
When the first device finishes its first order,
it needs the computer's attention very briefly
to start its second order, and accordingly
interrupts the base routine. When the brief
control routine to start the second order is
over, the base control makes the decision to
return to the interrupted routine, and it is
taken up from the point of interruption.

After the second peripheral device has
been given its job, the control program ex-
amines the base list, and, finding nothing to
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Figure 13, The Multi-Level Program.

be done, goes to interim control. From
there, the program reverts to interim proc-
essing, to continue a task previously inter-
rupted, or take up a new one from the list.
The completion of the second order by the
first peripheral device interrupts the interim
program, but the processor does not return
to it immediately after the control routine.
This operation was the last prerequisite for
a third peripheral device (possible the write
output buffer). A new base routine that could
not be done before is possible now. After it
and the follow-up peripheral device order
are done, the program goes back to the in-
terim level. Here too there may be a new
task possible that could not be done before.

This system of control, interim, and base
programming, insures that there will not be
delaysunless traffic necessitates them. If the
computer is ever idle (continuously perform-
ing error detection routines), it is because it
hasfinished all its other tasks. Furthermore,
peripheral devices are operating to bring it
more work to do as soon as possible. Simi-
larly, if peripheral devices are ever delayed,
it is because the computer has been constantly
busy and yet has not completed the tasks
required of it,

Conclusions

Multi-level programming adjusts itself in
each cycle to the traffic conditions. When
the system is computer-limited, the com-
puter works full time to meet the situation,
holding up peripheral devices as necessary.
When peripheral devices require more time
than the central processor, their operations
are optimally sequenced. Meanwhile, the
processor keeps its own operations caught
up, and whenever it is forced to wait for pe-
ripheral devices, it busies itself with low
priority tasks or error checking.

This type of programming succeeds in
keeping the processor and associated de-
vices busy whenever possible, which is one
criterion for judging the efficiency of multi-
programming. This system goes further, and
makes a highly flexible choice of what tasks
various devices will perform first. It antici-
pates deadlines by giving first precedence to
operations on which others depend, and there-
by avoids alternating periods when equipment
is very busy and idle under the same condi-
tions. Thus, while it represents a consider-
able programming effort initially, it pays off
in truly efficient real-time operation.
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ABSTRACT

With the DASA Department of Defense Damage Assessment Center a
significant advance has been achieved inthe establishment of alarge-scale
military data handling system which operates under real-time constraints.
Although characteristics and requirements of this system are similar to
those of Command/Control systems now in development, the integration of
man to this configuration is of paramount concern. The DODDAC demands
swift man and system interaction to elicit the information upon which
decisions are based.

The system consists ofa Control Data Corporation 1604 Satellite Sys-
tem and communication and display devices manufactured by Thompson
Ramo Wooldridge Inc. The latter includes a Computer Communication
Console and an on-line group display.

Introduction

The need for adamage assessment center
that could rapidly handle and process ex-
tremely complex military data led to the ex-
pansion of the Defense Atomic Support Agency
toinclude the Department of Defense Damage
Assessment Center (DODDAC). Under the
Deputy Chief of Staff, Damage Assessment
Systems of DASA, DODDAC now provides
damage assessment support to elements of
the Department of Defense and the Joint Chiefs
of Staff. It provides comprehensive informa-
tion affecting peacetime and wartime deci-
sions with rapidity after particular queries
are received. Because of the great amount
of data handled, the complexity of the proc-
essing, the comprehensiveness and the facility
of output, and the fast system responses re-
quired for both man and machine, the design
and implementation of the data system are
especially challenging. In delivering this
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performance, DODDAC represents a signifi-
cant advance in large scale data handling
systems.

The characteristics and requirements of
this system have many features common to
the general class of military Command/
Control systems now in development. They
require, for example: large capacity random
data storage devices, parallel processing of
data, continual operation with near absolute
reliability, real-time response, and servicing
of queues formed by continual data entry and
consumer requests for output.

Of paramount concern was the integration
of man to the configuration, i.e., providing
him with adequate tools by which he interacts
with the data and the processing. In this
respect especially, the design represents one
of the more advanced real-time systems in-
corporating on-line interrogation and display.

The DODDAC system design and project
management was provided by the DASA. The
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design was implemented by a Control Data
Corporation Satellite System, a Ramo-
Wooldridge Interrogation and Display System,
and by programming and modelling accom-
plished by the System Development Corpora-
tion. This paper presents the technical
aspects of the data processing and display
systems, following a discussion of the mis-
sion, functions, and requirements of
DODDAC.

Mission

DASA is a joint services organizationwith
broad military responsibilities in the atomic
energy field. DASA, formerly the Armed
Forces Special Weapons Project, succeeded
the Manhattan Project of World War II. As
part of its responsibilities, DASA has for
some years been performing computational
studies of weapons effects, hazards, and
vulnerabilities related to atomic warfare,
exercised earlier by the DASA Deputy Chief
of Staff for Weapons Effects and Tests and
now, insofar as applications {o real target
systems, by the Deputy Chief of Staff for
Damage Assessment Systems. Under the
latter, DODDAC was established by a Depart-
ment of Defense directive. On March 4, 1960,
the Chief, Defense Atomic Support Agency,
was designated as Executive Director of the
DODDAC.

Should war occur, DASA (DODDAC) will
support the Joint Chiefs of Staff and other
designated military and government groups
in assessing nuclear damage sustained by the
armed forces and resources of the United
States, its allies, and the enemy, supplement-
ing its peacetime responsibility for apprais-
als of attack hazards and vulnerabilities.

Figure 1 depicts schematically the mis-
sion of DASA DODDAC by presenting the
overall data flow through the system. Data
comes into the DODDAC from the indicated
agencies in three categories: target data,
system parameters, and attack information.
Target data is a comprehensive description
of forces and resources, system parameters
include certain data on weapon effects, and
attack information is that volatile data related
to a specific and unpredictable pattern of
events during post attack phases.

The sources and users of data shown in
Figure 1 isnotan exhaustivelist buta repre-
sentative one. The principal user, as indi-
cated, is the Joint Chiefs of Staff.

Functions and Requirements

A general statement of the functions of the
DODDAC is as follows: perform hazard and
vulnerability studies on a continuing basis,
keep an up-to-date file of military forces and
resources information, and in the event of
hostilities, accept information quickly, proc-
ess it rapidly, and provide display products
suitable for top level command use.

The DASA-DODDAC has also been given
the responsibility to support the war gaming
activity of the Joint Chiefs of Staff. In this
capacity the DODDAC works with the Joint
War Games Control Group from which guid-
ance is given leading to the development of
gaming models, computer programs imple-
menting the models, output designs and
presentation methods.

More specifically, the imposing list of re-
quirements is as follows:

1. Providea data base of informationnec-
essary for damage assessment proc-
essing which caninthe near future grow
to 100 million characters.

2. Provide a meanstoup-date the data base
on a day-to-day basis.

3. Design and implement a data handling
system for handling these large amounts
of data accurately and expeditiously.

4, Allow for the data transmission to
DODDAC over hardened, secure, and
reliable communication facilities, and
devise and arrange for sources of in-
formation appropriate to the damage
assessment process.

5. Accept attack data as real-time inputs
and allow for their direct input to the
computer system.,

6. Develop damage assessment models
which represent the delicate balance
between comprehensiveness or real-
ism, and speed.

7. Provide a technique for man/machine
communications, allowing quick access
to nearly all data in the files.

8. Provide a system for the automatic
generation and presentation of high
quality output products of fast response
which are suitable for group viewing by
top command personnel.

There is a special challenge in the last two
requirements for there are few, if any, data
processing systems in existence today which
provide all flexible and all-purpose interro-
gation and display system required.
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Figure 1. DASA--DODDAC Mission - Overall Data Flow

Figure 2 shows the functions to be per-
formed by the data system. The input data,
as shown, can come inthrough many sources:
voice communications, teletype data links,
specialized communication systems, and
standarddigital data links. The system must
allow for automatic entry of data as well as
manual type entry. The computations must
allow for various kinds of damage assess-
ment processes. For the various models,
there must be a number of modes of operation
which allow various trade-offs between com-
prehensiveness of the model and the speed
with which results must be obtained. Standard
output in terms of hard copy must be avail-
able. In addition, individual or console type
displays are necessary for the individual
analysis of file data.

A last requirement for output is a display
for group viewing. Man/machine facilities
for the input of data and for calling for re-
quests, complete the required capabilities of
the system.

Of special concern is the system for group
display. Inorderto havethe quality and com-
prehensibility of the group display required
for command use, it was deemed necessary
to have a full color display system. It was
desiredthat this display system allow for the
placing of symbols on maps and charts in
full color, with no dilution of the color of the
superimposed symbols. Finally, because of
large amounts of information to be placed on
the slides for group viewing and the fast re-
sponse times necessary for their preparation,
itwas necessarytohave completely automatic
operation. This automatic operation must
allow for the input of information directly
fromthe computer, the automatic preparation
of the slides, and the transportation of the
slides toa projector for viewingas required.

Implementation Philosophy
Inthe fall of 1960 the first steps were taken

toward the eventual operational DODDAC. In
order to accelerate the establishment of the
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Figure 2. Data System Functions

necessary capability, an implementation
philosophy was adopted which saw the follow-
ing three activities in parallel development:

1. A semi-automatic manual system pro-
viding an immediate and basic capa-
bility.

2. A Developmental Center containing a
simplex of equipments with which to
study and test the operational DODDAC
environment and requirements. This
functional unit also represents a level
of sophistication that fulfills many of
the requirements set forth by the De-
partment of Defense.

3. Develop a design of future systems,
based on a better understanding of the
problems and experience gained in op-
erating the first two systems.

This planallowed anearly basic capability
while recognizing that significant technology
must evolve gradually inareas of computers,
programming, and displays, with the passage
of many months. It wasrecognized that start-
ing immediately toward a full blown opera-
tional system would have been costly and in-
efficient; the plan allowed the maximum
contribution to damage assessment required

by national defense.consistent with reasonable
expenditures.

In this paper we consider aspects of the
Developmental Center which is now equipped
with data processing and display facilities.
This system was integrated and established
through the combined participation of military
and industrial groups. As shown in Figure 3,
the Project Management and system design
was supplied by DASA which contracted the
computer subsystem to Control Data Corpo-
ration, the programming data processing
tasks to System Development Corporation,
and the man/machine communication and dis-
play subsystem to Thompson Ramo Woold-
ridge Inc.

In the fall, 1961, the Developmental Center
was equipped with the data handling equip-
ments. The Developmental Center satisfies
most of the requirements listed above. It is
implemented with a large-scale multi-
computer systemand a modernman/machine
communicationand display system which will
provide the basis for future developments of
operational systems.

Data System Concept

The DASA-DODDAC's function is to pro-
vide command eleménts with appropriate




DODDAC - An Integrated System for Data Processing, Interrogation, and Display / 21

DASA
DODDAC

PROJECT MANAGEMENT
SYSTEM DESIGN

SYSTEM
CONTROL DATA DEVELOPMENT
CORPORATION RAMO-WOOLDRIDGE CORPORATION
COMPUTER SUBSYSTEM DISPLAY SUBSYSTEM PROGRAMMING
DISPLAY INTEGRATION MODELLING ASSISTANCE

Figure 3. DASA--DODDAC - Contractor Team

information in a military environment with
littledelay. These requirements were trans-
lated into a data system having the following
capabilities and attributes:

1. Parallel processing

2. Ease of communication interface

3. Flexibility of organization

4, Growth potential

5. High speed

6. Large, random access storage

The operational tasks were analyzed and
are shown in Figure 4. Each of these areas
is a functionally independent block requiring
periodic intercommunication.

Computer Subsystem

The Control Data Corporation 1604 Satel-
lite System was selected by DASA asthe com-
puter subsystem for the Developmental Cen-
ter. This multi-computer system possesses
attributes which meet the data processing
requirements stated above. The requirement
for a large, random access storage device
was answered by the addition of a Bryant-320
Disc Fileto the CDC equipment. This unit is
able to store over 30 million characters, and

has a character transfer rate which ranges
from 20 KC to 62.5 KC.

The complete system includes:

1 1604 Computer

2 160 Computers

3 1607 Tape/160 Computer controls

12 Magnetic tapes (Ampex FR-307,

character transfer rate 30 KC)

1 Bryant 320 Disc File

1 1610 card reader, punch adapter

1 Card Reader (IBM 088)

1 Card Punch (IBM 523)

1 1606 Printer Adapter

1 High Speed Printer (Analex, 1000
lines per minute)

Each of the three computers has an asso-
ciated Ferranti paper tape reader and tele-
type tape and punch. Also,a Soraban-modified
IBM electric typewriter is included with the
1604 and one of the 160 computers.

The organizationand interrelationships of
the system are depicted in Figure 5. In this
configuration one of the CDC 160 computers
is designated to the input/output area, pro-
viding the necessary buffer and processing
capabilities for data entryand hard copy out-
put. This computer also has the function
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Figure 4. DASA--DODDAC Data System Functions

usually associated with off-line tape to card,
card to tape and tape to printer operations.

The second CDC 160is devoted to a time-
shared operation between the three units
electrically tied to itself. This includes the
1604,a communication console,and the large
screen display. The latter itemswill be fur-
ther discussed in the next section.

Finally, the 1604 computer performs the
analytical and retrieval tasks. This includes
the computation of the damage assessment
process and the output processing. The
scheduling and direction of data flow is under
the executive control of a master program
operating in the 1604.

It is significant that this system is com-
pletely integrated as an on-line functional
unit. In this senseit is unique inadapting the
satellite computers for both "off-line'" type
operations and as computer partners in sup-
port of the real-time processing operation.

An interesting design problem was faced
in the assignment of data transfer channels
to the various devices connected to the 1604.
Since the computer is equipped with 3 input
and 3 output buffer channels and a high speed
transfer channel, a large degree of flexibility
is afforded.

In the DODDAC, the 1604 has direct con-
nection to the following:

Console typewriter

Console punch tape punch
Console Punch tape reader
Three 1607 tape systems
Printer control unit

Card reader/punch control unit

e RO

g. Disc file
Figure 6 indicates the channel assignments
as established for the 1604. The rationale
behind this selection was guided by the follow-
ing principles:

1. Peak performance satisfaction during
real-time operation

2. Accommodate individual data transfer
rates

3. Avoid time sharing of high duty cycle
devices

4, Provide alternate paths for reliability
and back up.

Of the nine devices connected to the 1604, the
priority equipments are the disc file, the 1607
associated with the display subsystem andthe
1607 servicing the input/output. Accordingly,
each of these units is assigned to separate
buffer channel pairs.

Secondary assignments are now made for
the remaining devices. The typewriter, tape
reader and card punchare all associated with
the input/output channel. This has two ad-
vantages:

1. Provides high priority 1/0 capability
for short bursts which circumvent nor-
mal queuing procedures.

2. Gives alternate paths in the event of a
1607 or a 160 failure.

The remaining element requiring assignment
is the third 1607. This is tied to the channel
used by the disc since these two elements
were usually not to be called upon at the same
time. Theassociated tape units also provide
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a potential backing to the disc since both
devices contain the data base.

The assignments reflected above provide
a clear channel for the interrogations and
outputs serviced by the 160 computer attached
to the display subsystem.

A design decision was made in attaching
the disc file to the buffer channel instead of
the high speed transfer channel. The disc
information transfer rate falls between the
transfer rates of the two types of input/output
channels. Connectionto the high speed chan-
nel would serve to slow down the effective
computing capacity of the central processing;
connection to the buffer channel would limit
the servicing capability to the competing
auxiliary devices whenever computer and
data transfer is at a saturation point. The
latter alternative was chosen and the execu-

tive program controls the additional channel
activations whenever the disc is accessed.

Man/Machine Communication and Display
Subsystem

The real-time aspect of the DODDAC re-
quires man to dynamically interact with the
system to obtain timely information concern-
ingthe statusof internal information flow and
data file content as they reflect the '"outside
world." This quest for facts is motivated by
the need to make decisions which are time
dependent.

In order to facilitate decision making on
the part of DODDAC consumers it is neces-
sary to provide adequate tools for summa-
rizing and presenting data and methods by
which interrogation can be readily processed.

These requirements are met by the Com-
puter Communication Console (CCC) and an
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on-line group display supplied by Ramo-
Wooldridge. These items form the basis of
the DODBAC Presentation Room. The CCC
is a single operator device (see Figure 7)
providing the ability to initiate interrogation
and system control via a keyboard, or to dis-
play system status by use ofa CRT read out.
The group display generates film chips which
are automatically delivered to a projector
for large screen, full color viewing.

The CCC is a general purpose console
facilitating communication between a human
analyst/operator and a computer system in
the performance of:

Data entry

Data analysis
Information retrieval
Display

System control.

These features are summarized as follows:

1. Control buttons on a console keyboard

2, Status lights for indicating system
action

3. Alpha/numeric keys for data entry

4. CRT displays for alpha/numeric dis-
plays

5. Removable keyboard overlay for chang-
ing the problem orientation of the
console.

6. Complete program control of all con-
sole keys, lights and displays.

Of particular significance arethe CRT and
the overlay. The electronic display permits
the presentation of up to 720 symbols out of
a font of 62 alpha/numeric and graphic sym-
bols. Options are available for either out-
putting a full display of 720 characters or any
number of symbols at selected grid points of
the 20 row by 36 column display matrix. The
refresh rate isunder program control and is
usually performed at 45 times per second in
order to avoid flicker.

The overlay (see Figure 8) is the feature
which gives the console application flexibility
anduser oriented characteristics. It consists
of a plastic form which fits over a bank of 30
buttons designatedas the Process Step Keys.
When in place, the overlay supplies an asso-
ciated labor for each button Thus, by
properly engraving the overlay, the Process
Step Keys become functionally tied to a par-
ticular job or operation.

There are 63 overlays possible, each one
being identified to the computer, when in key-
board position, bya code generated by one to
six prongs present on the underside of the
plastic. Each overlay typically will have
associated computer programs which are
activated when buttons are pressed. Removal
of an overlay and insertion of another effec-
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tively changes the orientation of boththe con-
sole and the computer.

Each label and button of the Process Step
Keys have associated illuminators whose
state is under program control. These lights
are utilized to indicate to the console opera-
tor current operating position by lighting the
proper button, and next allowable steps by
lighting selected labels. Sequential illumina-
tion of these lights, as a function of buttons
pressed, serve to guide the operator through
a particular process. Using these keys to-
gether with the data entry and CRT response
capability, the console can outline and lead
the operator in carrying out specific opera-
tions.

The on-line group display system produces
photographic transparencies for immediate
full color projection. The slide is a single,
composite 70 mm film chip containing three
images formed by a color separation process.
These images are projected through the lenses
of a special projector and recombined to give
the color presentation. The slide content
represents a combination of previously pre-
pared backgrounds (such as maps, charts
and photographs) with timely, computer-
generated annotations.

The attributes of this display system are:
1. SPEED: The time lapse between the
generating of annotation data and the

Figure 7. Computer Communications Console
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projecting of the typical display chip is
30 to 60 seconds.

2. INFORMATION CLARITY AND DEN-
SITY: Theannotationsappear as highly
legible alphanumeric characters, lines,
curves, or special symbols in any of
eight fully saturated colors (including
black and white); the background colors
(full range) are equally well saturated.
Backgroundand annotations canthus be
extensively color-coded.

3. INFORMATION PERMANENCE AND
ACCESSIBILITY: Display chips con-
stitute a permanent record easy to
store and retrieve; individual chips are
automatically selected from random
access, 200-chip file magazines.

4. AUTOMATIC OPERATION: The film
chip generation, processing and deliv-
ery isunder complete program control,

These advantages are made possible by the
use of various special techniques. The high
overall response time is due largely to the
high speed of photographic developing (1-1/2
seconds) resulting froma combination of two
relatively new photographic techniques. One
is that of color separation to create a color
image from blackand white film. The second
contribution came from the use of Kalvatone
film, which isa special type of black and white
film that can be developed by heat instead of
chemicals.

The legibility and color saturation of the
displays derives from a "masking'' technique
that enables the annotations to be inserted
into rather than superimposed onto the back-
ground so as to eliminate color mixing and
weakening.

Convenient storage and retrieval derives
from the unit record film chip. This slide
can be projectedon large screens or individ-
ual consoles. Slides can be duplicated and
used for multiple projections or processed
to standard color transparencies for dissem-
ination or hard copy printing.

The equipment used to create the full color
displays consists of four main units:

1. The Control Programmer, which re-
ceives display data and instructions
from the computer and stores them
temporarily for subsequent use by the
Display Generator.

2. TheDisplay Generator,which produces
the actual display chip by obtaining the

necessary instructions from the Con-
trol Programmer. According to these
instructions, a display chip is sequen-
tially exposed with particular sets of
annotations, in given colors, and in-
serted in the desired space of the back-
ground specified. (This background can
be any of 200 stored in the Display
Generator's random access file.) It
then develops the chip and, if requested,
makes duplicates before passing it on.

3. The Monitor/Analysis Console, which
is an operational viewing station used
to perform quality control check on the
production chips and maintenance con-
trol on the entire system.

4. The Display Projector (or projectors)
receives finished chips from the Dis-
play Generator-and projects them for
individual or group viewing.

In the DODDAC these communication and
display devices are electrically tied to the
CDC Satellite System via one of the 160 com-
puters. The relevant partsof this subsystem
are shown in Figure 9. The 160 computer
provides a satisfactory interface and is time
shared between the following competing tasks:

. refreshing of CCC's CRT display

. control of CCC illuminators
monitoring of CCC output register
monitoring of 1604 communication

. data output to the control programmer
. message interpretation and composition
display subsystem control.

Negp e

The display subsystem, however, entails
more than the connection and operation of
these equipments. The organization of data
within the computer, the programming con-
cerned with the retrieval of this information
and thetechniques employed in the requesting
of data, are all integral parts of the man/
machine communication. Because of the ver-
satility of this display subsystem, the user
is not restricted to a few standard displays
from which he must deduce all the informa-
tion required in the numerous situations he
will encounter. Rather, he may request in-
formation for presentation in such a fashion
that each display is tailored to the specific
problem which exists atthetime. Extraneous
information is deleted from any display, leav-
ing only that data which is pertinent to the
situation at hand.

Accordingly, a great deal of flexibility is
desired in making output requests. The CCC
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and the group display serve as the input and
output elements for thisprocess. In fact, the
system user completes an information flow
loop when he wishes to obtain data from the
systemas a result of viewing anoutput. This
information flow is shown in Figure 10.

The output request overlay is instrumental
inperformingthe interrogation. A suggestive
implementation of such an overlayis given in
Figure 11. After pressing the start button
and registering the overlay to the computer,
label lights are sequenced as a function of
pressing each button. This sequencing is
demonstrated in Figure 12.

Pressing any one of the keys will in addi-
tion to setting up this sequencing, also cause
a CRT display toappear. These displays will
generally be of two types. One allows the
operator to make multiple choices of category
itemsor alternatives. A second typewill re-
quire data parameter inputs as specified in a
form presentedto the operator. In all cases,
the parameters entered serve to set limits
for the data retrieval and output processing
programs.

DASA DODDAC Status and Developments

The integration of equipment, computer
programs and manwas initiated in the fall of
1961. In addition to having operational stat-
ure, the installation will be used to test the
adequacy of damage assessment models, out-
put displays, personnel requirements and
general systemdesign. Ofparticular concern
is the establishment of communication inter-
faces and data input techniques.

Whereas the Developmental Center is lo-
cated at the Penfagon, plans have been for-
mulated for eventual DODDAC operation in
other appropriate military environments. One
of these is already installed and operating:
the semi-automatic system at the Alternate
Joint Communication Center the hub of which
is an augmented IBM 1401 system.

As stated previously, we believe the De-
velopmental Center System to be among the
most modern large-scale data systems for
real-time. The experience in using the sys-
tem in the Center will add greatly to the de-
sign of future DODDAC systems which are
responsive to the considerable requirements
of the military mission.
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PROJECT MERCURY REAL-TIME COMPUTATIONAL
AND DATA-FLOW SYSTEM

A. The Role of Digital Computers in Project Mercury'

Saul I. Gass
International Business Machines Covporation
Federal Systems Division
Washington, D. C.

Introduction

Project Mercury (the man-in-space pro-
gram of the National Aeronautics and Space
Administration) has as its objectives: (1) the
placing of a manned spacecraft in orbital
flight around the earth; (2) the investigation
of man'sperformance capabilities and ability
to survive in a true space environment; and
(3) the recovery of the spacecraft and man
safely. Advance communications, guidance,
computer, display and other subsystems have
been integrated into the completed Project
Mercury system. This paper willdiscussand
review the use of digital computers as an
integral part ofthe real-timedecision-making
complex.

Computers are used throughout the Project
Mercury mission to process observations
made in the launch, orbit and re-entry phases
and to supply a continuous,up-to-date record
of the non-environmental status of the space-
craft. Aseriesof processing programs which
are united by a program monitor enable du-
plexed IBM 7090 computers at the Goddard
Space Flight Center, Greenbelt, Maryland, to
receive inputs from radars and computers at
Cape Canaveral (during launch) and radars
from the world-widetracking system (during
orbit and re-entry). The outputs of the sys-
tem are transmitted to the Mercury Control
Center at Cape Canaveral. This information

enables the NASA f{flight controllers to make
a GO or NO-GO decision during launch and’
indicates when the retro-rockets must be
fired to safely bring the spacecraft down. In
addition, an array of other orbital, location
andtime elements aredisplayed. An IBM 709
simplex computing system, which is located
at the Bermuda Control Center, is used in a
similar fashion to aid the Bermuda flight
controllers to back-up the Cape Canaveral
flight controllers.

The computers at both locations are used
to generate simulation techniques for both
non-real-time and real-time simulation.
These simulation procedures enable us to
efficiently checkout the computer program-
ming system and are also used in the training
of the personnel responsible for making cer-
tain critical decisions.

As the Project Mercury range is truly a
world-wide tracking system, it becomes im-
perative to have quick and accurate means of
determining during a countdown what elements
of the system are able to support a mission.
A computer oriented procedure—CADFISS—
(Computer arid Data Flow Integrated Subsys-
tem) has been developed which transmits
requests for specified informationto the sites,
receives and analyzes replies from the sites
and reports onthe status of each element ofthe
data flow subsystem. CADFISS is now a part
of the Project Mercury countdown procedure.

1 This paper is a summary of the work accomplished by the IBM Project Mercury staff. It rep-
resents the efforts of a highly skilled team of programmers, mathematicians, engineers and

technical writers.
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In order to emphasize the reliance of the
Project Mercury mission ondigital computers
we shall first review the main aspects of a
Mercury orbital mission (Figure 1). Atypical
launchphase ischaracterized by a set of dis-
crete telemetry signals which are associated
with corresponding physical functions of the
booster and the spacecraft. For the purposes
of this discussion, a successful launch phase
is initiated by a liftoff signal, progresses
through the booster engine cutoff and its de-
tachment (staging), the separation of the
escape tower and its rockets, the shutting
down of the sustainer engine (SECO), the
separation of the spacecraft, and the firing
of three posi-graderockets. This phaselasts
approximately five minutes. Once in the
orbital phase, the spacecraft will be allowed
to circle the earth three times, after which
three retro-rockets will be fired. This will
cause the spacecraft to enter the re-entry
phase and impact in a designated recovery

area. Since emergency conditions may arise
after the liftoff of the rocket, a number of
escape procedures have been incorporated.
The abort before staging is accomplished by
the firing of the escape rockets (which lifts
the spacecraft off the rocket so that within
one second it is 250 feet away); while the
abort after staging is done by the separation
of the capsule and the normal sequence of
firing the retro-rockets.

Once in orbit, the spacecraft will pass over
the world-wide tracking and ground instru-
mentation system. The locations of the major
radar sites and the path of a nominal three
orbit mission is shown in Figure 2. It is a
function of the computers at the Goddard Space
Flight Center and Bermuda to recognize all
of these phases and associatedtelemetry sig-
nals and to compute in real-time a variety of
trajectory, present position, acquisition
messages, impact and other decision-making
elements throughout the length of a mission.

SEPARATION

STAGING

LOW ABORT

LAUNCH

HIGH ABORT

NORMAL MISSION
INTO ORBIT

RE-ENTRY

RECOVERY

MISSION PHASES

Figure 1
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TRACKING AND GROUND
INSTRUMENTATION SYSTEM

Figure 2

The Data Flow Subsystem?

The flow of data from the extremities of
the world-wide tracking and ground instru-
mentation system to the computers and the
Mercury Control Center is shown schemat-
icallyin Figure 3. The link betweenthe com-
puters and this external data flow is accom-
plished by means of a Data Communications
Channel (DCC), which is described in the
paper by R. Hoffman and M. Scott, '""The
Mercury Programming System.'" During the
launch phase of a mission the data sources
feeding the Goddard 7090's are as follows:

Atlas-Guidance Computer

This special purpose computer, operating
in conjunction with the radar and telemetry
data received from the launch vehicle,tracks
a beacon in the vehicle, checks its flight tra-
jectory and generates the commands neces-
sary to achieveoptimum launch and insertion

ZThe equipment features are discussed in
detail in the paper by Hamlin and Peavey,
"Mercury Launch Monitor Subsystem."

performance. As part of the launch phase
guidance system, it plays an extremely crit-
ical rolein Mercury missionlaunch sequence
monitoring and control. The system is
equipped to track the launch vehicle, not the
capsule, therefore, it determines mission
flight and speed profiles only until a few sec-
onds after spacecraft separation occurs.
During launch the computer converts raw
tracking values into computed position and
velocity vectors (geocentric inertial coordi-
nate system redefined in time at each proc-
essing cycle) describing the launch vehicle's
trajectory. These quantities, and time-of-
transmission notices, are sent continually in
real-time (one observation each 1/2 second)
over two high-speed 1000 bits per second data
circuits to the Goddard Space Flight Center
computers, where they are processed to ob-
tain pertinent information for display and
mission control purposes. Certain values
derived from capsule and vehicle telemetry
signals, and from other sources, are added
to the tracking message to Goddard by time-
multiplexing them onto the high-speed lines.
These quantities, called discretes, are con-
tained in a message word which indicates the
status of mission subphases (liftoff, booster
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engine cutoff, sustainer engine cutoff) and
which includes dataflags as indicators of the
quality and status of the calculations. A
checksum indication is transmitted to validate
message accuracy and data bit totals.

Impact Predictor 7090

This IBM 7090 computer, located in the
IP 7090 building at Cape Canaveral, utilizes
Azusa beacon and Cape Canaveral, Grand
Bahama Island or San Salvador Island raw
radarinputs of range,azimuth, elevation, and
time of observation. The IP 7090 furnishes
processed data from either the Azusa or
AN/FPS-16tracking systems, depending upon
which data is chosenduring the launch phase.
From this real-timeprocessing of rawradar
quantities the IP computer produces position
and velocity vectors describing the trajectory
of the launch vehicle. Based on geocentric
inertial coordinates, the position and velocity

rates are redefined at each computing inter-
val, time tagged with rangetime and identified
by siteand radar. IP 7090 messages received
every 0.4 seconds by the Goddard computers
contain calculated position and velocity vec-
tors, telemetry information from both the
launch vehicleand the spacecraft,and check-
sum parity notations to validate transmission
accuracy. These frames arealsotransmitted
at a rate of 1000 bits per second to Goddard
over duplex communication lines.

Radars

Radar facilities of the pre-existing Cape
Canaveral downrange complex serve asprime
sources of data during the early stages of a
Mercury mission. During launch, each site
takes range,azimuth and elevation measure-
ments on the launch vehicle/spacecraft, ref-
erenced to that particular radar installation.
These values are sent by a high-speed
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real-time datatransmission systemto the IP
7090 (Impact Predictor 7090) building at Cape
Canaveral where they are accepted as inputs
for processing by the IP 7090 computer. As
noted above, the computer-smoothed position/
time/velocity coordinates are interleaved
with telemetry information, a time tag and a
site identification note onto the IP 7090 high-
speed message to the Goddard Center. In
addition to being routed to the IP 7090 for
processing and subsequent retransmission to
Goddard, raw radar data from the supporting
downrange stations can also be manually
selected and transmitted at a ten-messages-
per-second rate directly to the Goddard
7090's. In this case, raw radar quantities
rather than smoothed coordinates are iden-
tified by site and combined with telemetry
data. The procedure is exactly the same as
for impact predictor-processed data; the IP
7090 is merely bypassed in the 'latter case.
If AN/FPS-16 raw radar is selected instead
of IP 7090 information, it is accepted, edited
and smoothed by the Goddard 7090's to main-
tain the overall computing cycle.

Telemetry

Telemetry (TM) signals from the launch
pad, the launch vehicle and the spacecraft
indicate the status of mission subphases and
certain critical events which happen or fail
to happen, during a Mercury flight. These
signals, picked up by telemetry receivers and
converted to forms useful for display inter-
pretation and as inputs to the Goddard IBM
7090 computers are extremely important in-
dicatros of events and conditions regarding
the spacecraft and the vehicle. Real-time
telemetry quantities continuously transmitted
directly to the Goddard IBM 7090 computers
include spacecraft clock elapsed time and
retrofire mechanism-setting readings, liftoff,
staging, escape tower released from sus-
tainer, sustainer engine cutoff and one, two
or three posigrade rockets fired. These
quantities combine to a total of 72 bits of
telemetry data and they are packed in each
frame of data (Atlas-Guidance, IP 7090, or
raw radar). The 72 bits include a parity bit
and the transmission in triplicate of critical
signals (e.g., liftoff signal). During launch
each observation (i.e., a frame of data from
any source) made at Cape Canaveral istrans-
mitted to Goddard, processed by the Goddard
computers, and the results displayed back at

the CapeCanaveral control center in approx-
imately one second.

Once the spacecraft is inserted into its
orbit the data to the Goddard computers is
developed by the radars of the world-wide
tracking network. During each pass of the
capsule over a radar site, range, azimuth,
elevation and time of observation readings
are taken for as long as the spacecraft re-
mains within range. The information from
the radar is processed through conversion
equipment at the site and transformed into a
teletype format for transmission to Goddard
at a rateof six (6) characters per second into
the computer. A similar data flow is main-
tained duringthe re-entry phase of the flight.

A means of manually inserted criticaldata
signals is also provided. By paper tape such
information as exact time of liftoff (which is
determined at Cape Canaveral) and the exact
time of retro-rocket firing (which is deter-
mined by telemetry signals originating in the
spacecraft) can be fed into the Goddard pro-
grams. The Goddard duplex 7090 computing
system is shown in Figure 4.

The data flow into the Bermuda 709 com-
puter is shown in Figure 5. The major task
of the Bermuda programs is the calculating
of position and velocity values during the
flight's launch, insertion and initial orbital
phases. This isaccomplished by the analysis
of data generated by both AN/FPS-16 and
Verlort radars which are fed directly into
core memory by a DCC.

Each radar maintains a flow of ten obser-
vations per second and the observations are
combined with telemetry signals which orig-
inate in the spacecraft. Manual insertion of
important data into the Bermuda computer is
accomplished by means of a paper tape reader.
The Bermuda program also smooths the radar

- observations of the spacecraft during launch

and transmits these readings directly to the
Goddard computers via teletype. Hence, the
Bermuda computer also acts like a "refined"
radar site as wellas being a tool for supply-
ing a GO or NO-GO answer to the question of
orbital achievement of the spacecraft.

The Goddard Computer Programs

In all phases of the Mercury mission it is
extremely vital that the large amounts and
many forms of necessary calculations be per-
formed with exact precision, and the data
made available almost instantaneously. The
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specific computational approach taken is of
critical importance tothe safety of the astro-
naut and the success of the project. Thereal-
time computer requirements, the stringent
accuracy and reliability necessary make the
project one of the most demanding computer
problems ever undertaken.

The placing of a manned spacecraft into
orbit and the successful re-entry and safe
recovery of the vehicle and its human occupant
poses—under normal or emergency condi-
tions—many severe computational problems.
For example, in an extremely short period
after the capsule is separated from the mis-
sile the computers must furnish data for
evaluating whether or not the mission is to
be allowed to continue. Since the time re-
quired for the spacecraft to perform a post-
insertion 180~degree attitude rotation is nec-
essarily limited, and because of the obvious
desirability of a water landing following high
level abort, the initial orbital parameters

must be calculated extremely rapidly, and as
much data as possible used to increase the
reliability of computation.

As described above, Project Mercury is
equipped with an array of interconnecting
computational complexes, data collecting
equipment, special supporting equipment and
display devices to accomplish mission com-
puting functions inthe most complete, efficient
manner possible. The core of the computing
system is the duplexed Goddard IBM 7090
computer facility, complemented by the
Bermuda station's IBM 709 computer.

The Goddard computers and special input/
output equipment are duplexed to promote
maximum reliability, validity of information
and mission safety. Both computers accept
the same input data and perform the same
computations. Output status displays at
Goddard enablethe performance of each 7090
to be monitored. On the basis of this com-
parative information the output of one of the
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two computers is selected for transmission
tothe Mercury Control Center and radar sites.
In brief, Goddard computers’ basic Mer-
cury mission responsibilities are to:
perform launch calculations during capsule
insertion and advise the Mercury Con-
trol Center of capsule dynamics;

compute acquisitiondata, orbit parameters
and capsule present position, future po-
sition and life-time;

computeand transmit tothe control center

retrofire clock information and compute
and transmit to the control center and
recovery teams the probable impact
point and impact time;

monitor, quantitatively, radar and com-

puter performance and advise the con-
trol center of deviations from accept-
able performance.

There are three generally distinct com-
putational phases: launch (powered flight),
orbit, and re-entry (descent). The pro-
gramming system for all phases has been
integrated into one automatically sequenced
package. Upon receipt of liftoff signal over
the high-speed communications the programs
are activated (prior to this they are in the
passive, but vigilant mode) and the launch
computation begins. If the computer recom-
mends GO and if the Cape Canaveral flight
controller has no external reasons (e.g.,aero-
medicaldata) to abort the mission,the launch
switch isthrown and a.discrete signal is sent
to the computers. The orbit program is then
brought into the computer and this program
is given the insertion conditions calculated
by the launch program. In a similar fashion,
upon receipt of manual (hence, positive) in-
sertion of actual retrofire time, the program
automatically shifts to the re-entry mode.
As indicated below, different outputs are re-
quired for each phase. The abort during
launch ora NO-GO decision by the flight con-
troller after power-cutoff is also signaled by
appropriate telemetry discretes. The phase
of the computing program is then automati-
cally altered. The data processing functions
undertaken at Goddard during each of the
phases are as follows:

Launch

The primary function of the Goddard com-
puters during this first flight phase is to de-
termine the GO NO-GO recommendation to
continue the mission. The IBM 7090's decide

whether or not a successful orbit has been
attained at the time of insertion into orbit by
computing the projected orbit lifetime; per-
tinent trajectory parameters are presented
so launch status may be monitored for indi-
cations of a possible impending abort.

In the event of a launch abort, the com-
puters determine the times retrofire must
occur for the capsule to land in one of the
several designated recovery areas. If the
retrorockets are fired,the computers calcu-
late spacecraft trajectory and the resulting
impact point. Refined impact point data for
several abort procedures is computed.

During the launch phase most data inputs
to the Goddard IBM 7090's originate at the
Cape Canaveral launch site. Launch data is,
essentially, positionand velocity information
in forms notuseful for evaluation at the con-
trol center. The Goddard computers operate
on launch data in real-time, convert it into
forms more suitable for decision-making and
transmit this information back to the control
center.

Orbit

Calculatingthe exact time tofiretheretro-
rockets to land the spacecraft at the desired
impact point is the major contribution which
the IBM 7090 computers make in the orbit
phase. The times at which the retrofire se-
quence must be initiated for a landing in a
prescribed normal-mission recovery area,
for re-entry at the end of any given orbit,and
for landing at the specified emergency recov-
ery points along the spacecraft's path are
recomputed by the 7090's after each new set
of orbit parameters is established.

In the orbital phase, data is collected and
dispatched from the world-wide network of
radar sites as the spacecraft passes over
each station. Position/time quantities gath-
ered from these radars are sent almost in-
stantaneously to the computing and commu-
nications center at Goddard. In addition, to
the primary purpose of determining retrofir-
ing time,this positiondata is used at Goddard
to refine orbit parameters from the previous
set of orbit parameters (and, at initial entry
into orbit, from those parameters estimated
duringlaunch), thus enabling spacecraft posi-
tion to be accurately predicted for further
radar acquisition. Acquisition messages are
sent to each site from Goddard prior to the
spacecraft's next pass over that site.
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The mathematics of orbital computer proc-
essing involves solving by numerical methods
the formulasderived fromthe basic Newtonian
equations of motion. The numerical methods
employed include Cowell's numerical integra-
tion for extrapolationand correction of orbital
parameters, and the differential correction,
conversion and partial coefficient calculation
programs. To minimize the effects of radar
values from stations whose input data is con-
sidered (on the basis of past results) less
reliable, each site is weighted accordingly.

Re-entry

The main purpose of the Goddard IBM
7090's during re-entry is the all-important
computation of impact point. The computers
pinpoint the point of spacecraft impact from
position/time data received from range sta-
tions whose radars follow the spacecraft dur-
ing this period. Refined impact point infor-
mation is provided to guide the Mercury
recovery effort whenever new radar observa-
tions are transmitted to the computers.

Re-entry trajectory acquisition data is
provided to remote sites from the Goddard
center during this phase in the same manner
as acquisitioninformation is provided during
orbit.

The real -time outputs of the Goddard com-
putersare sent directly to a variety of digital
and graphical displays at the Cape Canaveral
Mercury Control Center. Thefollowing sum-
mary of the Goddard computer outputs will
give the reader a feeling for the volume of
data presented to the flight controllers and
the type of information required to maintain
a ground-based control center:

Plotboard 1

During launch, spacecraft flight pathangle
versus the ratio of inertial velocity to re-
quired velocity is shown. Three different
scales marked with appropriate limits are
employed as board overlays during launch.
The difference between spacecraft radius
fromthe earth versus spacecraft inertialve-
locity is presented during abort, orbit and
re-entry.

Plotboard 2

Two plots are presented during the launch
period. Spacecraft altitude versus downrange

distanceis charted on the bottom of the board
(this quantity isalso displayed in the event of
a launch abort); crossrange deviation versus
downrange distance is displayed simultane-
ously on a separate scale on the upper portion
of the overlay. Two plots appear during
orbital flight. Spacecraft altitude above an
oblate earth, as a function of elapsed time,
is depicted on thelower part of the board; on
the upper portion of the board is displayed
the difference between the semi-major axis
of the orbit and the average radius of the
earth,asa function of elapsedtime. Displayed
onboard 2during a normal re-entry is space-
craft altitude, as a function of time.

Plotboard 3

A variety of parameters is displayed dur-
ing launch and abort. However, quantities
furnished to the plotboard during this phase
comedirectly from the Atlas-Guidance com-
puter. Board 3 displays two plots during
orbit. On the lower portion of the board ap-
pears longitude of perigee as a function of
elapsed time and on the upper portion, ec-
centricity as a function of elapsed time. This
plotboard is not used during re-entry.

Plotboard 4

Displays impact point computations made
at Goddard during a normal launch and in the
event of an aborted launch. Theboard's over-
layisamap of the Atlantic Ocean area show-
ing land and water masses and recovery areas.
Plotted during launch are the latitudes and
longitudes of impact point assuming that (1)
the retrorockets will fire in 30 seconds (min-
imumdelay) and (2) at 450,000 feet (maximum
delay). Board 4 displays two items during
orbit: the latitude and longitude of present
spacecraft position over the Western hemi-
sphere and the computed impact point for
retrofire in 30 seconds. During abort and
re-entry, spacecraft present position and the
predicted impact point are shown.

Wall Map

Located onthe observers' areaofthe Mer-
cury Control Center is a large (50 feet long)
wall map of the world. It illustrates the lo-
cations of all Mercury range stations and the
ground track of the capsule. As the Mercury
mission progresses, a miniature lighted
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capsule moves along the track, indicating the
actual present position of the spacecraft. A
small, moving light ahead of the spacecraft
indicates, during abort and re-entry, the
latitude and longitude of the refined impact
point, or during orbit, impact point if the
retrorockets are fired in 30 seconds.

Strip Chart

A high-speed multichannel (six recording
pens) strip chart (also called the Data Quality
Monitor) is used at the control center only
during the launch phase. The device enables
an operator to determine which sets of infor-
mation are most valid for presentation to
Mercury display equipment. The six pens
are driven by data from three sources
(Goddard processed Atlas-Guidance or IP
7090 data, or Atlas-Guidance direct), each
charting two items of information. The dis-
played quantities are:

the difference between flight path angle

and nominal flight path angle;

the difference between velocity ratio and

nominal velocity ratio.

Digital Displays

Computed information from the Goddard
IBM 7090's is routed at high speed to control
center digital displays located variously on
the Flight Dynamics Officer's Console, the
Retrofire Controller's Console, the Recovery
Status Monitor Console and a wall digital
display.

Digital values are sent to the display reg-
ister twice per second during the launch
phase. To avoid flicker, however, the quan-
tities are updated by the computer only once
each second. All digital display messages
are transmitted from Goddard at a frequency
of 10 per minute during orbit. During re-
entry,data quantities are routed from Goddard
to the Cape at a 20-per-minute rate.

Flight Dynamics Officer's Console

Six digital displays are located on this
important control console.

Display 1lindicates during launch and abort
the GO NO-GO recommendation of the
Goddard computers to continue or abort the
mission;

Display 2 indicates spacecraft altitude in
nautical miles and tenths of nautical miles

during the entire mission, from launch to
impact;

Display 3 indicates flight path angle in
degrees, tenths and hundredths of degrees
during launch and re-entry, and denotes
apogee height in hundredths and tenths of
nautical miles during orbit;

Display 4 indicates spacecraft inclination
angleindegrees and tenths of degrees during
launch and orbit;

Display 5 indicates orbit lifetime remain-
ing from the time of the last pass over Cape
Canaveral;

Display 6 indicates the ratio of spacecraft
inertial velocity to required velocity during
launch. After insertion into orbit, for the
remainder of the flight, display 6 indicates
actual spacecraft velocity.

Retrofire Controller's Console

Located on this console are nine digital
displays. All time displays are represented
in hours, minutes and seconds.

Display 1 indicates during abort and orbit
the Greenwich MeanTime (GMT) to retrofire
to land in an emergency abort area;

Display 2 presents during launch from 20
seconds after staging, the computed GMT to
retrofirein the next recovery area, and dur-
ing abort and orbit, the elapsed capsule time
for retrofire to land in the next recovery
area;

Display 3 indicates during orbit the GMT
of retrofire computed for the end of the
present orbit;

Display 4 indicates during orbit the elapsed
spacecraft time for retrofire to land at the
end of the present orbit;

Display 5 displays during orbit the GMT
to retrofiretoland in the normal three-orbit-
mission impact area;

Display 6 indicates during orbit the elapsed
spacecraft timeto retrofire computed for the
normal impact area following a three-orbit
flight;

Display 7 presents during orbit the GMT
of retrofire based on the present spacecraft
setting, and displays during re-entry the
elapsed ground time since retrofire;

Display 8 indicates during abort and orbit
theincremental spacecraft time for retrofire
computed for the next emergency recovery
area;

Display 9 indicates for the entire mission
the number of the orbit, and the presently
designated recovery area.
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Recovery Status Monitor Console

Thedigital displays located on this console
indicate: the computed GMT of impact in
hours and minutes during abort, orbit and re-
entry; the computed longitude and latitude in
degrees and minutes for the abort landing
point (during abort), the normal end-of-
mission impact point (during orbit) and the
refined impact point (during re-entry).

Wall Digital Display

Displayed in GMT hours, minutes and sec-
onds during the launch and abort phases in
the ground time remaining until retrofire.
During re-entry this display indicates the
ground time remaining until impact. Also
presented on the wall display during orbit is
the current orbit number.

In addition to the displays at the Mercury
Control Center, the Goddard computers also

drive certain plotboards at Goddard. Each
computer is connected to a single plotboard
and reproduces one of the plots sent to the
Mercury Control Center. Much of this data
is, however, printed on-line. Atypicalprint-
out (edited for space purposes) is shown in
Figure 6.

The Bermuda Computer Program

A secondary computing station to supple-
ment the Goddard/Cape Canaveral complexes
is the IBM 709-equipped Bermuda site. The
role of Bermuda in the overall computing
picture is essentially twofold: Bermuda
serves as an extension and backup for the
control center, and as an ordinary range
station. As a backup to Cape Canaveral, the
Bermuda 709 computer is used to determine
whether or not the spacecraft has entered an
acceptable orbit at insertion; command an
early re-entry, if necessary, and verify

NORMAL OPERATION HAS BEGUN

THE TIME OF LIFT OFF IS (GMT) 07 HRS 06 MINS 44 SECS

TOWER SEPARATION SIGNAL HAS BEEN RECE!VED

BERMUDS FPS/16 ACQUISITION DATA SENT

SECO SIGNAL HAS BEEN RECEIVED

CAPSULE SEPARATION SIGNAL HAS BEEN RECEIVED

3 POSIGRADE ROCKETS WERE FIRED

10 POINTS WERE USED TO CALCULATE FINAL GO-NO GO

GO IS RECOMMENDED

THE TIME OF RETRO-FIRE IS (GMT) 07 HRS 24 MINS 51 SECS

VELOCITY USED IN FINAL GO-NO GO IS (FLEET PER SEC) 25660

GAMMA USED +3.6362723E-03 FINAL GO-NO GO (IN DEGREES)

BERMUDA VERLORT HAS BEGUN TRANSMISSION

GRAND BAHAMA FPS/16 HAS BEGUN TRANSMISSION

BERMUDA FPS/16 HAS BEGUN TRANSMISSION

ORBIT PHASE HAS BEEN ENTERED

Figure 6
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receipt; and notify the control center and
recovery teams of such action.. When in-
structed to doso by the control center, or if
communications with the control center fail
or become poor, Bermuda can command an
abort, an early re-entry or assume full con-
trol of the insertion period.

As an ordinary range station Bermuda
accepts high-speed radar data into its com-
puter and converts this information into
orbital and trajectory parameters. At each
orbital passage over Bermuda the IBM 709
computer processes the high-speed radar in-
formation and sends smoothed data to the
Goddard center.

Trajectory parameters acquired by the
local radars are used by the Bermuda com-
puter to fulfill the following responsibilities
immediately after insertion.

Determine if the spacecraft's orbit is ac-
ceptable. Thisisaccomplished by determin-
ing fromthe radar data received after inser-
tion whether or not orbit lifetime will exceed
one, two or three revolutions; in the event of
an abort, determine the times at which the
retrorockets must be fired to land the space-
craft in one of the designated recovery areas;
determine refined impact points for several
abort procedures; determine orbit character-
istics; provide quantities required to drive
plotboards and displays at Bermuda; send
post-insertion conditions to Goddard.

The Bermuda outputs are not as great in
volume and types as Goddard. However, they
are sufficient enough to enable the flight dy-
namics officer to recommend a GO or NO-GO.
The displays are summarized below.

Flight Dynamics Officer's Console

A GO- NO-GO recommendation utilized
during launch and abort to indicate the pres-
ent computed status of spacecraft insertion;
the Greenwich Mean Time (GMT) to retrofire,
in hours, minutes and seconds if an abort is
called for; the actual time of retrofire is
presented during re-entry; the elapsed cap-
sule time to retrofire, in hours, minutes and
seconds during abort and the elapsed space-~
craft time since retrofire during re-entry;
spacecraft altitude in nautical miles and
tenths of nautical miles; flight path angle in
degrees, tenths and hundredths of degrees;
velocity ratio (inertial velocity/required ve-
locity) to four decimal places; after retrofire,
inertial velocity is presented; during abort

the incremental change in time of retrofire;
the orbit number and next recovery area dur-
ing abort and re-entry.

Plotboard

Anoverlay on the board depicts the Atlan-
tic Ocean and peripheral land areas from
Florida to Africa. Real-time information
plotted on the overlay includes:

Prior to retrofire: latitude and longitude
of impact point for immediate retrofire;
flight path angle versus velocity ratio.

After retrofire: latitude and longitude of
spacecraft present position; latitude and lon-
gitude of impact point.

Monitor Program

During a Mercury mission, many functions
compete with one another for computer time.
At any moment a given computation must be
satisfied without sacrificing any others which
may be critical at that time. In other words,
the computer is required to deliver several
competing quantities continuously on rigorous
schedules. An output which fails to meet its
schedule becomes worthless for real-time
applications.

Producing a virtually real-time output ac-
cordingto strict schedules is a difficult task—
even if incoming data arrives smoothly, ad-
hering to plan. The nature of Mercury
computationin real-time at both Goddard and
Bermuda makes it mandatory that computer
processing be automatically controlled, with
perhaps a limited amount of manual interven-
tion possible, if desired.

To solve Mercury data processing prob-
lems most reasonable, and to effect the real-
time calculations which are vitalto a mission,
the control and coordination of all other pro-
grams in Mercury computing is assigned to
a single control program—Monitor.

Mercury system operational programs
must accomplish three tasks which are all
fairly synchronousin time: they must accept
input data which arrives on an asynchronous
schedule; they must perform certain compu-
tations onthe input information; and they must
provide output quantities at specified time
intervals. To meetthese three requirements
and ensure a smooth, overall Mercury data
processing effort, the Monitor control pro-
gram ''supervises'' the processors, coordi-
nating computation according to the arrival
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of input data, calculations to be performed
and output quantities needed. Monitor estab-
lishes the constantly-changing processing
priorities onthe basis of input, computational
and output conditions.

A description of Monitor operation is given
in the paper by Hoffman and Scott.

Simulation Techniques

The Project Mercury simulation efforts
cover the broad requirements of non-real-
time and real-time simulation procedures.
These procedures have enabled us to checkout
the operational programming system with a
set of controlled experiments which reflect
a widevariety of possible real-life situations
and data degradations. They also have pro-
vided a means of training the flight control-
lers to recognize and cope with a number of
emergency conditionsas well as the nominal.
Real-time simulations are accomplished by
the playing of a launch trajectory tape con-
taining pre-determined data from the Atlas-
Guidance and IP 7090 computers at Cape
Canaveral, (thistapeisprepared at Goddard),
and the transmission of associated telemetry
discretes to the Goddard computers. The
Goddard complex and programs react as if a
rocket was launched and provide a full set of
displays. Once the orbit phase is entered,
the world-wide tracking sites transmit radar
observations to the Goddard computers at
designated times. The observations are on
paper tape and were prepared at Goddard to
match the launch conditions. A number of
three orbit simulations have been run. Real-
time simulations have become an integral
part of the range countdown and checkout
procedures. Afulldescription of the Project
Mercury simulation procedures is given in
the paper by Green and Peckar, '"Real-Time
Simulation in Project Mercury."

CADFISS - (Computer and Data Flow Inte-
grated Subsystem)

As Project Mercury was the first to utilize
a world-wide tracking and communications
network, it became quite imperative to have
a means of determining which elements of the
network (which includes the flow between the
Goddard computers and Cape Canaveral and
the Goddard and Bermuda computers) are
"green' and are able to support an actual
mission or a simulation. It became apparent

that the most efficient and automatic way of
accomplishing this task was to make the
Goddard computers the driving force behind
any suchcheckout procedure. The basic fea-
tures of CADFISS are as follows:

One-at-a-time Test

In this test each site, e.g., the radar at
Canary Islands communicating with the
7090's, is independently and thoroughly
checked. The Goddard computers are pro-
grammed to send a request message (cue) to
the site, directing site personnel to transmit
specified data to Goddard. The computer
analyzes the data transmitted by the site and
produces a report for supervisory personnel
indicating the quality of the data. The com-
puter then sends the next cue to the site. Each
cue specifiesatest of a particular part of the
system. Allsitesinthe Mercury network can
be tested simultaneously since cues are ad-
dressed to the specified site. A typical type
of test is the Boresight Acquisition test.
These tests demonstrate the ability of each
radar to acquire a target within its raster
search pattern, to originate correct data for
thattarget, and, having so attained the target,
to act as a source of angle tracking data for
other antenna pedestals. Each radar will
acquire its boresight tower and then be
selected as the source of tracking data for
all other antenna pedestals. After receipt of
a cue from the computer, the radar's output
will be transmitted to Goddard. The com-
puter-generated cue for transmission of
selected pedestal (indicator) readings will be
delayed until after later tests to allow time
for preparation of teletype tapes. Following
receipt of this cue, each message will be
transmitted twice to permit recognition of
transmission errors. The radar data and
pedestal readingstransmitted to the Goddard
computers will be automatically compared
against the surveyed values for azimuth and
elevation, and a summary report generated.

Roll-Call Test

This is an abbreviated one-at-a-time test
designed to check each Goddard-computer-
related portion of the Mercury system in
rapid sequence to determine the readiness
status of these elements.

The basic program of this system sends
cues simultaneously to the Mercury sites and
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evaluates the responses received. (The site
is expected to reply to a cue within a fixed
time limit after the receipt of the cue or it
failsthe test.) The teletypewriter data eval-
uated consists of message patterns, radar
boresight and range target data, and radar
data from pointings in several critical direc-
tions. The data received by the computer is
compared against the predetermined message
or surveypositions. In addition, the program
sends high-speed patterns to Cape Canaveral
andreceives and evaluates similar data orig-
inating at the Atlas-Guidance and IP 7090

computers. Finally, it evaluates high-speed
boresight data from the Cape radars. The
evaluations consist of comparing expected
datato that received and the periodic on-line
printouts of up-to-date summaries of the
tests. In addition, error data is written on
magnetic tape for future analysis.

The Roll-Call test enables us to determine
which elements required to support a simula-
tion exercise or mission are ready. We have
in CADFISS a means of evaluating a real-time
ground support system in real-time.



B. The Mercury Programming System
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The Mercury Programming System was
designed to meet the specific objective of
tracking the Mercury spacecraft during all
possible phases of light—launch, abort, orbit
and re-entry, and to predict continually the
spacecraft impact point so that a safe and
speedy recovery of the Mercury astronaut
could be effected.

To perform this task, two IBM 7090's,
operating in parallel at NASA's Goddard Space
Flight Center at Greenbelt, Maryland, receive
data by teletype from digital datatransmitters
associated with radars around the world and
by high-speed data links from the Cape
Canaveral Complex. In turn, the 7090's feed
high-speed data to displays at Goddard and
the Cape and send acquisition messages by
teletype to remote sites.

Each 7090 has attached to it 12 magnetic
tape drives, an on-line printer, punch and
card-reader, and an IBM 7281 Data Commu-
nications Channel (DDC), which allows data
tobetransmitted directly to and from the 32-
thousand-word core memory of the 7090,
Each Data Communications Channel can han-
dle data on each of 32 subchannels. In the
Mercury system we currently receive data
through the DCC from 17 TTY inputs, two
high-speed inputs,a WWV minute signal, and
a half-second signal. We send data through
the DCC totwo high-speed outputs, three TTY
outputs, and a sense output console.

Thetwo 7090's operate in parallel to pro-
vide backup. Although bothreceive all inputs,
only one is transmitting its computed output
to remote sites at any given instant. Both
machines, however, feed local displays and
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send output to the sense console which indi-
cates the status of each and provides the
means for switching outputs from one com-
puter or the other.

All of the input/output devices used in the
Mercury Programming System produce traps
to signal entry or exit of data to and from
core memory. Afrap isthe automatic trans-
fer of control to a preset location in core
when one or more conditions are met. In
reading a magnetic tape, for example, if a
certain instruction is used to request a rec-
ord, an indicator will be set in the computer
when that record has been brought into core
memory. This condition, i.e., the "on' status
of the indicator, will cause atransfer of con-
trol to lower memory. This transfer of con-
trol, or trap, will occur only if the machine
is "enabled." The computer is said to be
"*enabled' when traps are permitted to occur
and '"'disabled'" when they are not. The ma-
chine may be enabled for one or more condi-
tions and disabled simultaneously for others.
The machine enters the enabled or disabled
mode through execution of a programmed
instruction.

There is one other mode of operation upon
which the programming system relies. This
isthe '"inhibited" mode. This modeis entered
automatically when a trap occurs. While the
machine is inhibited, no further traps may
occur until the machine is re-enabled, thereby
guaranteeingthat necessary work may be ac-
complished without interruption.

These, then, are the three modes of oper-
ations: (1) enabled—a trap may occur; (2)
disabled—a trap may not occur; and (3)
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inhibited—a trap has occurred and no more
traps will occur until the machine is re-
enabled.

The Mercury Programming System is
composed of three types of routines: those
which are hardware-oriented; those which
are task-oriented; and those which are in-
dependent of both task and equipment and
serve to control the interaction and lines of
flow among all the other routines in the
system.

The first category of routines—those that
are hardware-oriented—is concerned with
receipt and transmission of input and output.
These routines are entered through trapping
andare called "trap processors." Sincetraps
may occur asynchronously, even simultane-
ously, trap processors must respond fast
enough to receive all the information from
any given source without loss of information
fromany other source. This is accomplished
by (1) allowing all trap processorsto operate
completely in the inhibited mode in which
they are entered by trapping, and (2) requir-
ing that every individual trap processor be
written to act fast enough so that the worst
combination of simultaneous input/output
stimuli will not result in an undesirable loss
of information from any source. A typical
trap processor might complete its operation
and restore trapping in less than one milli-
second. At present there are 23 trap proc-
essors in the Mercury system to handle at
least as many reasons for trapping.

The teletype input trap processor handles
a six-character byte of teletype data from
any one of 17 teletype transmitters, and moves
it to an area for use by the teletype input
program. Theteletype output trap processor
receives control each time six characters of
teletype information have left the machine,
and refills the output area until a complete
message is sent. The high-speed input and
output trap processors accomplish the same
functions for data traveling at the rate of
1000 bits per second. The printertrap proc-
essor tellsthe systemthat the on-line printer
is available for further output.

Twotrap processorshandle the timing for
the system. One takes control every half-
second on receipt of a half-second pulse and
calculates the need for computing output and
feeding displays. It also updates the current
Greenwich meantime within the machine upon
which all time tags are based. The other
timing trap processor recognizes receipt of

a WWV minute signal and checks that the
timing of the system is correct.

Other trap processors signal the trans-
mission of data to the sense console and be-
tween core memory and magnetic tapes.
Tapes areused for bringing in programs when
they are needed, for bringing in such data as
location and atmospheric conditions of remote
sites, for writing out a log of all data which
enters or leaves the system, and for gener-
ating or reading restart parameters for use
inthe event of machine failure. Eachof these
operations, however, goes on in real-time
and other work can be done while the tapes
are moving because a trap processor will
inform the system as soon as the operation
is completed.

The second category of routines are those
which are task-oriented. The objective of
tracking and predicting the landing point of
the Mercury capsule is accomplished by
diverse procedures during each of the four
possible phases of flight. During launch and
low aborts, while the capsule is still within
range of Cape Canaveral and its radars, the
programs are receiving telemetry and com-
puted positional datafromthe IP 7090 and the
GE-Burroughs Guidance Computer. They also
accept high-speed raw radar data. The inputs
are arriving at the 1000 bits per second rate
and displays are being fed every half-second
in launchand every secondin abort. The only
station which receives acquisition messages
during these two phases is Bermuda.

In high aborts, those occurring near in-
sertion, both high-speed computed data and
low-speed raw radar may be received. Many
of the programs of both launch and orbit are
required. For instance, the high abort phase
requires the use of both the launch program
to interpret telemetry data from high-speed
sources and the orbital integration program
to compute impact point. In orbit the output
display rate changes to once every six sec-
onds andno high-speed data is received. Ac-
quisition is sent to more than 20 telemetry
and radar sites around the world. The acqui-
sition messages are sent at the sjx-character
per second TTY rate and are sent threetimes
per orbit for each station with lead times of
approximately 45, 25, and 5 minutes before
the spacecraft crossesthelocal horizon. The
orbital programs generate a prediction table
which cover three orbits, receive raw radar
data, edit it, and use it to differentially cor-
rect the prediction table. From this table,
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data concerning present and predicted posi-
tion are calculated. From it the time to fire
the retro-rocketstobringthe spacecraft back
to earth is computed and displayed. During
the re-entry phase the display rate changes
to once every three seconds, twicethe rate of
the orbit displays. Different quantities are
calculated and acquisition data is sent with
less lead time,.

The routines which combine to accomplish
the tasks of the various phases are called
"ordinary processors.'" They operate in the
enabled mode, i.e., they may be interrupted
at any point. These ordinary processors are
programs in themselves, require no sub-
routine linkage and can be unit-tested before
they are incorporated into the operating sys-
tem.

At present thereare morethan 40 ordinary
processors in the Mercury Programming
System. They include edit program, teletype
code conversion routines, coordinate conver-
sion routines, output generators, a retro-fire
calculation routine, a numerical integration
program, a differential correction program,
and a host of others. Because these proc-
essors accomplish specific tasks and are
completely independent programs, they may
be considered the building blocks of the Mer-
cury system. By using them in different
combinations andat different frequencies, we
can use the same routines to perform differ-
ent tasks. The use of such building blocks
minimizes the amount of programming re-
quired to meet the objectives of the system,
and provides good flexibility in meeting addi-
tional specifications. Furthermore, this
modular concept spares programmers of
ordinary processors the job of understanding
the complexities of real-time control and
equipment idiosyncracies, whereas the re-
maining programmers need not concernthem-
selves with the mathematics of the ordinary
processors.

But how do such independent processors
fit into an over-all system? How is their
interaction controlled ?

The processors are fit into the system by
means of short sequences of instructions
called ''prefixes' and '"suffixes.'' There is
at least one prefix and one suffix for each
ordinary processor. A prefix precedes pro-
gram and performs such functions as placing
inputs required by the program in a prescribed
location. The first instruction of the prefix
is the entry point to the ordinary processor.

The prefix may be said to set the scene for
entering the processor. The suffix does just
the opposite. It ties up loose ends after the
processor is completed, such as making the
computed results of the program available
for use in the system.

In addition the prefixes and suffixes pro-
vide the liaison between the ordinary proc-
essors and the third category of routines,
those that control the interaction and lines of
flow between the various elements of the sys-
tem. The programs in the third group are
called the controllers or monitor routines.
The controllers maintain the proper sequence
of operations between the various processors,
and, in accordance with the modular concept,
are completely independent of these proc-
essors, i.e., they would accomplish the same
functions no matter what processors they
monitor.

Implicit inthe nature of the ordinary proc-
essors and trap processors is a relative
priority among them. Since the ordinary
processors operate inthe enabled mode, con-
trol may pass to one of the trap processors
at any moment. Therefore, as a group, the
trap processors enjoy a higher priority inthe
system than the ordinary processors. Prior-
ity amongthetrap processors is afunction of
data rate and built-in priority in the hardware.
Among the ordinary processors, however,
priority isdictated by urgency of introducing
their output into the system and the length of
time it takes to execute the routine. The
routine to calculate a display every three
seconds, for example, must enjoy a priority
higher than the routine which must be ac-
complished every minute. A routine which
requires more thanthree seconds for execu-
tion must be given a priority lower than the
three second display program, or the system
will fail to output on time. It may well enjoy
a priority higher than the minutes processor,
however. The relative priorities of the ordi-
nary processors are established in a table
called the priority table.

The heart of the monitor system is a con-
troller routine called PRIO. Every ordinary
processor and trap processor returns control
to PRIO upon completion of their tasks. Both
ordinary and trap processors can determine
the need for entering other routines in the
system. They convey this requirement to
PRIO by setting indicators in the priority
table. PRIO must examine these indicators
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and give control to the proper routine in ac-
cordance with their relative priorities.

Since ordinary processors can be trapped
atanytime or any place, this priority scheme
affords multiple levels of interruption. For
example, the orbit prediction updating pro-
gram may be interrupted by the half-second
clock trap processor, whereupon this trap
processor determines that it is time for the
higher priority, acquisition data generator to
send predicted orbit parameters to sites
ahead of the spacecraft. When the half-second
trap processor returns control to PRIO, con-
trol must now be passed to the beginning of
the acquisition data generator. But the fact
that the orbit prediction update was originally
interrupted must not be forgotten.

Once PRIO has given control tothe acqui-
sition data generator, it too can be inter-
rupted, say, by the teletype input trap proc-
essor transmitting radar datafrom atracking
site. And now this trap processor indicates
to PRIO the need for the teletype conversion
processor, and thishas a higher priority than
the acquisition data generator, etc., until
there may be as many interrupts asthere are
levels of priority. To control such situations,
a system of rememberinga stack of interrupts
is provided by two controllers, SAVE and
RTRN.

The very first duty of any trap processor
isto enter SAVE to preserve the condition of
the machine's program-accessible registers
and the return address. Each time SAVE is
entered, these items are preserved in a save
block assigned to the interrupted routine.
Whenever PRIO sees that all higher priority
routines have been serviced, control is passed
to RTRN whichrestoresthe machine's condi-
tions according to the save block and returns
control tothe interrupted routine at the inter-
rupt point. This save-and-restore procedure
holds for all traps except those which occur
within PRIO and RTRN. By permitting SAVE
to ignore traps from within PRIO and RTRN,
control functions are made more responsive
tothe expediencies of the real-time environ-
ment than to thelower priority requirements
of the ordinary processors. Thus trapping
takes priority over anything PRIO or RTRN
are doing.

How is the priority system applied to the
ordinary processors ?

Associated with each ordinary processor
are three kinds of indicators which convey

control sequence requirements of the system
to the controller PRIO:

1. The "A" indicator is turned on by a
processor if it is in process.

2. The "B" indicator is turned on for a
given processor if a need for its oper-
ation has been determined.

3. C, D, E....indicators for a given
processor are turned on if a need has
been determined to suppress its oper-
ation.

The entry point to eachordinary processor
appears inthe priority table together with the
indicators associated with that routine. (The
indicators are merely bits in a word.) The
routine whose indicators are examined first
by PRIO has the highest priority.

Suppress indicators for a given ordinary
processor take precedence over its A and B
indicators in that PRIO examines them first.
PRIO will not transfer control to any routine
whose suppress indicators are on. Each
ordinary processor has a specific suppress
indicator for each individual condition which
requires its suppression. If no suppress bit
is on, PRIO will examine the A and B indica-
tors for that routine.

If PRIO sees both the A and B indicators
onfor routine X, it knows (1) that X had been
trapped while in process, and (2) that at least
one additional request for X's operation has
been made. Whenboth A and B are on, there-
fore, PRIO will return control through RTRN
tothe interrupt point in X, leaving the B indi-
cator on for future control. If only the B in-
dicator is onfor ordinary processor X, PRIO
transfers control to the beginning of X. The
first act of every ordinary processor thus
entered at the starting location is to turn its
own A indicator on, and its last act before
transferring control back to PRIO is to turn
off its A indicator. Thus, in the event it is
interrupted before completion, each ordinary
processor provides an indication to PRIO that
it is in process.

Indicator B can indicate that more than one
request has been made for the operation of its
associated ordinary processor. This is ac-
complished by queueing, a procedure in which
one or more requests for a given routine are
indicated by placing information in a table,
called a queue table. An entry in the queue
table can simply indicate a request for oper-
ation, or it can also include information tell-
ing where input is to be found or where output
istobe placed, etc. For instance, an ordinary
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processor which determines the need for
sending acquisition datato radar sites places
entries, by queueing, in the queue tables for
the teletype output processors, telling them
which sites are to receive data. Entries are
placed inthe queue table inthe order in which
they occur. After turning on its A indicator,
the output processor turns off its B indicator
if it has no queue or if it is not desired to
have PRIO cycle control to it repeated for
some reason. If the routine has a queue, the
routine itself must enter the disabled mode
and test, while disabled, whether it is not
processing the last request in its queue. If
the last request is being processed, B is
turned off. If not, B stays on, so that the
other requests maybe answered in turn until
the queue is emptied. In either case, the test
must be followed by an enabling instruction
since all ordinary processors must run
enabled. The B indicator for a given routine
may be turned on by any ordinary processor,
trap processor or controller which deter-
mines the need for that routine to be executed.

The optimum assignment of priorities for
ordinary processors can only be done through
careful study of the system in a real or sim-
ulated environment. However, the assignment
of priorities is not as rigid as it might ap-
pear, for both suppression and trapping in
reality constitute dynamic modification of the
priority system in response to real-time
events. A reasonable first approximation of
the optimum priority assignment might be
constructed from consideration of the levels
of input/output timing requirements.

This, then, is the basic Mercury Monitor
real-time control system which combine
groups of processors to handle the demands
of any particular phase of the Mercury flight:
controllers, which maintain sequence control
between ordinary processors in an environ-
ment of asynchronous interrupts, handled and
interpreted by trap processors.

The use of this modular concept has proved
tobe of enormous advantage in coping with the
seemingly ever-changing system specifica-
tions.

One of the benefits derived from this ap-
proach is perhaps significant for all large,
complex real-time control systems under-
going a continuous growth process: efficient
use of large scale computer systems by trad-
ingoff timetoincrease effective core storage
capacity by buffering low priority routines
from magnetic tape in real-time. Onelogical

extension of the modular concept, which has
been adhered to throughout the Mercury pro-
gramming system, is the adoption of the
simple programming standard that all pro-
gram communication among ordinary proc-
essors themselves and between ordinary
processors and the Monitor must take place
through system prefixes, suffixes, commu-
nication cells, system tables and constants
external to the ordinary processors. This is
the final isolating step inthe complete modu-
larization of the ordinary processors. PRIO
can therefore control all real-time buffering
with no possibility of a breakdown in com-
munications within the system. Sinceno com-
munication and no transfer can take place
between ordinary processors except through
Monitor, PRIO, knowing (by indicator exami-
nation) whether or not a requested buffered
routine is in memory, can control the system
accordingly. If a requested buffered proc-
essor is notin memory, PRIO merely queues
a monitor processor to load if from tape,
remembers that the routine has been re-
quested but not yet given control, and proceeds
to handle other system control tasks while
the routine is loaded.

Under the simultaneous input/output, com-
puting abilities of the 7090, extremely little
time is lost to the system by this technique.
Any of the other system functions canbe given
control while processors are loaded from
tape. PRIO simply ignores the routine being
loaded until thetrap which signals completion
of reading is processedand PRIO isinformed
by unsuppression of indicators that the routine
is now in memory. One buffering area in
memory can be reserved for the use of low
priority routines which can operate sequen-
tially with no loss of system performance.
For example, the orbit prediction generator
waits for its input from the differential cor-
rection program, which, in turn, waits for its
input from the editing processor.

Other processors with higher priorities
can also be buffered with each other. In fact
the only processors whichcannot be buffered
from tape are those whose timing or control
requirements would be violated by the com-~
paratively slow tape operations. Here it
should be noted that the delay, due to buffer-
ing in execution of the largest buffered rou-
tine in the Mercury system (about 3,000 in-
structions), is about two seconds. The
Monitor real-time loader utilized the trapping
feature in sucha manner thatuse of buffering
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in the system cannot create a time delay of
more than 30 milliseconds in the execution
of higher priority, non-buffered ordinary
processors. Byappropriateuse of the 7090's
capability for simultaneous tape operations,
real-time multiple buffering can be used to
increase effective core storage capacity by
several times without making the system tape
bound. Reliability of tape operations is in-
creased several orders of magnitude by a
technique of programmed Hamming-coded
error correction, bringing tape reliability
into balance with that of other parts of an
IBM 7090 Data Processing System.

Thus it is seen that through adherence to
the building block or modular principle, the
Mercury system performs all its tasks even
though some large part of the system is
always absent from memory. Thisisachieved
only through Monitor's controlled scheduling
of tasks to obtain maximum performance.

Real-time buffering of ordinary proc-
essors isbut one example of a major modifi-
cationtothe Mercury Programming System's
original design. The flexibility afforded by
the system's basic structure has allowed us
to incorporate such drastic innovations with
surprising ease, and has convinced us we are
far from exhausting the system's enormous
growth potential.
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C. Real-Time Simulation in Project Mercury
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Introduction

The testing of the Project Mercury com-
puting system offers a unique problem. The
Mercury program runs in real-time, with
inputs arriving at specific time intervals and
outputs being transmitted at varying time
intervals. The computational programs and
their associated controls are complexly inter-
related and are all time interdependent.
Therefore, in order to test these programs
the data must be presented in such a manner
as to allow the time function to show its effect.

To introduce the time function two simu-
lation methods have been developed. The
first method allows the operational programs
toruninaquasi-real-time environment under
the control of a simulation program. This
control program called SIC (Simulated Input/
Output Control) keeps track, by means of a
real-time clock, of the amount of time which
has been allocated to the-Mercury Program.
SIC also simulates the real-time input/output
device called the DCC(Data Communications
Channel) and at proper time intervals supplies
simulated input data, and processes Mercury
output data. UsingSIC, "time' maybe stopped
whenever desired, intermediate results ex-
amined, and "time" restarted without the loss
of the timing sequence. This then becomes a
very powerful debugging tool since now a de-
tailed analysis of the interaction of input,
output, and time may be made.

The second simulation method uses spe-
cially prepared simulation data which is
transmitted to the Mercury computers from
the remote sites in real-time. This data is
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presented to the system in such a manner
that an actual flight appears to be inprogress,
and in fact the system cannot differentiate
between this data and that of a real flight.

The simulation datatakes twobasic forms.
The launch data, which is transmitted from
Cape Canaveral using a special tape drive
known as the "B Simulator," and the orbital
and re-entry data, which is transmittedfrom
the remote radar sites using teletype paper
tape.

In a system of this nature the heart of the
simulation lies in the generation of the test
data. To generate this data a series of pro-
grams known as Observer, Selector, Shred,
Sort, and Merge have been written. These
programs have the capacity to generate basic
flight profiles giving launch, orbit, abort, and
re-entry data in the form which would nor-
mally be received from the sites. This data
may also be perturbed by application of many
types of errors to simulate the malfunction-
ing of the data system. Inthis way the limita-
tions of the Mercury programs with regards
to varying degrees of data degradation may
be determined.

Test Data Generation

The test data for the different simulation
methods is generated by a series of programs
known as Observer, Selector, Shred, Sort, and
Merge. Each of these programs acts as a
step in the generation of a given set of data
(see Figure 1). They are separate, however,
so that between each step options may be
taken with regard to modification of the given
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flight profile and the entering of varyingerror
conditions.

The Observer program is usedto generate
basic flight profile. If the profile is to con-
tain launch data a series of position and ve-
locity vectors for the powered flight portion
of the trajectory are obtained from the missile
guidance equations. From this data is ob-
tained the insertion conditions at burnout. If
launch dataisnot to be used then the insertion
conditions must be given as input data.

Using the insertion conditions Observer
now computes the orbit by numerical integra-
tion giving position and velocity vectors for
as many orbits as specified by the input data.
The data also specifies re-entry conditions.
This is either in the form of retro-rocket
firing time or desired impact area. If the
retrofiring time is given the change in ve-
locity is computed and the re-entry trajectory
computed. If the impact area is given, Ob-
server iterates on the retrofire time until a
time is found which gives the requested im-
pact.

The Observer now has the position and
velocity vectors for the complete flight. It
now reads in the positions of all the tracking
stations and computers all the Range, Azimuth
and Elevation readings which are in range of
each station. These R, A, and E readings
are all now written on Observers final output
tape.

The Selector program uses as its input
the R, A, and E tape produced by Observer.
Its purpose is to take only that data required
for a given test and place it along with cer-
tain error codes on a tape to be used by
Shred. It is at this point that the many varied
perturbations of the data are calledfor. Sta-
tions may be left out or made to start trans-
mission late or early. Different types of
errors for application to the data, such as
different noise levels, bias errors, transmis-
sion errors and pathological errors are now
called for. It is here that all the major
troubles that can occur during a real flight
may be specified so that the full capabilities
and the limitations of the Mercury program
may be tested.

The Shred program processes the Selector
outputs to produce simulated inputs. Since
the function of this routine is primarily one
of format changing, unit conversion, and co-
ordinate transformation it is not of general
interest in itself. There are, however, a few
points that may be of interest.

Shred hastwo sources of inputs. The pri-
mary source is the Selector input. The sec-
ond source of inputs is provided by Space
Technology Laboratories. These consist of
launch inputs representing GE-Burroughs
Atlas Guidance Computer outputs and position,
velocity vectors which are used to calculate
IP 709 outputs. From these two sets of inputs
Shred produces images that reflect what would
be in the Goddard or Bermuda computers at
the time of an input interrupt. The different
images are: GE-Burroughs, IP 709, and
High-Speed raw radar for Goddard each with
its 72 bit telemetry message; low-speed TTY
Verlort or FPS-16 radar inputs for Goddard;
high-speed Verlort and FPS-16 radar for
Bermuda; and Bermuda's 64 bit telemetry
message.

Shred has three methods for introducing
variations into the true input values. Each
routine is independent of the other and while
none individually are in any sense sophisti-
cated in combination they have proven to be
quite satisfactory. One routine is used to
introduce random errors which simulate the
general radar noise. The second routine
forces certain bits in the message to always
be one's. We call these errors pathological
errors and ostensible represent frozen
encoders. The third type of error routine is
for transmission error simulation.

Random errors are added to measurements
according to an input standard deviation and
anormal distribution. Sixteen different
standard deviations are allowed for each run.
A code associated with the input vector de-
termines which sigma is to be used in the
particular case.

So called pathological errors are bit pat-
terns which are used to turn on the matching
one bits in the true value. Again, 16 patterns
are provided with the desired pattern specified
by a code associated with the input vector.
Pathological errors put a varying positive
bias into the readings.

Transmission errors are simulated by
either altering, dropping, or adding a com-
puter word in the input message. A probabil-
ity of error is associated with each word of
output and if a calculated random number
(from a rectangular distribution) is less than
the probability of error, an error is applied.
The form of the error is determined by a
similar technique using three conditional
probabilities. Each routine can have a dif-
ferent transmission error table and within
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one table three different probabilities of error
are provided. The probability to be used is
determined by a code associated with the input
vector,

A constant error, that is, a bias error, is
simulated by adding the desired amount of
bias during the calibrating.

When writing Shred a primary assumption
was made that, no matter how vehemently and
dogmatically stated, all message formats and
parameter units would change. Thus, the pro-
gram was written to be modified and great
use was made of tables, input parameters
and switches., This turned out very well for
sure enough there is not one output produced
by Shred that has not changed at least once
and some several times. Units have changed,
sampling rates have changed, ranges of values
have changed, telemetry bits have changed,
message lengths have changed, subchannels
to be used have changed. However, since this
was expected, measures were taken to live
with the situation.

A typical example of programmed flexibil-
ity is the unit conversion routine for radars.
There are only twotypes of radars presently
used and Shred's input vectors represent the
radar readings although in different units,
thus all that is required to convert a reading
"r" to Y'R" iS:

if A,thenR=r X X,
if B,then R=r x Xg.

However, since it is always possible a differ-
ent radar type might be suddenly installed or
biased conversions required, the following
scheme was used. A table containing the X
and a constant for each radar parameter was
set up for each type of radar. A second table
of addresses referencing one of the conver-
sion factors table was set up using station
number (a unique radar site identification)
as an argument to define which of the con-
version factors table to be used. Thus add a
new radar type—make a new conversion table
and add its location in the control table;
change units of input—change the conversion
table; if "biased" readings are required—
make the constants non-zero. The tables
have been modified several times in the past
year and will be modified again but the basic
calculating routine will not be touched.
Shred will of course produce quite varied
runs. Itisof interestto note that most errors
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are applied at random thus a specific error
for one observation is not a normal type of
operation (it can be done with bias or with
pathological errors). This was done primarily
to discourage people from concentrating too
much looking for certain oddball cases where
the effect is essentially known anyway, and
to encourage testing with general error levels.
The feeling here is that the unexpected and
potentially disastrous type or combination of
errors could best be discovered by using a
monte carlo technique as opposed to a pre-
conceived set of errors.

On the whole this approach appears to
have been successful. Many errors have
been found and we apparently now have a
solid working system. Of course, no pro-
gram is ever fully debugged, however, our
confidence in the system is very high. Even
though we had good success using perturbed
inputs, some of the most interesting bugs,
however, showed up using error free data.
One worthy note occurred in editing. Exten-
sive use is made of statistical editing
throughout the system, however, the original
coding failed to protect against zero or very
small standard deviations thus perfect inputs
turned out to be unacceptable. The coding
has now been changed So that no matter how
good the inputs the system will run but the
lesson that both upper and lower limits of
tests need to be covered was once again
delivered.

In all, there are roughly 25 functioning
tables, forty some subroutines, one main
and three submain chains in Shred. Detail
flow diagrams are maintained for the whole
program. The net effect is a very flexible
program, readily modified, but also one that
requires a good deal of esorteric skill to
operate.

The output from Shred can take several
forms. For the powered flight portion of the
trajectory an unsorted high speed data tape
is produced. This represents the data which
is received from Cape Canaveral. For the
orbit and re-entry positions of the trajectory
an unsorted low speed data tape is produced.
This represents the teletype data normally
received from the remote sites.

For the majority of simulated runs the
high speed and low speed data must be sorted
and merged. For this purpose the Sort and
Merge programs were written. The final
output from these programs is the input to
SIC which will be described next.
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Simulated Input/Output Control Program (SIC)

This section of the paper describes the
simulation techniques used to debug and to
analyze the real-time Project Mercury
Goddard IBM 7090 computer and the Bermuda
IBM 709 computer programs. This simula-
tion package is usedonly with local computing
equipment and is not used to test the commu-
nication lines or the training of flight control
personnel. It has the obvious advantage of
being self-contained thus requiring no time
consuming coordination with other sites. In
addition, it has the features of being able to
maintain proper timing constraints while also
permitting the suspension of time to allow
debug macros suchas ""core'" to be performed.

SIC shares the computer with the opera-
tional programs. (Figure 3) Its function is

to feed inputs at the proper times to the op-
erational program and to simulate all of the
controls associated with real-time inputs and
outputs. To do this SIC must have a means
of keeping time—at present a one millisec-
ond pulse is produced by the Data Com-
munications Channel (DCC) causing a trap to
SIC. Each time SIC gets control via its
clock it adds afinite increment to its present
estimate of time. Then based upon the new
time SIC does the following: searches its
input for messages that should now go to the
operational program input region, tests for
traps that require simulation, logs output or
actually sends out output if desired, and
adjusts itself to allow the operational pro-
gram another cycle. These SIC functions
plus the following are described in detail
below:
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a) SIC Input

b) SIC's Clock

¢) Trap Simulation

d) DCC Control Simulation

e) Debug Macros

The input to SIC is on a magnetic tape and
is sequenced by time of arrival. Eachlogical
record of input represents information that
would be found in an input region after an
input trap. Two times are associated with
each input; first is the time the record should
start to enter the input area (called TA, for
"Time of Arrival"), and the second is the
time the interrupt should be given (TT for
"Time of Trap'"). In addition, each record
also has a controlword which gives the num-
ber of words and the DCC subchannel of the
ostensible transmission. All times are ref-
erenced to launch, thus a zero TA is for the
launch vehicle still on the pad.

SIC's clock maintains a descrete estimate
of continuous real-time by updating itself by
a constant t after each trap.

To initiate the trapsthe DCC's we use have
a simulation switch which when "'on'' transmits
a pulse every millisecond which under pro-
gram control can be used to cause a trap.
Prior to getting a DCC a special device was
attached to aDSU of the 709 which could cause
traps at variable intervals the smallest being
5 milliseconds.

In using the clock there are two variables;
the actual number of machine cycles between
traps and the value of t assignedto represent
the interval. Assigning t a value greater than
the actual time betweenpulses in effect simu-
lates a computer that has less computing
speed than the one being used as the total
number of machine cycles in a simulatedtime
period would be less than the number in a
real period and visa versa. This is a very
useful feature. It permits simulation of Ber-
muda's 709 and Goddard's 7090 and Goddard's
7090 on the Space Center's 709. It also has
been used to test the capacity of the system
by increasing t until failures occurred.
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It should be noted by anyone planning to
use a SIC type program that the smaller the
interval between traps the more accurate the
simulation of real-time, however, since
smaller increments require more passes
through SIC the longer the simulation run
will take.

In our version of SIC it was desirable to
start runs not necessarily at the beginning of
the input tape and also to vary the value as-
signed to t. To do this, the time to start the
run and the value assigned to t are put in the
storage entry keys at the start of a run. The
option to change the t during a run has been
added to some versions of SIC.

There are two returns from SIC when it is
entered by a clock trap. If no input/output
traps require simulation, the return is to the
point in the operational program from whence
the clock trap occurred, however, if a trapis
required, it is simulated as having occurred

at the same point in the operational program
as the clock trap to SIC.

SIC has an interrupt table which deter-
mines whether a trap is required. This table
has an entry for each subchannel of DCC
(only DCCtraps are simulated in this version
of SIC) and the value of the entry is the time
for the next trap. If no traps are set up the
value is set to the maximum. Inputtraps are
set up in the table from the time of trap asso-
ciated with each input record. Output traps
are set up when the instruction to produce
output is simulated (this is discussed later).
The interrupt table is interrogatedwith every
trap to SIC and if a time is found that is less
than or equal to the present estimate of time
(and the DCC is enabled and not inhibited and
the subchannel activated) a trap is simulated
and the time to trap for that subchannel set
to the maximum. Only one trap can be simu-
latedat atime (same as in the real case) thus
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if one trapis found, the rest of the table is not
interrogated. If more traps are waiting they
willoccur only after the operational program
has processed the first one and enabled the
computer. If SIC does not do this in time, the
next message will be in the input region. With
present versions of SIC this fact is not noted
(as indeed, it would not be noted in the real-
time case), however, in the generalized ver-
sion shownin the flow diagrams a path is pro-
vided for special operations if this happens.
There are three instructions that control
the trap features of the DCC device. The in-
structions and their functions are:

1. ENB A, T = Enable per contents of A, T.
This allows traps to occur
over the I/O channels of the
709(0) specified by the
mask in A, T. The DCC is
considered one of the I/0
channels of the 709(0)
computer.

2. PSLF B, T = Allows inputs or outputs

3. RCT

(depending upon the DCC
subchannel) to occur and
permits the DCC to trap
if it isenabled. The mask
in B, T contains a bit for
each of the 32 subchan-
nels. Ifthe bit in position
i is 1, subchannel i is ac-
tivated, if zero, deacti-
vated. Notrapscan occur
unless the DCC itself is
enabled and the subchan-
nel activated.

Restore channel trap—
this restores the trap
conditions to what they
were prior to the lasttrap.
The instruction, by itself,
does not refer to a new
enabling mask.
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When simulating, these instructions are
not obeyed directly., To avoid confusion in
going from the simulated to the unsimulated
case, the operational program has in place
of the actual trap control instruction an
execute XEC A, T—where A, T referstoa
table. If simulating, the table contains a store
location and trap, STR B, T, C while in the
real case the table contains the ENB, PSLF,
or RCT. The STR gives control to the sec-
tion of SIC used for simulating the trap con-
trolling instructions, the B, T locates the
ENB, or PSLF mask and the "C'" is a code
used to define which of the three instructions
is wanted.

Since entry to this section of the program
is arbitrary with respect to SIC's clock the
return is the same way. Thus, for timing
purposes the maximum gain or loss of com-
puting capacity is less than one time interval
with the sum of the gain and loss "expected”
to be zero.

If reenabling (ENB or RCT) after a trap
it is possible a second trap could occur im-
mediately. Thus, if the DCC was inhibited
at the time the instruction is given, a search
of the interrupt table is needed. In the flow
charts for the generalized version this is
accomplished by letting the next SIC trap
occur almost if not immediately after the
return from this section of SIC. In older
versions, a trnasfer directly to the clock up-
dating, trap searching part of SIC was made.
Inthe older versions the net effect is to steal
a part of a cycle from the operational pro-
gram, however, in the general case, one-half
cycle is added sothat again the expected gain
or loss is zero.

Since SIC is maintaining the estimate of
time it is possible to ""suspend'’ normal cal-
culations by stopping SIC's clock and during
this period perform whatever debugging oper-
ations suchas "cores' or "dumps' as desired
then restart the program at the point of
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suspension. This is accomplished by two SIC
routines which stop and restart the clock.
Two macros were made for the calling se-
quences and these are used to sandwich all
debug sequences in the operational program.
This feature is one of the most powerful and
well used tools for debugging. Routines are
presently being written which will make SIC
input from log tapes of actual runs so that it
will be possible to replay actual shots and
make use of this feature.

Real-Time Simulation

The simulation up to this pointhasbeen in
aquasi-real-time environment which has only
involved the Project Mercury computers. The
next logical step is to now use a simulation
system which does in fact operate in real-
time and includes varying amounts of equip-
ment in the data link. The output displays
being part of this data link may then be driven
by the computers to test the real-time output
capabilities and to serve as a training exer-
cise for the flight controller personnel at
Cape Canaveral.

For the launch portion of the real-time
simulation a special tape drive known as the
B-Simulator has been developed (Figure 4).
This drive which is located at Cape Canaveral
uses magnetic tapes generated at Goddard as
the data source. The data from the B-Simu-
lator is played over the transmission lines to
the data receivers at Goddard and then into
the DCC's attached to the computers.

The B-Simulator tapes are specially pre-
pared by a program which uses as inputs a
sorted, high-speed data tape produced by
Shred and Sort, the Atlas-Guidance Computer
cards and a set of flight flag cards. This data
is read into the IBM 7090 computer and writ-
ten on tape at a density of 200 bits per inch,
Each data source is written on a separate
track, serially down the tape. A data bit is
represented on the tape by two bits. These
bits are six bit positions apart, so that when
the tape is read on the B-Simulator at 60
inches per second these bits will cause a
pulse duration of one-half millisecond. This
pulse is the data form which is transmitted
to Goddard as the simulation data.

An interesting problem presented by the
generation of B-Simulator tapes was that
since they run in real-time they may not have
any data gaps. To prevent data gaps the full
length is written as one continuous record.

This is done by starting the tape and then
having the computer prepare the data faster
then it can be written. Four data blocks are
used and while one is being written another
is being filled. The block being prepared is
always two ahead of the block being written,
and theseblocks are rotated as each succes-
sive block is completed.

The data used in a B-Simulator run can be
identical with that used in a SIC run. If it is
the same data then the results should be the
same. This is not always the case, however,
since now we have added to the system the
errors caused by the transmission lines and
the datareceivers. The number and magnitude
of these errors are of great interest since we
can get atrue feel for what to expect on a live
launch. With this information, modification
can be made to the operational programs so
that errors of this nature will not prevent the
proper functioning of the computing system.

A system similar to and using the B-Sim-
ulator was alsodeveloped for real-time test-
ing of the Bermuda computer system (Fig-
ure 5). In this system a Bermuda SIC input
tape is read into the IBM 7090 and a tape
similar to the Goddard B-Simulator tape is
produced. This tape, however, only has data
representing the two Bermuda radars. This
tape is then transported to Cape Canaveral
and played on the B-Simulator. However,
instead of the data being transmitted to
Goddard it is rerecorded on another tape
drive known as the A-Simulator (Figure 5).
The A-Simulator tape is recorded in the same
format as datareceived by the Bermudaradar
datareceivers. The A-Simulator tape is then
sent to Bermuda where it is played at the data
receivers so that real data appears to be on
the lines. This data may then be presented
to the Bermuda Computer for real-time sim-
ulation runs.

The objective of a Mercury flight is to
orbit the spacecraft and return it to earth.
The real-time simulation must therefore con-
sist of orbital and re-entry data as well as
launch data. The orbit and re-entry data nor-
mally arrives at the computer via teletype
lines from the remote sites around the world.
To simulate the teletype data a special pro-
gram was written for the CDC 160 computer
which reads an unsorted, low-speed Shred
output tape and punches teletype paper tapes.
Each paper tape represents the data that is
received from a given site for a given pass
over the site. The paper tapes are then
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transportedto the remote sites and on proper
time cue are transmitted in sequence over
the teletype lines to the computers. The data
then appears in the computer as actual tele-
type transmissions with the effect of equip-
ment failures applied. Since this orbital and
re-entry data was generated from a Shred
output tape, it also may be identical to that
used in a SIC run. And the different results
between the two runs may be analyzed to
determine the effect of the equipment upon
the final computer outputs.

A veryimportant feature of this real-time
simulation system is its use as a training
tool. There are many people who, during an
actual mission, will have to make quick deci-
sions based upon the computed output data.
These decisions affect the safety of the astro-
naut and must, therefore, be based upon long
experience with the system. To supply this
experience many simulated runs are made
with many different sets of data. These runs
present to the flight controllers all the situ-
ations whichthey might see during a mission.
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In this way they know what to expect and learn
what actions should be taken. These runscan
be made over and over again without the use
of missiles so that expensive errors can be
avoided and erroneous decisions corrected.

Simulation runs consisting of a complete
three-orbit mission have been made. The
high-speed launch data was supplied by the
B-Simulator, and the low-speed orbit and re-
entry data was supplied by paper tapes from

sites around the world. The complete mission
takes almost 5 hours. During thattime, all the
remote sites were using their equipment and
all the displays at Cape Canaveral, which are
driven by the computer, were in operation.
The flight controllers performed their tasks
as did all the communications personnel in-
volved. The only difference between this test
and an actual Mercury flight was that a launch
vehicle/spacecraft never left the launch pad.
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I. Introduction to LMSS

The LMSSis an integral part of the World-
Wide Tracking and Ground Instrumentation
Network. Logically, the world-wide network
consists of:

1. An array of radar and telemetry sta-
tions, strategically located geographi-
cally, to track and report successively
on the Mercury spacecraft position
during Orbit and Re-entry.

2. A smaller, more localized, complex of
radar and telemetry stations to moni-
tor and report the launch trajectory
achieved by the spacecraft missile
assembly.

3. Several computational subsystems to
process the reports obtained via 1 and
2 above,

4. A world-wide communications network
to tie 1, 2, and 3 together, both on a
teletypewriter data flow and narrative
voice basis.

Anidea of the magnitude of this effort may
be obtained by reference to Figure 1. From
this figure, and from the rest to follow, it
becomes obvious that the NASA-Goddard
Space Flight Center is the hub of this com-
munications networks. However, it must be
pointed out that the decision-making functions
of the Mercury flights are located at the Mer-
cury Control Center.

The portion of this overall complex that
represents the Launch Monitor Sybsystem is
shown in Figures 2 and 3.

Figure 2 emphasizes the Systems aspect
of the LMSS while Figure 3 broadly
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exemplifies the functional aspects at each
location included therein from an equipment
standpoint.

The purpose of this paper is to briefly
present the functional and data flow aspects
with as little operational programming detail
as possible to enable a coherent understand-
ing of the LMSS.

II. Launch to Insertion

During this portion of the flight, several
hi-speed dataflow paths are established from
various sources in the Atlantic Missile Range
(AMR) to and from the Goddard Space Flight
Center (GSFC), including those for the purpose
of local displays at GSFC. The return path
of hi-speed data flow from GSFC to the Mer-
cury Control Center (MCC) contains computed
quantities to drive the displays and plotboards
at MCC as required for decision-making
purposes.

A. Broadly, these simultaneous data flow
paths are: (Figure 2 and 3)

1. a. The output of the Atlas Guidance
Computing System, interleaved
withtelemetry and discrete event
information to the GSFC for proc-
essing and subsequent output back
to the MCC plotboards, digital
displays, wall map, and Data
Quality Monitoring equipment.

b. Selected outputs from the Atlas
Guidance Computing System to be
sent directly to certain of the dis-
plays and plotboards at the MCC,
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AND COMMUNICATIONS NETWORK

Figure

2. a. The output of the Impact Predic-
tor (IP) Computing System inter-
leaved with telemetry and dis-
crete event information to the
GSFC for processing and subse-
quent output back to the MCC
plotboards, digital displays, wall
map, and Data Quality Monitoring
equipment.

The raw radar tracking informa-
tion from the AMR sites may be
processed in lieu of the IP output
over the same hi-speed circuits
to GSFC and thence as before,
computed for display quantities
for transmission back to the Mer-
cury Control Center.

To accomplish the above, during the Launch
phase, unique and special configurations of
equipment are required-—operating at rela-
tively high speed and in real-time. Special

LAND LINE AND/OR SUBMARINE CABLE,TTY
-- RADIO LINK,TTY
HIGH SPEED DATA LINK

1

consideration was given to the reliability of
the LMSS which resulted in a duplexed sys-
tem configuration and redundant equipment
as well as back up data sources.

B. Detailed Data Flow and Functional As-
pects of Equipment (Figure 4)

As indicated in A.l.a and A.2.a, source
information from each of two separate com-
puting systems is combined with common
telemetry (T/E) and discrete event informa-
tion and sent to GSFC for processing.

The T/E buffer processes Binary Coded
Decimal clock information (Spacecraft
Elapsed Time and Retrofire mechanism set-
ting) plus discrete event information (Liftoff
through Retro rockets fired) cyclically each
74 milliseconds in a serial mode to the Atlas
Guidance and IP Buffers respectively. In
addition, the parallel 24 bit output of the Atlas
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Guidance Computer and the parallel 36 bit
output of the IP Computer are transferred in
microseconds to their respective buffers. At
each of these two buffers, serial message
units are arranged as outputs. These consist
of successive Position and Velocity Vectors
describing the trajectory, plus discrete T/E
information indicating the phase of the mis-
sion and whether certain other events such
as BECO, SECO, etc. have occurred. The
T/E portion also contains the CET and Retro-
fire mechanism settings. These buffers are
independent of each other and operate in a
shuttle mode. That is, while the T/E portion
of a message is being transmitted towards
GSFC, the high speed transfer of data from
the respective Computing Complex is being
effected. Subsequently, while the Trajectory
portion of the data is being transmitted, the
T/E data is being stored for retransmission.
Duplexed output transmission is accomplished
at the rate of 1000bits per second from each
buffer by transmitters over 3KC (nominal)
voice circuits to GSFC.

For the Atlas Guidance Buffer a complete
message consists of 384 bits composed of
two 192 bit subframes. Because the sub-
frames contain different information and con-
sequently must be processed differently at
GSFC, each subframe is identified. The
nominal rate for repeating the complete mes-
sage frame is once each 500 milliseconds.
In addition, the Atlas Guidance Buffer proc-
esses information serially at a 1000 bits per
second rate to a receiver and associated 128
bit receiving register located in the MCC.
This process is repeated each 500 millisec-
onds. The inputs to this unit are converted
into parallel DC levels and presented by func-
tional grouping to the Switch Unit for further
distribution to the Digital-to-Analog Con-
verters (D/A's) associated with Plotboards I,
ITI, III, and the Flight Dynamic Officer's Con-
sole (FDO). As will be discussed in more
detail later, the Switch Unit routes sources
of databeing fed to the various display facili-
ties at the MCC under remote switch control
of the Data Quality Monitor Console. Several
factors havebeen utilized to insure reliability
of data transmission. These are: the use of
check sums associated with the Atlas Guid-
ance and IP Computer data, the use of parity
bits in the T/E data format, plus redundancy
of bit positions for certain critical discrete
events. In addition, the duplexing and sepa-
rate geographical routing of hi-speed

transmitting lines between Cape Canaveral
and GSFC in Maryland was accomplished.
Also, comparable messages are time offset,
one from the other, on each of the duplexed
lines to insure that loss of data due to trans-
mission difficulties is minimized., The trans-
mission link from Cape Canaveral to GSFC
is about 1000 miles, which results in an ap-
proximate 10 millisecond delay in transmis-
sion.

The IP Buffer processes information to
GSFC in exactly the same manner as the Atlas
Guidance Buffer, operating on a different time
cycle of about 400 milliseconds, using the
same safeguards as above with respect to
reliability. In addition, however, there is the
possibility that due to malfunction or loss of
output from the IP Complex, it may be desir-
able to utilize raw radar returnsdirectly. In
this case, during the transient switching time
fromIP Computer output to "'raw radar mes-
sages'' composed of range, azimuth, and ele-
vation, the Buffer output would become 0's
interspersed with 1's at specific locations in
the serial data chain to indicate to the GSFC
computers that faulty data was being received.
The raw radar format and transmission
method is similar to the preceding, with the
added distinction of identifying the radar
source in addition to the data subframe.

All high speed information arriving at
GSFC (refer to Figure 5) enters a two distinct
and complete duplexed IBM 7090 computing
systems. The specific entry is accomplished
via individual hi-speed receivers operating
from each of the 4 hi-speed lines into the
duplexed real-time input-output units called
Data Communications Channels (IBM 7281-
DCC's). The function of the hi-speed receiver
is to convert the serial data transmission
into parallel digital impulses, at the same
time resynchronizing the data to eliminate
the time shift and converting the data into
appropriate parallel 16 bit words for presen-
tation to the two hi-speed input subchannels
within the DCC. These 16 bit words are com-
posed of two 8 bit groups representing a
duplexed output from each of the two buffers
located at Cape Canaveral. In the event that
one 8 bit group does not arrive, within cer-
tain tolerances, concurrent with the other 8
bit group, logic circuitry enables the leading
receiver to transfer its 8 bit group into the
computer and inhibit the other.

The DCC enables its respective IBM 7090
Computing System to accept asynchronous
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datain real-time via independent subchannels
from a diverse number of sources. These
subchannels are designed to accommodate
arbitrary message formats and store real-
time received data in assignedsections of the
Computer's memory with minimal interfer-
ence to the operating program. Associated
with each of the GSFC DCC's are the follow-
ing inputs: 2 hi-speed 16 bit parallel input
subchannels; 16 subchannels, of a 5 bit
parallel low speed input subchannelfor oper-
ation with the remote sites viateletype (TTY)
link; and one 5 bit parallel low speed sub-
channel for local TTY paper tape entry.

The clock subchannels make available: a
one minute interrupt, a half second program
interrupt, a binary counter continuously in-
cremented at 8.33 milliseconds intervals,
and an interval timer binary counter operat-
ing at the same increments. In addition, the
DCC has certain output capabilities as follows:
three 5 bit parallel output subchannels having
the ability to address individually each of 8
terminal TTY output devices for processing
slow speed acquisition messages via the
world-wide communications network to the
remote radar and telemetry tracking stations;
2 serial output hi-speed subchannels to pres-
ent, at 1000 bits per second, display data to
the MCC; one sense output subchannel under
program control, locally and to operate indi-
cator lights which denote certain status
information.

The Mercury operational program, as dis-
cussed in detail elsewhere in this volume,
processes the hi-speed launch data utilizing
either the Atlas Guidance, IP Computer Com-
plex or Raw Radar as its prime source. In
any case, local as well as MCC data is com-
puted and made available. The outputs of the
duplexed computer complexes are continu-
ously monitored by means of the Output Status
Console, local Plotboards, and on-line Print-
outs. Inasmuch as it is not the purpose of
this paper todiscuss the programming aspects
of the Mercury system, we shall confine our-
selvesto generalities as to what is displayed
and where.

Output Status Console

This console provides a set of indicators
permitting the Console operator to judge the
progress of each computer's output. The
console also contains the necessary controls
to permit selection of the computer output

desired via the output Switch Unit. In addi-
tion, the OQutput Status Console contains relay
switching to effect functional interchange of
the local Plotboards and their associated
D/A's.

Plotboards

There are two X-Y plotters at GSFC, each
driven by a D/A converter. Information
plotted during launch consists of the Flight
Path Angle versus Velocity Ratio and during
orbit, longitude versus latitude of present
position. A monitoring person stationed at
each observes the plotted values to form a
judgment of computer output quality. Each
monitor reports his observations to the Out-
put Status Console Operator.

Each duplexed 7090 operates upon all input
data so that in the event of malfunction of one
portion of a computer complex, the other can
be switchedunder control of the Output Status
Console Monitor to provide all output data.

Function plots of Flight Path Angle versus
Velocity Ratio leave either computer via one
of the hi-speed output subchannels of the DCC
(in serial fashion) and are converted to analog
signals by the respective D/A converter for
presentation to its associated Plotboard. The
other hi-speedoutput subchannel is process-
ing digital information serially at high speed
to the common input of the 4 Data Transmit-
ters. A complete message consisting of Odd
and Even frames of data (408 bits per frame)
is transmitted at the rate of 1000 bits per
second, each second during Launch and each
two seconds during Abort, five times a minute
during Orbit and ten times a minute during
Re-entry. This information is transmitted
over four special equalized, separately
routed, telephone circuits to Cape Canaveral.
The data on each of the 4 lines is identical
although deliberately offset in time. It should
be noted also that the format for all messages
sent from GSFC is constant for all phases of
the mission, the only difference being the
repetition rate and the contents, whose vari-
ation can be explained by the fact that certain
information is useful in one flight Phase, but
not another.

All data from GSFC is received in the data
selection room, MCC at Cape Canaveral
(refer to Figure 4). Each of the four Data
Receivers at the MCC is connected to one of
these lines. The receivers remove the time
differentials and convert the transmitted data
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into d-c lev@ls suitable for the operation of
the digital equipment and displays. The out-
put of three of the receivers is connected to
duplexed comparator and receiving register
units. The comparator unit dynamically com-
pares the bits of the three receivers (bit by
bit) and accepts as valid any two that agree.
The validated bits are then converted from
serial to parallel form, suitable for distribu-
tion by the switching system to the proper
displays. A secondary function of the com-
parator is to make a comparison of the vali-
dated bit with eachreceiver output (bit by bit)
pulsing a meter associated with each receiver
when a discrepancy is noted and, in addition,
actuating an alarm whenever the error rates
exceed a specified level. (It should be noted
thatany 3 of the 4 data receivers are readily
selected for operational use.)

The Receiving Register contains 408 bits
for conversion purposes and has a storage
register capacity of 579 bits to store the out-
put for alternate frames of data.

The Switch Unit is the device, under con-
trol of the Data Quality Monitor (DQM) and
Console that routes information to the proper
displays and plotboards during different
phases of the flight. It should be noted, how-
ever, that certain displays and plotboardsare
unaffected by switch action. Specifically this
unit:

a. Accepts the duplexed outputs of the
Comparator-Receiving Registers and
under switch control from the DQM
console, selects one set of outputs to
feed all digital displays, the D/A con-
verters for the wall map display, Plot-
board IV, and the DQM, as well as the
relays which select the Atlas Guidance
Computer source via GSFC or the IP
Computer source via GSFC for Plot-
boards I, II and III.

b. Selects under switch control from the
DQM, Atlas Guidance or GSFC Com-
puter source datatofeed the GO-NO GO
recommendation indicator on the FDO
console and the D/A converters for
Plotboards I and II.

c. Selects under switch control from the
DQM console, Atlas Guidance or GSFC
Computer data tofeedthe D/A converter
for Plotboard III.

Inasmuch as the DQM and Console plays
an important part in the selection of data
sources during different phases of the flight,
it behooves us to take a quick look at its

functions and capabilities. As we have seen,
certain of the data displayed at MCC during
the launch phase may be produced by several
alternate means: The Atlas Guidance Com-
puter; the GSFC Computer with Atlas Guid-
ance data, IP Computer data, or raw radar
data as source. The Data Selection Super-
visor determines which of these means will
be used to present the data displayed. The
DQM assists him by enabling rapid visual
comparison of two variable quantities as
produced from each of the sources. These
variable quantities are the deviation from the
velocity ratio and the deviation of the flight
path angle from nominal values. These quan-
tities are displayed on the strip chart asso-
ciated with the DQM and updated each 1/2
second. The DQM console is an adjunct to
the DQM and is used for monitoring certain
display quality indications as wellas provid-
ing the specific switch action for sourcedata
selection by the Data Selection Supervisor.
Briefly, 4 data quality signals are displayed
indicating reliability of data generated by the
Atlas Guidance Computer. In addition, four
status signals indicate sources of data cur-
rently being transmitted to other displays
throughout the MCC. Also, of course, the
necessary control signals must be developed
to accomplish the switching function pre-
viously outlined.

Specifically, the Atlas Guidance Computer
output is functioning as follows when indica-
tors are lighted:

Ist indicator - Computer integrating rates
of change to obtain range,
azimuth and elevation.

2nd indicator - Computer differentiating
range, azimuth and eleva-
tion to obtain rates of
change.

3rdindicator - Computer differentiating
track datato obtain lateral
rates only.

4th indicator - Computer is not receiving
sufficient data to generate
guidance commands.

The switch control on the DQM console, in
addition to determining data sources as pre-
viously discussed, also initiates signals to
the GSFC computers as follows:

A signal is sent back via the T/E trans-
mitting buffer indicating whether the GSFC
computers are to use Atlas Guidance or IP
Computer data asthe prime source for deriv-
ing display quantities.
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A signal is used to indicate to the GSFC
computers via the T/E transmitting buffer
what flight phase the mission has achieved.

Assuming that the proper switching has
taken place, the following ground rules as
outlined in Figure 7 are observed with respect
to data sources and the various digital dis-
plays and plotboards.

All Digital Displays at the MCC as follows,
although not considered specifically a part of
the LMSS, are driven by the GSFC Computing
Complex:

Flight Dynamics Officers Console (FDO),
Retrofire Controllers Console, Recovery
Status Monitor Console, Wall Digital Dis-
play, Wall Map, and Capsule Communica-
tions Console.

The Launch Vehicle Telemetry Monitor
displays BECO (Booster Engine Cutoff) and
SECO (Sustainer Engine Cutoff) as received
directly from Booster Telemetry.

III. Insertion to Orbit and Re-Entry

During the period following insertion,
radar data will be received at GSFC via TTY
transmissions from Bermuda, Grand Canary,
Muchea, Woomera, Hawaii, Point Arguello,
White Sands, Eglin, Guaymas, and Corpus
Christi, and telemetry data will be received
fromall these sites and from Kano, Zanzibar,
Canton Island, Atlantic Ship and Indian Ocean
Ship. Although all the above stations and in-
formation to GSFC Computing Complex, only
the 709 Computer Complex at Bermuda and
associated data flow are considered part of
the LMSS. In the following paragraphs this
complex and its communication with GSFC
will be briefly discussed:

A. Bermuda Computing and Data Flow
Complex (Refer to Figure 6)

The Bermuda Mercury station is a combi-
nation Radar, Telemetry, Control Center and
Computing Site. The Bermuda station is
strategically located relative to the orbital
insertion point during a mission and should
have excellent radar and command control.
Consequently, this site is able and has re-
sponsibility to make a final GO-NO GO deci-
sion as an operational backup for the function
of the MCC at Cape Canaveral.

At Bermuda, Radar data is acquired via
two precision radars, an FPS-16 (C Band)
and a Verlort (S band). An anolog to digital

converter, associated with each radar, pro-
duces Range, Azimuth, and Elevation informa-
tion in parallel binary form from the Verlort,
and serial binary form from the FPS-16.
Digital to TTY converters and transmitting
equipment place the data in the appropriate
format for transmission to GSFC. A choice
of prime sources is made (FPS-16 or Verlort)
by the Ground Communication Coordinator at
Bermuda. Normally, the Verlort would ac-
quirethe spacecraft first and be so selected.
However, due to its greater accuracy, as soon
asthe FPS-16 receives valid data, it becomes
the prime source and will remain so until it
no longer receives valid data, at which point
reversion will be made back to the Verlort.
In any case, the radar source not selected
has its data stored on paper tape for later
transmission after eachpass. Data selection
(radar source) is handled logically in the same
manner with respect to hi-speed computer
input at Bermuda.

The binary digital data from each of these
radars is presented to a transmitter whose
output is a 1000 bits/second and thence are
received inthe computer complexby hi-speed
receivers which reconvert the serial infor-
mation back to parallel binary digital data
and present it, 8 bits at a time (from each
radar), into a 16 bit hi-speed input subchan-
nel of the DCC at Bermuda. Synchronization
of the bit-by-bit transfer from the individual
hi-speed transmitters is accomplished by
pulsing from an on-site time standard syn-
chronized to WWV. The rateof transfer from
the radarstothe DCC is 10 frames per second.

The DCC at Bermuda is similar to those
at GSFC. The major difference consists of a
T/E Buffer input subchannel which accepts
data in 8 bit parallel words at the rate of one
word per sequence scan under program con-
trol. As at GSFC, there is one paper tape
input and three subchannels for real-time
reference. Three subchannels have been
allocated to handle output data, including a
Sense Output Subchannel furnishingdata to an
Output Status Console,a TTY output subchan-
nel which sends data to a TTY distributor,
and a hi-speed output subchannel for sending
data to a receiving register, which in turn,
operates into a D/A converter and thence to
a plotboard. Additionally this receiving reg-
ister provides for a parallel readout to the
Control Center Digital Displays.

The operational programs for the Bermuda
709 Computer are under controlof a Monitor
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SOURCE DATA

PLOTBOARD #1

Launch

Abort, Orbit & Re-entry

Launch-Velocity ratio versus Flight
Path Angle

Abort-Velocity versus height above
spherical earth

Orbit & Re-entry-same as abort

Atlas Guidance Complex
or

GSFC Complex

a. Atlas Guidance Source

b. Impact Predictor Source

¢. Raw Radar

GSFC Complex

PLOTBOARD #2

Launch-Horiz. distance versus
height above oblate earth

Abort-Horiz. distance versus Flight
Path Angle deviation

Re-entry-Elapsed time versus
height

Orbit-Elapsed time versus height
(spherical earth)

Atlas Guidance Complex
or

GSFC Complex

a. Atlas Guidance Source

b. Impact Predictor Source

¢. Raw Radar

GSFC Complex

PLOTBOARD #3

Launch-Elapsed time versus veloc-
ity, Time to go versus velocity
deviation
Elapsed time versus accelera-
tion (T/M) Time to go versus
height of insertion

Orbit-Elapsed time versus perigee
of longitude
Elapsed time versus orbit eccen-
tricity

Atlas Guidance Complex

GSFC Complex

PLOTBOARD #4

Launch-Longitude versus Latitude
(impact point)
Longitude versus Latitude for IP
of retrofire in 30 seconds
Longitude versus Latitude for IP
of retrofire using maximum delay
Abort-Longitude versus Latitude
(impact point)
Longitude versus Latitude
(present position)
Orbit-Longitude versus Latitude for
IP of retrofire in 30 sec.
Longitude versus Latitude (pres-
ent position)
Re-entry-Longitude versus Latitude
(impact point)
Longitude versus Latitude (pres-
ent position)

Atlas Guidance Complex
or
GSFC Complex
a. Atlas Guidance Source
b. Impact Predictor
Source
c¢. Raw Radar

GSFC Complex

IP = impact point
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Program which was written specifically for
Bermuda's role in the Mercury mission. By
sampling the information provided via the
Telemetry input subchannel, the Monitor Pro-
gram follows the status of the mission, con-
trols Input and Output data processing and by
flight progress status temporarily transfers
control to the proper subroutine for necessary
computations. Prior to SECO + 10 seconds,
the computer uses a modified least squares
method for curve fitting for output to local
displays. After this time, a short arc deter-
mination is utilized until the spacecraft is
outof range. By means of the hi-speed output
subchannel, the following display quantities
are provided locally:

Bermuda Plotboard (Control Center)

Launch Velocity ratio versus Flight Path

Angle
Longitude versus Latitude (im-

pact point-immediate retro-

fire)
Abort Longitude versus Latitude (im-
(after pact point)
retrofire) Longitude versus Latitude (pres-
ent position)

Digital Displays on the Bermuda Flight
Dynamics Officers Console are: altitude
above oblate earth, flight path angle, time to
retrofire, Velocity ratio, ICTRC-incremental
changeto achieve proper retrofire (Computer

recommended), GMTRC-GMT for retrofire
computed, ECTRC-Elapsed capsule time for
retrofire-computed, Recovery area, and the
Computed GO-NO GO recommendation.

In addition to the local displays, the
Bermuda Computer sends via its TTY sub-
channel, smoothed composite values of Range,
Azimuth and Elevation to the GSFC Computer
Complex.

All double radar sites operate inthe man-
ner described before in ultimately sending
data to GSFC. Single radar sites begintrans-
mission of data as soon as valid "on track"
contact is made with the capsuleand continue
until such contact is lost. Generally speak-
ing withregard toTTY communication facili-
ties to GSFC,there are at least two separate
geographic routings for transmission relia-
bility. In addition to the raw radar informa-
tion, telemetry summary information is also
transmitted to GSFC where an extract of
particular data relative to the time param-
eters of CET and Retrofire Mechanism setting
is entered to the Computers via the Paper
Tape input subchannel of the DCC.

During orbit, radar acquisition messages
are processed and repeatedly updated prior
to spacecraft arrival into the radar zone of
each succeeding site. These messages, con-
taining radar antenna pointing information
are received at the site by a TTY receiver
and presented to the Radar Acquisition Aid
Operator.



A SIMULATION MODEL FOR DATA SYSTEM ANALYSIS
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SUMMARY

The author asserts that designing a data system to support manage-
ment objectives is, at present, no more than a highly specialized art.
This paper thendevelops the thesisthat data system designers canbring
their profession closer to a predictive science. Only by adapting for
data system analysis purpose analytical tools which make possible
prediction and quantification of data system behavior within the manage-~
ment system structure can this be done.

This paper discusses one such tool,a generalized data system model,
and describes a technique of simulating dynamic system operation with
such a model in order to provide the data system designer insights on
the behavior to expect from the data system as it would operate. Some
ofthe benefits possible through such simulationare explored. The paper
concludes that the major use for the present of this analytical technique
is to test the feasibility of a data system design before acquisition of

actual hardware.

I. Introduction

The mainobject of this paperis to promote
the use of simulation techniques for the anal-
ysis of data systems that have been designed
for management information processing. I
will describe our researchgoals at The RAND
Corporation for the development of an all-
machine data system analysis modeldesigned
for this purpose. Before doing so, I shall
present some views onthe necessity for em-
ploying more objective analytical tools to
improve the quality of data system design,
and indeed, to bring our profession closer to
a science.

A data system designer tries to optimize
the use of data processing techniques and
equipment as tools of a management system.
Accordingly, one must recognize that opti-
mizing the methods and means of information
flow is not the objective of the management
system. Nevertheless, this subject area is
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worthy of serious study because of the great
potential inherent in present and promised
data processing hardware to shape the man-
agement system objectives and, therefore, to
enhance the concepts of management. It is
also a nontrivial fact of life that data proc-
essing elements, e.g., data generators,com-
municationsdevices, computers, are the most
costly segments of the modern, complex man-
agement systems. Thus, it behooves a data
system designer to consider the tradeoffs
between contribution and cost for each data
processing element in any proposed manage-
ment information system.

The technique of system simulation has
proven invaluable for research and system
analyses in many technical fields but has
largely been ignored by data system design-
ers. Yet,every data system design proposed
to management is in the nature of an hypoth-
esis, since we cannot claim to have studied
data systemdesign theory sufficiently to have
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established incontravertable laws in this field.
Even when data system design is expertly
done, present techniques cannot in any quan-
titative way assure the "best" system has
been achieved, or even that a system will
operate as reasonably as can be expected
under the time and dollar constraints imposed
by management. How candata systemdesign-
ers prove the merit of their assertions ifthey
are often based on visionary concepts, hy-
pothetical equipment, or revolutionary depar-
tures from standard procedures? Indeed, in
the light of present disenchantment by some
managements with their data processing sys-
tems, one may ask if data system designers
can prove even the feasibility of their handi-
work.

I contend that data systems canbe modeled
to sufficient detail to allow investigation of
significant data system design parameters,
and that dynamic system operation can be
simulated. Data system performance studied
through simulation can provide insight on sys-
tem behavior long before actual hardware
acquisition. In this way, modification in sys-
tem design can be madebefore it becomestoo
late to make a change. If data systems are
to be adequately analyzed before being castin
hardware, then it would appear that simulation
of system operation is required in order to
weigh properly how well theuncertainties and
the variabilities that usually underlie system
design parameters have been accounted for.
Furthermore, as long as proven analytical
tools are available, data system designers
cannot continue to rely on the ipse dixit ap-
proach for solving their theoretical problems.
Hopefully, our research will determine how
well simulation can improve data system
design.

II. The Data System

Let me first describe the data system we
are considering for representation in our
model. The data system is the set of hard-
ware and human resources plus the proce-
dures defined that either generate, record,
communicate, process, store or report data
and information to prescribed management
system entities in a prescribed form and
format. Figure 1 is a schematic of a gen-
eralized data system, with each of the above
functions symbolized by a particular geomet-
ric shape. It is not necessary for each of
these functions explicitly to occur in the

operation of a data system as, for example,
when data are generated, recorded, and com-
municated simultaneously to the processing
and storage function. For convenience, the
first process is the one represented in the
schematic of Figure 1.

III. The Problem of Data System Design

In general the problem of data system de-
sign is to create a system which optimally
uses the resources selectedto dothe assigned
job. This is not a problem, as stated, except
that constraints exist to limit the freedom of
choice and utilization of candidate resources.
Generally speaking, the major constraints
are limitation in the number of dollars and
the level of skills which can be applied to
effecting the desired solution. Data system
restrictionsalso may beimposed by manage-
ment system objectives. Finally, even if
given thefreedom to create the best data sys-
tem possible, there are the underlying uncer-
tainties in the design parameters with which
we usually deal. (See Figure 2.)

A balanced set of data system elements
would provide an ideal solution to the data
systemdesigner's problem. This means that
each system function is provided just the
correct types and proper mixes of resources
to satisfy each function's requirement for
data manipulation. But isn't it true that the
stochastic nature of data generation, random
equipment failures, and differing data system
responsiveness required by various manage-
ment system sub-functions all mitigate
against achieving the desired balance in the
data system? Thus, to arrive at a data sys-
tem design which approaches abalanced sys-
tem requires study of the system giving due
consideration to the effect of these factors
on the operation of the system.

IV. Structure and Operationof the Data Sys-
tem Model

The structure of the simulation model
proposed in this paper for data system anal-
ysis is simply illustrated in Figure 3. From
this figure it is seen that all the functions of
a data processing system are considered.
Each of these must be implicitly or explicitly
considered in the data system design, and,
therefore, is represented in order that one
can evaluate its effect on total system per-
formanceand its contribution to system costs.
These functions are:
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SCHEMATIC OF A DATA SYSTEM

FUNCTIONS A
DATA GENERATOR

O DATA RECORDING

O COMMUNICATION

PROCESSING AND STORAGE

A REPORTING (

REPORT PRESENTATION

Figure 1. Schematic of a Data System

THE DATA SYSTEM DESIGN PROBLEM

OPTIMIZE RESOURCE USE
O EQUIPMENT
O PERSONNEL

CONSTRAINTS

O RESOURCE LIMITATION
O TOTAL BUDGET |
o SKILL LEVELS AVAILABLE

O MANAGEMENT SYSTEM OBJECTIVES
O UNCERTAIN DESIGN PARAMETERS

Figure 2. The Data System Design Problem
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FUNCTIONS OF A DATA SYSTEM
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GENERATION
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Figure 3., Functions of a Data System

(1) Data generation

(2) Data recording

(3) Communication

(4) Processing and Storage

(5) Reporting

(6) Report Presentation.

Our model is intended to be general enough
for one easily to compare various data sys-
tem proposals for a given management sys-
tem. Before analysis, however, comes design.
Use of our model requires that a management
system be studied in sufficient depth for an
information set to be described and a re-
source allocation made in terms of people
and/or equipment required for eachdata sys-
tem function. Using the same known (or
anticipated) rates of data generation, compu-
tation, information growth that led to the de-
sign of the data system, and the specifications
of the human or hardware resources, each
data processing function is simulated. When
the complete data system cycleis runthrough
the simulation, or when the number of cycles
required for analysis is completed, one can
assess the effectiveness of each data system
segment as part of the whole data processing

system, provided that a severe data system
bottleneck* has not been exposed during the
simulated operation. Costs of a system can
be weighed against management system ef-
fectiveness for eachalternative configuration
of data system design. This is done by re-
‘peating the analysis using alternative data
system design statements. If these alterna-
tives are only in hardware specifications,
these new values aretheonly change required
in model input. If an alternative system
structureis specified asa change in data flow,
the reanalysis is a little more complex.

*When such bottlenecks appear to the analyst
to be merely inthe number or the quantity of
hardware, then(cost constraints allowing) a
solution to the design problem is obvious,
i.e.,getmoreorbetter hardware, This solu-
tion assumes that the policies of system op-
eration either are not responsible for the
bottlenecking, or they cannot be relaxed.

Reanalysis of the system operation would
be required with any new hardware assign-
ment in order to insure that the bunching in
the data flow had not been passed on to the
data system segments which follow.
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Simulation Control

The basic control of all events occurring
in the simulation of systemactivity is geared
to a master clock which counts the passing
intervals of time during the simulation. A
management system may include more than a
single function. Since the significance of
time may vary from one management system
function to another, e.g., 15 minutes for in-
ventory control, one-half day for finance, the
least significant interval (LSI) of all the func-
tions included in the simulation determines
the intervals which the master clock uses in
stepping through time.

The model examinesall data system events
and all equipment simulated, at least implic-
itly, every least significant time interval of
each simulated day's operation. These events
include the types and amounts of data input
to each data system function, either originat-
ing from the function or as a necessary step
to another data system function. Demands
for equipment are converted from the data
input statement, given in terms of message
form, frequency and size,to the basic unit of
measurement, the LSI, using the given

equipment datatransfer rates. For example,
if atape-to-card deviceis not backlogged and
a data workload of less than one LSI of tape-
to-card time is demanded at the beginning of
aninterval,a scheduled job will be considered
completed and no backlog for this equipment
is carried forward to the next time interval.

Simulated Functions

Data Generation. The locations at which
systemdata are generated often represent an
important consideration in the design of an
information flow system. Thus, the manage-
ment functions for which data are gathered
and the system locations at which they origi-
nate are variables in the data system model.
Since in many management systems data
generate at one location for many functions,
such situations shall be anticipated within the
data system model.

The characteristics of generated data that
must bedescribed to the model by the system
designed for each function-location pairing
arethose which the data system designer must
know in order to prescribe a data system
structure. These are listed in Figure 4.

DATA CHARACTERISTICS

O MESSAGE SIZE
— CHARACTERS
=3 UNITS

MESSAGE FORM

O O O O

MESSAGE FREQUENCY

REPORTS REQUIRING MESSAGE DATA
DATA SYSTEM ROUTES

Figure 4. Data Characteristics
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RESOURCE CHARACTERISTICS

O O O O

DATA TRANSFER RATES
CAPACITY LIMITATION

ERROR FUNCTION
UNUSUAL FEATURES

Figure 5. Resource Characteristics

A table of resources, characterized as in
Figure 5, for each data generation station,
e.g.,personnel, equipment, prescribed by the
designer includes their data transfer rates
and makes possible within the simulation a
conversion of data characteristics to simu-
lated workload units, expressed as a number
of least significant intervals. In addition, we
allow an error function associated with each
station in order to simulate resource mal-
function, e.g., equipment downtime.

Data processing starts with data genera-
tion. For any management system function
for which the present interval is a significant
time interval we determine the amount and
type of activity data generated at each loca-
tion. This activity can be either predeter-
mined for each internal or generated sto-
chastically, depending on how the ''message
frequency" statement is presented to the
model. This yields complétely described
message groups for each significant function-
location pair at every significant time inter-
val of every function. The conversion to LSI
units is the next model action. Then, a delay
is computed, dependent on the resources as-
signed and available at eachlocation,describ-
ing both the time to generate the message
groups and the time to transfer these data
from each location to the next data system
operation, as prescribed by the "'data system
routes" statement.

Data Recording. Normally, only those
generated data are recorded which are to
become part of the requirement for informa-
tion in the management system being simu-
lated. Recording isdefined as arrangingdata
in a form and format required for communi-
cation to the processing and storage function
of the data system by whatever means pre-
scribed by the data system designer.

The number of recording devices, their
locations with respect to the next processing
step, and the types of recording devices are
variables of data system design. Data han-
dling rates for each device, and the error
function assumed for each method of record-
ing are inputs to this model segment*. Cer-
tain ground rules, i.e., policies, will be re-
quired to permit allocation of resources to
workload when queues form. Previously gen-
erated data routed to the recording function
are assumedto have arrivedin a single batch
torecording stations. Each LSI,the require-
ment for recording is matched against the
availability of the recording device-type that
is specified for each message group within

*In a very sophisticated model it would be
necessary to assign a failure function for
each type of recording device. This error
generating function can indicate errors that
are either discovered or not during record-
ing process,
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the ''data system routes for messages'' state-
ment.

By computing an appropriate delay, we
simulate the number of intervals required to
record messages. Using specified policies,
allocation to each available device is made.
Devices are committed at the beginning of
each least significant interval, so that back-
logs are either present or not at each device
at the next interval. Again, as in the Data
Generation function, the number of intervals
required to present recordeddata to the next
data system step is computed for each mes-
sage group. This delay is simulated before
these message groups are allowed to arrive
at the data system function which is planned
to be their next destination.

Communication. The similarity between
the Communication and the Data Recording
portions of the model is obvious. Messages
arriving and equipment available are treated
identically. All functions are included as
part of the model in order to allow for anal-
yses of alternative data systems designs
which postulate various mixes of resources
within these functions.

Processing and Storage. Activity at a
processing center is usually well defined in
any management information system which
controls some important commercial or
military function. Data systems designers
concentrate almost entirely on this aspect of
the data system. Equipment for each proc-
essing run is usually scheduled; as a mini-
mum, a sequence of runs is stipulated, and
an equipment assignment for each run can be
determined fairly accurately.

The data system model would require as
input a listof all devicesused in the process-
ing center, both on-line and peripherally,
plus the schedule for eachdevice either pre-
determinedor implied by a required sequence
of operations. Certain important processing
hardware parameters are required model
input, such as numbers, data transfer rates,
and data densities of input and output devices,
and the amount, type and operating rates of
directly addressable storage. Finally, we
require a description of the input-output and
computing overlap capability of the processor,
or any unusual feature that affects process-
ing and storage.

Programming parameters, hopefully, can
be considered also. These can be stated as
estimates of data and instruction storage

requirements for programs, andare relatedto
the decision level of the processing required.

The problem as presented to this section
of the model is as follows: data are arriving
from the generation, recording, and/or com-
munication functions of the data system for
storage and processing. These data must be:

1. Stored for later use, e.g., three runs
hence, the next day, or weekly cycle.

2. Stored for recall during the next run,
i.e., with no setup time required.

3. Immediately processed.
4. Combinations of 1, 2, and 3.

This much about the data and the process-
ing cycle are usually known after preliminary
system design: the equipment neededtoproc-
essthe data, the desiredproduct, the required
steps of processing, the capacity limitations
to storage, and the sets of data needed to
effect the end result of processing the data.

Simulation of the processing and storage
activity of the data system will include the
assignment of message groups to pre-proc-
essing periphery equipment, to the main
processing steps, and to the reporting func-
tion in accordance with the scheduling rules
that are system design facts input to the
model. The amount of time each machine run
requires each piece of equipment in the proc-
essing list is computed. This is determined
from the size, number, and types of message
groups arriving for processing, the equip-
ments' rates of processing, and the error
function associated with each piece of hard-
ware in the system.

Equipment bottlenecks in the processing
and storage function will be recorded for
post-modeling system analysis. Length of
slack periods and useful operation will be
measured for each equipment. The cost for
each equipment can be computed for use in
analyzing the effectiveness of the data proc-
essing and storage function of the manage-
ment information system.

Reporting; Report Presentation. For those
reports required by system managers which
are not direct products of the processing step,
the report form and format produced and the
operation of equipment proposedcan be sim-
ulated in much the same manner as in the
data recording function. In this way the con-
tribution of specializeddata reporting equip-
ment as part of the overall data system equip-
ment mix can be measured and costed.
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V. Use of the Model

For what purpose might a data system
analysis model be used? Feasibility testing
of a proposed management information sys-
tem design under anticipated operational and
environmental conditions is, for the present,
the most likely candidate. The fact that total
management system optimization may not be
possible ought not limit the model's applica-
tion. Used early enough in the design stage
of a management information system, a
feasibility test made possible by use of a
simulation model can indicate the way to
avoid serious data processing system imbal-
ances before the final commitment for hard-
ware has been made. On the other hand, if
the die is cast and a management system is
already implemented, simulating data system
growth factors cananticipate future data sys-
tem requirements. Sounder decisions on the
type of additional resources to be required,
and when these must be on hand can be made
on confident predictions of how and where the
system will be deficient. We know too little
now about complex information system be-
havior to reject the present objective of a
data system analysis model, feasibility test-
ing, limitedas it may seem, as an insufficient
payoff for our research. On the contrary, we
feel that we will achieve the means of better
understanding data system interactions
through this research.

VI. Measures of Effectiveness

Repeated feasibility testing, with various
data processing system configurations as-
sumed as model inputs, provides a means of
selecting a particular data processing system
design as the best of a set of possible alter-
natives, provided a measure of effectiveness
for data processing systems can be agreed
upon. Any means of comparison, even though
not guaranteeing optimization, provides a
basis for system designers, early in system
design, to quantify appraisals of a manage-
ment system's effectiveness, which at present
can be no more than pure judgment. Confi-
dence to restructure a data system design
can be provided by such quantification of
analytical processes through the simulation
procedure outlined in this paper. We could
hope for optimal systems designs were we
able toagree on what we mean by data system
effectiveness.

It ought not be difficult for data system
analysts to agree on the measures of effec-
tiveness that are most important in systems
design. It ought not, but it is. We canreadily
agree that the ability of a system to meet the
specified program is extremely important;
but whether excess capacity versus system
cost, or system cost for work accomplished,
or additional system cost to perform the next
required increment of system mission is the
significant measure of effectivenessof apar-
ticular data system configuration is certainly
not an accepted standard. One might avoid
this problem by saying that management
makes the ultimate decision and this is a
policy matter beyond the realm of data proc-
essing expertness. Be that as it may, with
the use of the data system analysis model we
can assess the feasibility of a system to per-
form the mission for which it is designed,
and concurrently (1) list the unused capacity
within each data system function, (2) cost out
the operation under standard contractual
procedures (e.g., purchases are in integral
units of equipment, rental is on complete or
partial shift basis), and (3) with the above
data assess, preferably with further simula-
tion, the information system's capability to
take on additional functions. Since the meas-
ures indicated in (1) and (2) above will be out-
puts of the simulation for all the data proc-
essing resources in the system, requirement
for additional resources necessary to per-
form any increased workload can be pinpointed
to those functions of the information system
which appear most likely to need bolstering.

VII. Conclusion

In conclusion, I submit that the research
goals outlined in this paper appear ambitious.
Yet, one can hope that the process of study
itself will enrich our comprehension of the
data system design process.

I have no doubt that in time analytical tools
will provide data system designers capability
to measure, to quantify, and to predict the
behavior of important characteristics of the
data system. I have no doubt that one day
simulation will routinely be a part of the data
system design process. We believe that our
research may contribute to the early recog-
nition of the value of data system simulation
as one tool to enhance the profession of data
system design.
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1. INTRODUCTION

Recent years have seen a very rapid
growth in the use of digital computers for
simulation work, particularly in the field of
system studies. The need for such simula-
tionhas been generated by the ever-increasing
complexity of systems that are being de-
signed, while the speed and capacity of modern
digital computers have provided the means
by which to expand simulation efforts. The
amount of simulation and the complexity of
the studies that are being conducted have
presented several difficulties in organizing
the use of simulation.

An immediate difficulty that arises at the
beginning of a simulation project is to pro-
vide an adequate description of the system
to be studied. The description can be no
more detailed than the current information
available to the engineers or analysts study-
ing the system, but, at the same time, it
must be sufficiently complete to form the
basis of a computer program. Further dif-
ficulties are created by the fact that there
are often many design variations to be stud-
ied,and the information on which the simula-
tion is based usually changes rapidly. It be-
comes very important to be able to reduce
the amount of effort required to produce a
working simulation programand to minimize
the amount of time spent introducing changes
in the simulation to follow systems altera-
tions. Simulation programs for particular
studies are, of course, written with as much
flexibility as possible, but it is extremely
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difficult to foresee all eventualities, and,
even if it were possible, it would present a
formidable task to incorporate all the possi-
ble changes within one program.

The process of initiating a simulation
study involves two major tasks. First, a
model of the system to be studied must be
constructed and then a program that em-
bodies the logic and action of the model must
be produced. If some formal method of de-
scribing models through a well-defined lan-
guage can be established, then it is possible
that the process of producing a simulation
can be made more automatic. A single pro-
gram could then be written to accept any
logical statement made within the language
and the problem of initiating a simulation is
reduced to finding a description of the system
to be simulated within the language. Such a
program would be general purpose in the
sense that it would simulate any system that
can be described within the language.

The use of block diagrams as a method of
describing systems is well established, and
it forms a natural choice on which to base
the input language for such a general pur-
pose program. Anearlier paper[1], of which
the present writer was a part author, de-
scribed a program, based on the use of se-
quence diagrams, that was initially designed
for studying problems in the design of tele-
phone switching systems. The work carried
out then indicated that programs based on
block diagram language could be applied more
widely. The main purposes of this paper are
to describe such a program that has been
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developed from this early work and applied
successfully to the study of a large number
of different systems and also to summarize
some of the experience gained with the pro-
gram.

The program that is to be described is
written for the IBM 704, 709 and 7090 Data
Processing Systems in versions suitable for
either 8,000 or 32,000 word memory com-
puters. To make use of the program the
system to be simulated must be described in
terms of a block diagram drawn in the man-
ner that is detailed in this paper. No knowl-
edge of the computer operation is assumed.
The user need only know the rules by which
models are to be constructed.

The simulation allows the user to study
the logical structure of the system, to follow
the flow of traffic through the system and to
observe the effects of blocking caused either
by the need to time-share parts of the sys-
tem or by limiting the capacity of parts of
the system. Outputs of the program give in-
formation on:

o The amount of traffic that flows through
the complete system or parts of the
system.

o The average time and the distribution of
time for traffic to passthrough the com-
plete system or between selected points
of the system.

o The extent to which elements of the sys-
tem are loaded.

e The maximum and the average queue
lengths occurring at various parts of the
system.

Statistical variations can be introduced in
the simulation, and arrangements are made
to sample the state of the system at various
points of time. The effect of assigning levels
of priority to units of traffic can be studied.
It is also possible to simulate the effects of
peak loads by varying the load on the system
with time or by varying speeds of operation
with load.

The following Section 2 describes the
principles upon which the program is based.
Section 3 describes the basic block types
used by the program. Section 4 describes
the operation of the program and its outputs.
Some worked examples are givenin Section 5
and a final Section 6 discusses some of the
experience gained with the program.

2. PRINCIPLES OF THE PROGRAM
2.1 System Block Diagrams

Block diagrams are a widely used
method of describing the structure of sys-
tems. They consist of a series of Blocks
each describing some step in the action of
the system. Lines joining the blocks indicate
the flow of traffic through the system or de-
scribe the sequence of events to be carried
out. Alternative courses of action that arise
in the system are represented by having
more than one line leaving a block and one
block may have several lines entering it to
represent the fact that this block is a com-
mon step in two or more sequences of events.
The choice of paths where an alternative is
offered, may be a statistical event or it may
be a logical choice depending upon the state
of the system at the time of choice.

The units of traffic that the system
operates upon depend upon the system. They
might be messages in a communication sys-
tem, electrical pulses in a digital circuit,
work items in a production line or any num-
ber of other factors. For convenience, the
units upon which the system operates in this
program will be described as Transactions.

Although a block diagram is a com-
monly used means of describing systems,
the manner in which a system is described
in normal block diagrams depends upon the
system and the person describing the system.
For the purpose of this program, certain
conventions have been established for con-
structing block diagrams and a number of
block types have been defined, each having
properties that correspond to some basic
action that can be expected to occur in a
system. The program requires that the sys-
tem to be simulated be described in terms
of these block types in a manner that is con-
sistent with the conventions. A total of 25
block types is allowed by the program. Each
is distinguished by a name which is descrip-
tive of its action and most of them have been
given a distinctive symbol for representation
in a system block diagrams.

Every block introducedinto the simu-
lation must be given a number called a Block
Number to identify it in the program. There

is an upper limit on the total number of blocks

that may be used in the simulation. In the
standard deck assembled for 32,000 word
memory the limit is 2047 and in the case of
the 8,000 word version the limit is 511.
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Information about each block of the
diagram describing a system is punched in a
single card. The deck of all block cards to-
gether with certain control and data cards
form a problem deck which constitutes the
input to the simulation program.

2.2 Block Times

The program operates by creating
transactions and effectively moving them
from block to block of the simulation model
in a manner similar to the way in which the
units of traffic they represent progress in
the real system. Each such movement is an
event that is due to occur at some point in
time.

The program maintains a record of
Clock Time and the Block Departure Times
at which these events are due to occur and
the simulation proceeds by carrying out the
events in their correct time sequence. Where
transactions are blocked and cannot move at
the time they should, the program moves them
as soon as the blocking conditions change.

The program does not simulate the
system at each successive interval of time,
instead, it updates the clock time to the next
time at which an event is to occur. The con-
trolling factor in the amount of computing
time used by the program is, therefore, the
number of events to be simulated and not the
length of real system time over which the
simulation is being made.

All times in the simulation are given
as integral numbers. The unit of time rep-
resented by a unit change of clock time is to
be determined by the program user.

When a transaction enters a block,
the program assigns to it a Block Time that
determines the period for which the trans-
action will stay at that block before attempt-
ing to leave. The block time represents the
time that is required in the system for the
action the block simulates. This action time
is not always well-defined. The block time
is therefore arranged so that it can vary in
a random fashion. For each block there are
specifieda Meanand a Spread. When a trans-
action enters a block, a block time is com-
puted by choosing at random, an integral
number between the limits of the mean plus
and minus the spread. The spread may be 0,
making the block time a constant; the mean
may also be 0, making the block time al-
ways 0.

2.3 Block Successors

With the exception of blocks that re-
move transactions from the system, all blocks
must have at least one successor, referred
to as Next Block 1. For most block types
there can be an alternative successor, Next
Block 2. The number of times that any one
block may appear as the successor to other
blocks, either as next block 1 or 2 is unre-
stricted.

Exceptinthe case of the Branch block,
which is described in Section 3, no block has
more than two exits providedas alternatives.
It is always possible, however, to place blocks
with zero block times in cascade, forming
networks that provide any number of alter-
natives.

Whenever a choice between alterna-
tive paths is to be made at a block, a number,
called the Selection Factor, is given at that
block to indicate the manner in which the
choice is to be made. The selection factor
is denoted by the letter S. Where only one
exit is specified at a block the value of S is
taken to be 0.

When S has a value greater than 0 but
less than 1, the probability of a transaction
going to next block 1 is 1 - S; the probability
of going to next block 2 is S.

When S has the value 1, the transac-
tion will always attempt togo to next block 1.
If, however, this path is blocked, the trans-
action will attempt to go to next block 2. In
this way, the program is able to divert the
transactions to an alternative course of
events when it finds that one section of the
system is busy.

2.4 Equipment

The system to be simulated will usu-
ally include certain components that operate
upon the transactions or are engaged by the
transactions during the course of their prog-
ress. Allowance is made in the program for
such components by introducing the concept
of Items of Equipment. Certain block types
are concerned with describing the interac-
tions between the transactions and the items
of equipment.

Many items of equipment can only
handle one transaction at a time and a dis-
tinction is made between this type of equip-
ment and the type of equipment that can have
multiple occupancy. Equipment of the first
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type which can be used by only one transac-
tion at a time is usually referred to as time-
shared equipment. Equipment of the second
kind is referred to as space-shared equip-
ment. Allowance is made in the program for
both these types of equipment. Time-shared
items of equipment are called Facilities and
space-shared items of equipment are called
Stores.

The relationships between the items
of equipment of the simulation and the com-
ponents of the system vary from one study to
another and, indeed, may vary within one
study. For example, in simulating a system
that includes a computer as one of its com-
ponents, one study might regard the com-
puter as asingle item of equipment. Another
study may require more detail and the major
components of the computer—such as the
memory, the various registers, the input-
output devices, etc. —might need tobe defined
as separate items of equipment each with a
characteristic capacity. In another example
there might be a communication link with
several channels connecting two points. One
study might treat the link as a single store
with capacity equal to the number of lines.
Another study, in which the performance of
the individual channels is of importance,
might treat each channel as a separate facility.

The ability of one transaction to block
another by controlling a facility can be used
to introduce control into a model. Frequently,
facilities that have no particular correspond-
ence to a component of the system are intro-
duced into the simulation model to act as
logical control elements. If, for example,
there are two or more parts of a system
which are such that only one part may be in
use at a time, entrance to any one part can
be made contingent upon seizing a facility
that will then block off the other parts.

Similarly, there are many occasions
on which a store in the simulation does not
correspond to an actual component of the
system being simulated. Instead, the store
is introduced as a control element to limit
the number of transactions that can enter a
section of the block diagram.

In particular a store can, if desired,
be arranged to have a unit capacity, in which
case it restricts access to some part of the
diagram to a single transaction. There is an
important distinction between control exer-
cised in this way by aunit capacity store and
a facility. The program does not keep
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record of whichparticular transaction enters
a store. It is possible therefore, to fill the
store with one transaction and to empty it
with another transaction. This provides a
form of control different from that exercised
by a facility where the same transaction that
seized a facility must release it.

2.5 Parameters and Functions

It is possible to assign to any trans-
action a number referred to as a Parameter,
which can be used for several purposes. A
major use of parameters is in connection
with the functions that are described later.
These functions can be used to allow a pa-
rameter to control the time that the trans-
actionto which it is assigned spends at a block.
At other points of the simulation, the param-
eter can be used as a weighing factor in con-
trolling equipment and in gathering statistics.

The program allows for the inclusion
of a number of Functions each of which is
expressed as a table of numbers. These
functions can be used for two purposes; to
modify block times and to act as a source
for parameters. The manner in which func-
tions are expressed is illustrated in Figure 1.
If a function is to be used to modify a block
time, the fact is indicated by referring to the
number of the functionon the carddescribing
the block. The same function may be re-
ferred to by any number of blocks. A func-
tion does not give block times directly. In-
stead, the program computes a block time
from the mean and spread at the block and
scales the result with the function value.

Block times can be modified in four
different ways, or modes, by using a different
quantity as independent variable to the func-
tion.

Figure 1. Arrangement of Functions.
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(a) By using parameters as input vari-
ables a transaction can control its
own block time. This mode allows
the program to make processing de-
pend upon such factors as message
length, number of items in an order,
etc., by attaching these meanings to
the parameters assigned to trans-
actions.

(b) The function can provide a random
distribution of block times that is
more specific than the rectangular
distribution derived from a mean and
spread. The distribution may be the
summary of some known data relat-
ing to the system or it may be an ap-
proximation to some theoretical re-
lationship.

(c) By usingclock timeas an independent
variable, block times can be made a
function of clock time. One use of
this mode is to be able to vary the
load on the system with respect to
time. This is done by applying the
function to those blocks creating
transactions; the block times of these
blocks control the rate at whichtrans-
actions are introduced into the system.

(d) By using the number of transactions
currently in a particular store as in-
dependent variable, block times can
be made to depend upon the number
of transactions in a system or some
part of the system, and so reflect the
effect of system loading on operation
times.

The use of a function for assigning
parameters to a transaction is called for at
the Assign block type that is described in the
next section. The value produced from the
function becomes the parameter directly.
The function being used for assigning param-
eters can, if desired, be used in any of the
four modes that have been described. This
includes the parameter mode so that, if de-
sired, the existing parameter on a transac-
tion can be used to reassign the parameter
on the same transaction.

2.6 Priorities

Frequently two or more transactions
may be directed to take over an item of equip-
ment at the same instant. They may have ar-
rived at that point simultaneously or they
may have been waiting for the use of some

item of equipment that has just become
available.

Under these conditions it is possible
to assign priorities toblocks that will deter-
mine the order in which the transactions
will advance. Atotalof four levelsof priority
can be assigned, including the normal level
in which no specific mention is made of
priority.

Every transaction assumes the prior-
ity level of the block which it is currently
occupying. When two or more transactions
are competing for an item of equipment, the
program will give precedence to the trans-
actions coming from the block of highest
priority.

3. BLOCK TYPES

3.1 Entering and Removing Transactions

Six of the block types are concerned
with entering and removing transactions from
the simulation. These are illustrated in
Figure 2. Originate and Generate blocks are
both used to create new transactions and
enter them into the simulation. At the be-
ginning of the program run an initial trans-
action is createdat everyOriginate and Gen-
erate block. New transactions are created
and entered independently as the simulation
proceeds. As each transaction is created, a
block departure time for the transaction is
computed. The means at these blocks there-
fore control the rate at which these blocks
create transactions.

In the case of Originate blocks a new
transaction is created when clock time
reaches the block departure time of the pre-
ceding transaction irrespective of whether

O LI O

Originate Split Terminate
Generate Call Write

Figure 2, Entering and Removing
Transactions,
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the preceding transaction leaves the block.
A Generate block is identical with an Origi-
nate block except that when a transaction
attempting to leave a Generate block is
blocked, further creation of transactions is
held up. An Originate block is used, there-
fore, where the flow of transactions is not
under direct control of the system as might
happen, for example, with automobile traffic
in a road system. A Generate block is used
where the system can stop and start the flow
of transactions; for example, a computer
system calling for records from a tape.

Split blocks are concerned with creat-
ing copies of transactions that are already
in the system. When a transaction enters a
Split block, an exact duplicate of the trans-
action is created and sent to next block num-
ber 2 while the original leaves via next block 1.
All details of the original transaction are
copied in the duplicate. If desired, both can
go to the same block by making next blocks 1
and 2 the same. There is no restriction on
the number of times a transaction can be
split so that, by cascading Split blocks, any
number of copies can be created.

Call blocks are used to enter trans-
actions from a prepared tape. If desired,
this tape may have been produced in a pre-
vious simulation run by using the Write block,
described below.

Terminate blocks are used to remove
transactions from the simulation. In addition
Write blocks may remove transactions. The
primary purpose of the Write block, how-
ever, is to make a record on tape of each
transaction entering the block. These rec-
ords may be used for data analysis or they
may be entered jnto a later simulation at a
Call block. Having written a record, there
is a choice of whether the transaction is de-
stroyed or passed on to another block.

3.2 Advancing and Marking Transactions

Six of the block types are concerned
solely with advancing transactions or mark-
ing transactions ina specific manner. These
block types are illustrated in Figure 3.

Advanceblocks represent the simplest
type of block action in the program. Their
principal use is to represent some step in
the system that requiresa period of time but
does not involve an item of equipment. Since
Advance blocks accept all transactions that
want to enter, they cannot cause blocking.

They are frequently employed, therefore, as
buffers at the output of other block types that
use equipment.

A Branch type block is the same as
an Advance type block except that the suc-
cessor may be selected from n blocks, where
n is any number between 2 and 127 inclusive.
The blocks between which the selection is to
be made must be numbered consecutively.
The lowest numbered block is referred to as
though it were next block 1 and the highest
number block is referred to as though it
were next block 2.

The selection factor at a Branch block
can onlybe 0 or 1. When the selection factor
is O the choice of exit from the block is made
on a statistical basis. The probability of
choosing any exit is assumed to be the same
as choosing any other. When the selection
factor is 1, the program will attempt to send
a transaction that is due to leave by way of
the lowest numbered exit. If this is blocked,
the program will try the next highest and so on.

There are many situations where it
is desirable to have. a section of the block
diagram made a common segment shared by
transactions from different parts of the sys-
tem. To achieve this, it must be possible
for transactions to enter into the common
segment from a number of points and, at the
end of the common segment, to return to dif-
ferent points according to the original point
of entry.

A Tag block has associated with it a
number referred toas the tag. Whena trans-
action enters a Tag block, a record of the tag
is entered into the transaction. The block is
otherwise the same as an Advance block. The
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Branch Transfer Assign

Figure 3. Advancing and Marking
Transactions.
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tag isused to note the point to which a trans-
action should be returned before sending the
transaction into a common segment of the
system.

The tag is entered into the transac-
tion by adding into a field set aside for the
tag that isinitially set to zero. Consequently,
if a transaction is sent through more than
one Tag block before reaching a Transfer
block, the sum of all the tags will appear in
the field. In this way it is possible to carry
out the function of multiple tagging.

Transfer blocks are used to send a
transactionto ablock whose number has been
recorded in the transaction itself by Tag
blocks. Since the destination of the transac-
tion is predetermined, Transfer blocks do
not make reference to a next block 1 or 2;
nor do they have a selection factor.

A Mark type block records in the
transaction the clock time at which it entered
the Mark block. This is used for the pur-
poses of gathering statistics.

An Assign block is used to attach a
parameter to a transaction. The program
selects the parameter from a function re-
ferred to by the block. The function can be
employed in any of the four modes described
in Section 2.5.

3.3 Engaging Facilities

Sixblock types, illustrated in Figure 4,
are concerned with allowing transactions to
control the use of facilities. Since facilities
are defined as time-shared items of equip-
ment, only one transaction can have control
of a facility at a time. There can be many
blocks at which control of the facilities is
taken over indicating different points at which
the facility is required. The particular
facility associated with a block is indicated
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Figure 4. Engaging Facilities.

on the card describing the block and is shown
on the block diagram by entering its number
in the flag attached to the symbol for the
block.

A Hold block allows a transaction to
take over control of a facility as the trans-
action enters the block. The transaction
gives up control of the facility when it leaves
the  Hold block.

A Sieze block allows a transaction to
take over control of a facility as the trans-
action enters the block. The transaction
does not give up control when it leaves the
Seize block.

A Release block causes a transaction
that has gained control of a facility at a Seize
block to give up control as it enters the block.
Between the points of seizing and releasing
the facility, blocks can be inserted to repre-
sent the sequence of events the transaction
will go through while it has control. A trans-
action that has gained control of a facility
will deny use of the facility toall other trans-
actions attempting to enter a Hold or Seize
block until it relinquishes control. Two other
block types are specifically designed to allow
a transaction to interrupt a transaction that-
has gained control of a facility at a Hold or
Seize bloek.

An Interrupt block allows a-transac-
tion to take over control of a facility as the
transaction enters the block, even if the facil-
ity was controlled by a transaction at a Hold
block or hadbeen takenover at a Seize block.
The interrupting transaction gives up control
of the facility when it leaves the Interrupt
black.

A Preempt block is the same as an
Interrupt block except that control of the

facility is not given up at the time the trans-

action leaves the block.

A Return block causes a transaction
that has gainedcontrol of a facility at a Pre-
empt block to giveup control as it enters the
block.

The Interrupt and the Preempt blocks
allow a transaction to take over control of a
facility whether or not it means interrupting
another transaction. When an interruption
is necessary, control is always passed back
to the transaction that was interrupted. A
transactionthat has been interrupted remains
frozen at whatever block it was situated at
the time of interruption and, when it gets
back control of the facility, it continues to
remain in the block for a time equal to the
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residue of the time it was due to stay at the
time of interruption.

It isnot possible to interrupt a trans-
action that has gained control of a facility by
entering an Interrupt or Preempt block even
though that transaction may have gained con-
trol without actually effecting an interruption.
A transaction attempting such an interruption
must wait until the first interruption is com-
pleted and it will then take over before con-
trol is passed back to any transaction that
may have been interrupted.

3.4 Occupying Stores

Three block types, illustrated in Fig-
ure 5, are concerned with transactions oc-
cupying stores. Each suchblock is associated
with a store, which is indicated in the flag
attached to the block diagram signal. The
capacity of the store is defined on a separate
card at th¢ time of starting the simulation.
The same store may be referred to by more
than one block allowing the store to be em-
ployed at different parts of the system.

A Store block allows a transaction to
take up storage space when the transaction
enters the block. The space isgiven up when
the transaction leaves the block.

An Enter block allows a transaction
to take up storage space when the transaction
enters the block but the space is not returned
when the transaction leaves the block.

Whenever there is insufficient stor-
age capacity, transactions will be stopped
from entering the Store or Enter blocks until
capacity does become available.

Each block type associated with a
store can operate in one of three modes,
which control the amount of storage space
that is taken up or returned. In the normal

AR
g

Store

mode the amount of storage space involved
is a single unit. In a parameter mode the
amount of storage space is equal to the size
of the parameter (including the possibility of
a zero). In a total mode all available stor-
age is taken up or returned. The mode of
operation can be chosen separately at each
block concerned with a particular store.

The principal purpose of the total
mode is to enable stores tobe usedas counters
controlling loops. The blocks can set or
empty a counter and the number of loops can
be counted by repeatedly entering or leaving
the store. Gate blocks, which will be de-
scribed later can be used to check when a
store is completely filled or emptied.

3.5 Gathering Statistics

Two block types, illustrated in Fig-
ure 6, are specifically designed for the pur-
pose of gathering certain statistics from the
simulation.

Transactions will onoccasion become
blocked because equipment is busy or the
transactions may require that the equipment
be in a particular state before they advance.
In such cases, queues can build up at blocks
not involving the use of equipment. There is
no limit on the size of the queues other than
anoverall limit that applies to the total num-
ber of transactions in the entire system.

A Queue block causes the program to
compute the average number and the maxi-
mum number of transactions that are kept
waiting in the Queue block. No statistics are
kept on queues occurring at any other block

type.

There is one queue associated with
each Queue block. It is indicated on the card
describing the block and it is numbered in
the flag attached to the Queue block symbol.
The same queue may be associated with more
than one Queue block.

Tabulate blocks are used to derive
two types of statisticson transactions moving

N

N

Leave

Figure 5. Occupying Stores.

Tabulate Queue

Figure 6. Gathering Statistics.
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through the system and compile tables of the
statistics. In a Transit Time mode the pro-
gram compares the time at which a transac-
tion enters the Tabulate block with the mark
time entered in the transaction. The differ-
ence is entered in the table so that the table
maintains a distribution of the time taken by
transactions to progress from the Mark to
the Tabulate point. In an Interarrival Time
mode the time at which a transaction enters
the Tabulate block is compared with the time
at which the previous transaction entered the
Tabulate block. The difference in these
times is entered in the table.

Associated with each Tabulate block
there is a table which is identified by num-
ber and is indicated in the flag attached to
the block diagram symbol for a Tabulate
block. More than one Tabulate block can
refer to the same table, in which case a
common total is maintained.

Tables can also be used to derive
statistics without being associated with a
Tabulate block. At regular intervalsof time,
which can be selected, tables can be arranged
to collect statistics on the rate of arrival of
transactions at any block by tabulating how
many transactions arrived in each interval
or they can give the distribution of occupancy
" in a store or queue by tabulating the number
in the store or queue at the end of each in-
terval.

3.6 Control of Transaction Flow

The ability of a transaction toadvance
can be made to depend upon whether it is
able to engage an item of equipment and, as
has been pointed out previously, items of
equipment are often introduced for the sole
purpose of providing control of the movement
of transactions. Some decisions in the con-
trol of the system may depend upon whether
an item of equipment is available without re-
quiring that the transaction engage the equip-
ment. Other decisions may require that an
item of equipment is not available before a
transaction can advance or may require some
correlation between the movement of trans-
actions. Decisions of these types can be in-
troduced by the block types illustrated in
Figure 7.

A Gateblock hasassociated with it an
item of equipment that may be either a facil-
ity or a store. When a transactiontries to
enter a Gate block, the program will decide

S SHEN.

Gate (with store) Gate (with facil.)

Match

Figure 7. Controlling Transaction Flow.

whether to allow the transaction to advance
into the Gate block according to the status of
the equipment. Several conditions may be
set for the program to test. In the case of a
facility, the test is to see whether the facility
is busy or free. Inthe case of a store the
test is to see whether the store is full, not
full, empty, or not empty. Whichever condi-
tion is tested, the Gate block canbe arranged
to either allow or not allow an advance into
the Gate block when the condition being tested
is met.

Ways of testing multiple conditions
are illustrated in Figure 8. By associating
a Branch block with a group of Gate blocks a
transaction is allowed to advance if any one
of several conditions is satisfied. An ar-
rangement of stringing Gate blocks in series
allows a transaction to advance if, and only
if, all conditions are met simultaneously.

Another type of decision that fre-
quently arises occurs when two or more con-
current sequences of events are required to
be completed before proceeding to another
phase of the system operation. A typical ex-
ample of such a situation would be a manu-
facturing process where several parts are
made concurrently but all parts must be
completed before assembly can proceed.
The Split block that has been described al-
lows for the creationof extra transactions at
some point of a system, simulating the initi-
ation of suchconcurrent sequences of events.

A Match block arranges that two
transactions resulting fromthe same original
transaction through splitting are synchronized
at a later point. One Match block is paired
with a second Match block, referred to as
the conjugate block, by entering the number
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v

Any One Condition True

All Conditions True

Figure 8. Use of Gate Blocks to Test Multiple Conditions.

of the second block as its next block 2. If
desired, a Match block may be its own con-
jugate.

When a transaction enters a Match
block, a search is made to see if another
transaction with the same transaction num-
ber is waiting at the conjugate Match block.
If not, the transaction is indefinitely delayed
at the Match block., When a match is found
at the conjugate, both transactions continue
to advance in a normal manner. There is no
restriction on the number of times any given
transaction may be matched if the appropri-
ate number of copies have been created by
splitting.

4. OPERATION OF THE PROGRAM

4.1 Program Input

Touse the programa deck of punched
cards must beprepared to describe the prob-
lem and give instructions on controlling the
simulation run. This problem deck is the
input data to the simulation program. The
principal part of the deck is made up of one
Block card for each block in the simulation.
In addition there is one card for each store,

one card for each table associated with the
simulation and two cards for every function
that is used.

A Storage card identifies a store and
specifies its capacity. A Table card identi-
fies a table andgives the tabulation intervals
associated with the tabulation. There are 16
equally spaced intervals and the table card
gives the lower limit and the increment be-
tween intervals. The two Function cards
identify the function by number and give the
mode in which the functionis to operate. One
card gives eight values of the independent
value and the other gives the value of the
function at these eight values of the independ-
ent variable.

Arrangements can be made to print
certain outputs during a run. These outputs,
referred to as Snaps, are described later.
Snaps are made when the number of termina-
tions reach certain values indicated by a
Snap card.

When the program is started, the pro-
gram will create an initial transaction at
every Originate and Generate block. If de-
sired, the simulation can be initialized with
transaction at other blocks by using an
Initialize card at these blocks. The card
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identifies a block and indicates the number
of initial transactions that are to be entered
at that point.

The program begins by loading input
cards until it reaches a Start card at which
point it commences the simulation. There
must be one start card, therefore, for each
program run and it must be the last card of
a problem deck; the order of loading the deck
is otherwise irrelevant. The start card must
also carry information about the length of
the simulation run. It does this either by
specifying the number of terminations to be
accumulated or by specifying the amount of
time before the program ends.

The start card indicates one of three
modes in which to begin simulation. The
first mode is for initiating a new simulation
run, at the end of which an output is pro-
duced. By following the first start card with
another start card, set to a restart mode,
the simulation can be continued from where
it was stopped. The restart can simply con-
tinue the simulation run, or it can be ar-
ranged that the clock is set back to zero and
a fresh start is made in gathering statistics.
Before restarting it is possible, if desired,
to modify blocks or add blocks by inserting
block cards between the start cards.

In addition to restarting a problem,
it is possible to run two or more separate
problems with only one loading of the pro-
gram. This is achieved by placing one prob-
lem deck behind the other so that at the end
of one problem, the program reads the next
problem into the computer. When this is
done a Job card, which carries a title for the
problem, must be placed at the beginning of
the second problem deck to clear out the
preceding problem.

All cards may be listed as part of the
program output and Remark cards may be
inserted at any point to annotate the deck.

4.2 Program Outputs

During the running of the program
two types of snaps may be written on tape
for printing. One gives information about
individual transactions as they terminate,
the other gives information about all trans-
actions in the system at a particular point.
These snaps may also be printed on-line to
show the progress of the simulation run.

At the end of the simulation run a
series of outputs are written on an output

tape. If they are not required, most of these
outputs can be suppressed. The clock time
at the end of the run is given together with a
count of how many times each block has been
entered by transactions. For every facility
there is information about the fraction of
time it was in use and for every store there
is information about the average utilization
of the store. Figures showing the maximum
and the average queue lengths at the Queue
blocks are then shown.

A series of tables giving the statis-
tics that were requested either by entering
Tabulate blocks or Table cards will then be
printed. Depending upon the selection made
on the cards, the tables give the distribution
of transit times for transactions to cover
sections of the system, the distribution of
interarrival times at specified points, the
rate of arrival at specified points or the dis-
tribution of the occupancy of any stores or
queues.

5. PROGRAMMING EXAMPLES

5.1 A Disc File Problem

As an example of how the program is
used, consider the following problem. A
computer is generating messages which, for
their processing, require that a record be
read from a disc file. Access to the disc
file is by way of a half-duplex communication
channel (i.e., a channel that is used for input
and output). At the file, there are four actu-
ators each servicing one disc. An actuator
can only search for one record at a time.
The computer forms separate queues of
messages requiring access to each of the
actuators. It is assumed that the distribution
of requestsover the four actuators is random
with an even distribution.

When a message reaches the head of
its queue, the record address is examined
and the actuator is positioned over the cor-
rect track. This takes an average time of
120 milliseconds with a spread of 80 milli-
seconds. The discs rotate once every 50
milliseconds so that after positioning the
actuator, there will bea delay of from 0 to 50
milliseconds before the recordappears under
the reading heads. If the communication
channel is available at that instant, the record
will be read into the computer. If the chan-
nel is not available then the actuator must
wait for one full revolution of the discs and
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try again. It keeps trying until the record is
read. The channel is used for 5 milliseconds
to transmit the record into the computer and,
upon arrival, some processing which varies
in time between 5 and 15 milliseconds, is
carried out. Processing for 10 percent of
the messages is completed at this point and
they are removed from the computer. The
bulk of the messages, however, require that
a new record be written back in the disc file
before the message is completed.

During all this time in which a rec-
ord is being located, read into the computer,
processed and possibly written back, the ac-
tuator is being held. Only when the message
finally leaves the system can another mes-
sage make use of the same actuator. Each
actuator, however, is operating independently
of the others except for the fact that they must
all share the same communication channel.

A block diagram for this problem is
shown in Figures 9 and 10. Transactions are
created at an Originate block to represent
the messages. They enter store 1 which
represents the computer memory. Two fac-
tors that are to be derived from the study
are the lengths of queue involved in waiting
for actuators and the distribution of time
from the origination of messages to the time
an actuator is set up for the message record.
Transactions are, therefore, marked and,
after being split into four streams at a Branch
block, they are entered into queues waiting
for access to an arm.

Upon leaving a Queue block a trans-
action seizes an actuator and the transaction
will not release the actuator until its proc-
essing is completed. In this example, a unit
of clock time will represent 1 millisecond.
The mean used at the Seize blocks is 120 and
the Spread is 80. The block time will there-
fore represent the lengths of time taken to
position the actuator.

The sequence of events from this
point on is the same for all transactions,
except that, upon completion of their proc-
essing, they will be releasing different num-
bered actuators. Each of the four streams
is, therefore, tagged and then entered into a
common stream. First a tabulation is made
to give statistics on the distribution of time
between creation of a transaction and the
time at which the system has positioned an
actuator for the corresponding record.

The mean at the Tabulate block is 25
and the spread is also 25. The time spent at

this block is therefore between 0 and 50 and
this represents the waiting period for the
record to come under the reading heads after
the actuator has been positioned. If the com-
munication channel, which is represented
here by facility number 5, is available at the
time the transaction leaves the Tabulate
block, the transaction will occupy the chan-
nel. If not, the transaction must wait 50
milliseconds, and try again. To simulate
this, it is arranged that upon leaving the
Tabulate block the transactions enter an
Advance block that has a selection factor of
1.0. Next block 1of this block is a Hold block
with facility 5. Next block 2 is another Ad-
vance block with a Mean of 50 and a Spread
of 0. When the transaction leaves the Tabu-
late block it will move forward into the Hold
block if the channel is available at that in-
stant. Otherwise, it will enter the alterna-
tive Advance block, wait for 50 milliseconds
and try again. It will keep retrying in this
manner until it succeeds in gaining access to
the channel.

A transaction occupies the channel
for 5 milliseconds and thenpasses to another
Hold block using facility 6, which represents
the computer. An Advance block is inserted
between these two Hold blocks so that the
channel is freed at the end of transmission
even if the computer is busy processing at
that time.

The Hold block, that gives a comput-
ing time of 10 + 5 milliseconds and which
has a selection factor of 0.1, splits the proc-
essed transactions into two streams. One
stream represents the 10 percent of trans-
actions that complete their processing at
this point. The bulkof thetransactions, how-
ever, leave by way of exit 1 to move into a
string of blocks which write a record back
into the file. The procedure used for getting
access to the channel is the same as that
used for reading out the record. Since the
communication channel in this example is to
be used for input and output, the same facil-
ity appears at the read and write points. A
transaction, whichever stream is followed,
arrives at a Transfer block which directs it
to a block for releasing an actuator. Trans-
actions then leave the computer memory and
are removed from the system.

Figures 11 and 12 show the input and
outputs obtained on one run of the program.
In this run messages were generated at the
rate of one every 100 milliseconds with a
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Figure 11. Disc File Problem Input

spread of 100 and the program ran until 500
transactions were processed.

This example is only given for pur-
poses of illustration. The system arrange-
ment and the figures used are not necessarily
representative of any particular system or
items of equipment. The example, however,
does indicate how systems can be simulated
and it should be apparent how the problem
can be modified to simulate the effect of de-
sign changes.

For example, the effect of having sep-
arate communication channelsfor input and
output to the file can be arranged by using
different facilities at blocks 19 and 24. The
effect of having more thanone channel avail-
able can bearranged by using a store instead
of a facility to represent the communication
channels. Increasingthe number of actuators
that service the file can be allowed for by

inserting extra streams at the branch block.
By adding extra Seize and Release blocks it
would be easy to simulate a system in which
the actuator is not tied up while one record
is processed but is released after reading
and is seized again for writing, and so on.

5.2 A Manufacturing Problem

A second example is shown in Fig-
ure 13 to illustrate some of the methods by
which control over the flow of transactions
is exercised. The example represents a
simple manufacturing process in which one
job at a time is processed. The job requires
that three parts be made and these are made
concurrently. Whenall parts are ready, they
are assembled and the next job is started.

Referring to Figure 13, the Generate
block creates a transaction which immediately
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Figure 13. Manufacturing Problem

seizes facility 1. The facility is not released
until the job is ready for assembly, thus pre-
venting more than one transaction from en-
tering at a time. A network of Split blocks
creates four copies of the transaction, three

of these represent the parts to be manufac-
tured and they go to Advance blocks simulat-
ing the manufacturing processes. The fourth
transaction sets a counter by enteringa store
of capacity three in a total mode. It then
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waits at a Match block for the processed
parts to arrive.

As each part arrives, a Match is ef-
fected. The transaction representing the
part removes the count of 1 from the store
and is then destroyed. The control transac-
tion uses a Gate to check whether the store
is empty. Ifnot, it returnstowait for another
Match until finally all parts arrive and the
transaction representing the completed parts
passes through the Gate to be assembled and
release the system for the next job.

If the system to be simulated allowed
more than one job to be in the system at a
time, facility number 1 would be removed
and the checking of the parts would need to
be carried out by a string of three Match
blocks rather than by a loop around a single
Match block.

6. APPLICATIONS AND EXPERIENCE

The program has been extensively used
for some time in avariety of applications. It
has proved to be particularly useful in prob-
lems involved in the analysis and design of
data processing, telecommunications and
switching systems and the combinations of
such systems that arise in the real-time use
of computers. It has also been employed for
construction models of various manufactur-
ing and business systems while the logical
ability of the program has been sufficient to
handle problems in the design and operation
of control circuits and to programming
problems.

The program has been very successful in
meeting its main objective of providing a
means by which systems analysts and engi-
neers can get simulations going quickly and
easily. With very little formal training they
are able to understand the basic actions of
the problem and can interpret the actions of
the system they are studying in terms of the
program language.

Inevitably, through being general purpose,
the program involves compromises and it
seldom meets exactly the requirements of
any one user. The particular block types
that have been selected represent the accu-
mulated experience of many users. They do
not cover all possible actions butan extremely

wide range of system concepts have been
simulated by combinations of blocks. Expe-
rience has shown that the rather limited lan-
guage provided by the program has not been
a significant restrictionon the users; instead
it has tended to clarify the description of
system concepts and has improved the com-
munication of ideas among the people engaged
in a system study.

A feature of the program that has been
particularly appreciated is the ease with
which changes in the simulation model can be
made. Thishasensuredthat help from simu-
lation has been available at all stages of a
system design. In particular it becomes a
simple matter to expand the simulation detail
as more information becomes available or,
conversely, to reduce sections of the model
that have already been examined in detail to
a few simple blocks or functions.

The ability to run a succession of jobs
with one loading of the program makes it
easy to maintain simulation service for a
group of people. The running time of the
program depends greatly upon the model and
the amount of congestion in the system. The
principal factor controlling computing time
is the time required to transfer a transaction
from one block to another. On an IBM 7090
such transfers take an average of about 0.8
microseconds each.
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USE OF A COMBINED ANALOG-DIGITAL SYSTEM FOR

RE-ENTRY VEHICLE FLIGHT SIMULATION

Dr. Allan N. Wilson
Geneval Dynamics/Astronautics
A Division of Geneval Dynamics Covporation
San Diego, California

SUMMARY

Simulation of the re-entry phase of space flight for a vehicle on a
satellite or lunar mission is being done at General Dynamics/Astro-
nautics on its combined analog-digital system. Vehicle dynamics are
simulated in real time on a large general-purpose analog computer,
while an on-board digital guidance computer is simulated by digital
program on a high-speed digital computer. An unusual feature of the
closed loop operation is the facility for breaking the loop and inserting
a pilot with manual over-ride capabilities. Problems of computer sys-
tem control, check-out procedures, synchronization, sources of error,
and results of the simulation are presented.

Introduction

Real-time flight simulation of space ve-
hicles presents special challenges to com-
puting technology, in either man-piloted or
automatically controlled space flights. At
General Dynamics/Astronautics, the problem
is being solved through the joint use of an
Electronic Associates general purpose analog
computer and an IBM 7090 digital computer.
These are linked together by a device called
an Addaverter, made by Epsco, Inc. This
combination analog-to-digital and digital-to-
analog converter is operated under digital
computer program control. The complete
closed loop operation, on the other hand, is
under the control of the analog computer op-
erator.

The present project is part of a continuing
program of combined simulation development
at General Dynamics/Astronautics [1-4].
The first use of the Addaverter in 1956
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entailed a hookup with another digital com-
puter, namely a Remington Rand 1103. At
that time a closed loop operation was used
to simulate the flight of a radio-guided Atlas
missile. The purpose was to determine if
the design could proceed with the relatively
high frequency, low accuracy dynamicsof the
missile treated as de-coupled from the rela-
tively low frequency, high accuracy guidance
computations. The simulation verified this
fact. Shortly thereafter the computing facili-
ties were moved to a new location, and prep-
arations were made to connect the Addaverter
with an IBM 704. New terminal equipment
had to be developed, and various delays re-
sulted. Meanwhile successful flight tests on
the Atlas missile reduced the urgency for
such an elaborate simulation, and interest in
the closed loop was no longer so intense. A
number of interesting open loop applications
were developed with the Addaverter conver-
sion equipment, and were conducted first
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with the 704, and then with its successor,
the 7090.

Recently the need for a good combined
simulation has become apparent in connec-
tion with various space programs, and this
paper is intended to report on the efforts
that have been made in this direction. It
covers the general outline of a re-entry sim-
ulation, and some of the problems associated
with it.

Description of the Problem

One of the most critical phases of manned
space flight is the re-entry into the earth's
atmosphere. In the span of a fewhazardous
moments, the vehicle must be safely slowed
to near sonic velocity. It must be held within
a narrow return 'corridor,' avoidingburn-up
in too steep an approach, and rebound in too
shallow an approach., Although there are
many other interesting phases of a manned
space journey, our attention here will be
confined to the re-entry.

A primary purpose in our combined simu-
lation is to evaluate a proposed on-board
digital guidance computer. This is simulated
by a digital program on the 7090 digital com-
puter. The dynamic equations of motion are
solved in real-time on the analog computer.
Values of problem variables are transmitted
periodically to the 7090. The guidance pro-
gram makes up-dated trajectory predictions,
and then correction signals are transmitted
back to the analog-simulated auto-pilot. The
magnitude of the entire calculationis such as
to preclude an all-digital solution in real-
time. In addition to this limitation, intro-
duction of a man into the loop leads very
naturally to the use of analog computer sim-
ulation, since cockpit displays and controls
generally entail analog signals. On the other
hand, a digital guidance computer which is
not available as hardware can best be simu-
lated with a digital program. Therefore a
combined analog-digital simulation is the
only feasible method of attack.

The simplified model for the flight dy-
namics entails 4 degrees of freedom for the
re-entry vehicle. There are two coordinates
for the motion of the center of mass in the
orbital plane, and two angular coordinates
about the center of mass. One of these angles
is simply the flight path angle, or angle by
which the line of motion dips below the local
horizon. The other angle is the roll angle,

which in the simplified case takes on quan-
tized values of zero or 180°, Since the sim-
plified model assumes afixed angle of attack
for the aerodynamic shape, the two possible
roll values merely indicate whether the lift
force on the vehicle is upward or downward.
The simulation takes into account the effects
of aerodynamic forces for altitudes ranging
from 60 or 80 miles down to about 10 miles,
The Newtonian forces acting on the vehicle
consist therefore of gravity, lift, and drag.
Later phases of the study will extend to
the full 6 degrees of freedom. Cross-range
forces are considered, and a third coordinate
assigned to center of mass motion. A side-
wise yaw angle comes into play, and the roll
angle is now treated as continuous. This
leads to an interesting maneuver known as
roll modulation, wherein the vehicle may be
made to spiral about a desired ideal trajec-
tory. All possible motions of the vehicle are
taken into account in this general case.

Description of the Combined
Analog-Digital System

A block diagram of the complete system
is shown in Figure 1. Four consoles of Elec-
tronic Associates analog computing equip-
ment are used., There are around 100 opera-
tional amplifiers, used either as integrators
or summers. Then there are several dozen
pieces of non-linear equipment, such as
multipliers, resolvers, function generators,
etc. The analog computer simulates the
flight through an atmosphere of varying den-
sity, with provision for mid-course correc-
tions by use of attitude controlrockets. Auto-
matic control equipment associated with
these rockets is included in the simulation,
Multi-channel recording equipment is used
to present the problem variables as continu-
ous functions of time.

The Addaverter has the capability of trans-
mitting 15 channels of analog-to-digital data,
and 10 channels of digital-to-analog data.
Each data word carries 18 bits, which is half
of a 7090 word. There are 17 numerical bits
and a sign bit. The most significant bit cor-
responds to 50 volts of analog voltage, while
the least significant is around 800 micro-
volts. Actually the last 5 bits at least are
continuously submerged in noise, and 12 bits-
of information are the most to be expected
under the best conditions. The assigned
coding of voltage permits the operation of
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Figure 1. Block Diagram for Combined Simulation System.

the analog computer over the usual +100 to
-100 volt range.

There is a basic cycle of four operations
in the Addaverter: sample, read, write, and
present. (1) Sample causes the analog volt-
ages to be converted to digital values, and
stored to await reading into the digital com-
puter. The conversion is effected in less
than 140 microseconds, and for usual analog
rates of change, may be considered instan-
taneous. (2) Read causes data to be trans-
mitted through an input-cutput channel and
stored in specified location in the 7090.
(3) Write causes data to be transmitted from
the 7090 through an input-output channel, and
stored in a buffer in the Addaverter, to await
presenting to the analog computer. (4) Pres-
ent causes digital values to be converted to
analog voltages, and made immediately avail-
able to the analog computer.

This cycle of four commands requires
less than 400 microseconds. Usually digital
computations are performed in the 7090

between steps (2) and (3). In the event of
negligible computation time, it is evident
that the system could operate at a 2.5 kilo-
cycle rate. The four commands are sent to
the Addaverter by appropriate binary-coded
signals on some additional sense lines which
are connected from the 7090 to the Adda-
verter. These 10 sense lines also permit
other coded signals for control purposes to
the analog computer and other external de-
vices. There are 10 more sense lines run-
ning to the 7090, which may be used for con-
trol inthat direction. Usually the Addaverter
is under program control in the 7090, via the
sense output lines from the 7090. However,
the Addaverter may also be controlled by
other external sources, as will be discussed
later.

In Figure 2 is given a typical set of in-
structions for control of the Addaverter in a
subroutine in a 7090 program. This may be
of interest to anyone who is conversant with
7090 coding and the role of the '"Direct Data
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AT@D  PSLB =(000140000000
AXT 31,1
TIX *.1,1
PSLB =(000101000000
RADB
RCHB X
TCEB *
CLA DATAL
TSX FXFLG, 4
CALL COMPU
DT@A  PSLB =000101000000
WADB
RCHB Y
TCCB *
PSLB ={000120000000
TEST  ENK
XCA
TZE AT@D
X 16CP DATAL,,1

I6CP DATA2, ,1
16CD DATA3, ,1

Y 1¢CD ANGLE, ,1

Sample Addaverter code.
Delay while

sampling.
Read/Write Addaverter code.

Read.

Coded voltage to
floating point.

Compute subroutine.

Read/Write Addaverter code.

Write.

Present Addaverter code.
Digital console control
instead of external

oscillator control.

Figure 2. Typical 7090 Program for Addaverter Control.

Device." No attempt will be made here to
explain this in detail.

The total role of the 7090 in the combined
analog-digital system will be covered more
extensively in the next section entitled '"con-
trol logic.'" At this point it is desired only
to make a few remarks about the guidance
calculation program. The guidance prediction
scheme requires as input about 10 quantities,

such as velocity, altitude, time, flight path
angle, etc. It takes these values as initial
conditions, and projects ahead intime through
the "survival' phase. If continuation on the
current trajectory would lead to intolerable
""g" stresses on the astronaut, then a correc-
tion in roll angle is assigned, and transmit-
ted to the Addaverter for digital-to-analog
conversion. For the simplified planar orbit,
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this is the only signal which is developed.
For the more general 3-dimensional solu-
tion, several corrective commands are sent,
and correspondingly several digital-to-analog
channels are utilized.

The evaluation of the guidance scheme
calls for examining (a) various numerical
integration formulas (b) various time in-
tervals in the use of these formulas, and
(¢) varying degrees of complexity in the dy-
namic model for the trajectory prediction.
The principal criterion for success is that
the time lag between receipt of the analog
values and the return of the corrective sig-
nals be satisfactorily short. A later phase
of the test may also include whether the pilot
can respond adequately to the corrective
signals.

Control Logic

A flow chart showing control features for
the entire operation is given in Figure 3.
Once the digital program has been loaded,
the operation isunder the control of thé ana-
log operator. This is indicated schemati-
cally by the circles on the right side of the
figure. The analog computer actually has
three modes, (1) initial condition, (2) hold,
and (3) operate. For purposes of our dis-
cussion we need consider only hold and op-
erate.

When the analog computer is switched
from hold to operate, a pulse generator is
triggered on. This generator has a repeti-
tion rate corresponding to the desired rate
of executing the guidance computation. If
computations can be performed faster than
needed, there results some dead time after
each computation, during which the digital
computer is inoperative. Since it is desir-
able to know the actual time consumed in
execution, a clock is read at the beginning
and end of each computation.

The controlling command from the pulse
generator is a voltage change which ener-
gizes the 7090 start relay. Thereupon the
clock is read, and a signal sent to the analog
console turning off the ready light. Then the
compute bit is tested. This bit will have
been turned on when the analog computer
was switched from hold to operate. Since
the test on the compute bit is positive, the
digital computer enters the main subroutine.
Analog voltages are sampled and read into
the 7090, the guidance computations are

performed, and the guidance correction values
are written back into the Addaverter, and
presentedto the analog computer. This com-
pletes the main subroutine. Then a signal is
sent to the analog console, turning on the
ready light. Finally the clock is read, and
the 7090 stops.

As long asthe analog computer isin oper-
ate, the pulse generator is still running, and
the compute bit is on. Hence at the next
pulse from the generator, the 7090 is started
again and the process is repeated. When the
analog is switched back to hold, then the
computations, both analog and digital, are
suspended. At this point several courses of
action are available to the operator: (1) Ob-
tain a print-out or dump from the 7090.
(This may be desired whether the run has
been a success or not.) (2) Set up a new
case. (3) End the run and get off the 7090.
(4) Make some special program revision at
the digital console. Each of these alterna-
tivesis assigned a particular code. As shown
in the figure, the first three are under con-
trol of switches on the analog console; the
fourth may be set in at the digital console.

A test on any of these alternatives may be
initiated by a manually operated command
signal at the analog console. This by-passes
the pulse generator, and provides a single
start signal to the 7090. From there, the
sequence of tests and associated subroutines
are as shown in the figure. Since the analog
computer is at this point in the hold mode,
or possibly the initial condition mode, the
compute bit is not on. Therefore the test on
the compute bit is negative, and the usual
computing subroutine is not entered.

The choice of placing the entire operation
under the control of the analog operator
rather than under complete digital program
control is a very practical one. The analog
operator, sometimes in the role of the pilot,
watches numerous continuous recordings
during the run. He is in the best position to
render a judgment on what the next step
should be. The ready light informs him
when the 7090 is no longer in execution, but
is standing by for his next command. This,
and other features, have been designed to
facilitate the operation in his hands, and to
assure positive control of the computing
system at all times. In addition, he is in
telephone contact with the 7090 programmer-
operator, in the event of malfunction or need
for special digital console procedures. In a
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well-rehearsed run, the decision-making
time is only a small fraction of the entire
running time.

Check-Out Procedures

Economic considerations dictate that high-
est priority be given to efficient use of the
7090 time. Therefore it is necessary to
check out the system as completely as pos-
sible prior to connection to the 7090. For
this purpose, a device called a 7090 '"simu-
lator," for Addaverter control, has been
built. It has the capability of duplicating the
sample, read, write, and present signals
which are usually sent from the 7090 under
program control. This cycle can be proc-
essed at the fastest possible rate, or it can
be paced at a slower rate under control of an
external oscillator. Sampled data can be
read out of the A-to-D path and back in to
the D-to-A path,as if in the customary write
mode. But of course this is a straight data
transfer, and no arithmetic is involved.

The simulator is used in the normal daily
check-out of the Addaverter. A symmetrical
tri'angular wave form is sampled and read
around through the system. The output is
displayed on a recorder, and also the differ-
ence between input and output. These two
displays permit examination for bit drop-out
in the A-to-D conversion, and for extent of
the noise level, respectively.

When the combined analog-digital system
is to be checked out, the analog computer is
given a check with static voltages. The
Addaverter, with simulator, is then placed
on line, and the analog switched to operate.
Analog data is sampled and returned back to
the analog, thereby affording verification of
continuity and of proper functioning of the
Addaverter. At the earliest opportunity after
this, assuming the 7090 is "up,' the full com-
bined simulation run is started.

Synchronization Considerations

In general it is impossible to accomplish
exact synchronization in the starting of an
analog computer and a digital computer.
This is because of the variance in the drop-
out times in the hold relays of the analog
computer, which may amount to several
milliseconds. In some problems, particu-
larly where the sampling cycle is very fast,
synchronization may be critical. In such

cases, it may be necessary to build an ap-
propriate delay on one side or the other, in
order to optimize the synchronization. For-
tunately, in the re-entry simulation, it is not
necessary at all to attempt this. This is be-
cause there is no clearcut point during the
re-entry into the atmosphere at which the
first guidance correction must be made.
Therefore the analog computation may be
commenced at a sufficiently high altitude so
that the vehicle is in free fall without aero-
dynamic forces. As the atmospheric forces
come into play, the digital guidance may be
switched on at some arbitrary point. It is
apparent that synchronization is unimportant
for the assumed model.

Sources of Error in the System

The combined simulation system is a
form of sampled-data system. Such systems
are subject to errors inherent in the basic
sampling process, as well as to noise and
bias in the conversion system. It is well
known that the sample and hold process ex-
erts a destabilizing influence on a computa-
tional procedure. In the case of simple lin-
ear systems, analysis may be conducted by
the use of z-transform theory and by differ-
ence equations. Work of this type has been
done with an auxiliary sampled-data simula-
tor and the Addaverter at Space Technology
Laboratories by Shumate [5]. Investigations
of a similar nature have been conducted at
our own laboratory using analog computer
integrators, the Addaverter, and either of
two methods of closing the loop. The first
utilized the 7090 control signal simulator
mentioned previously, and the second used
the 7090 itself. In the latter case, experi-
mentation was done with predictive inter-
polation formulas to compensate for trans-
port delay. A simple non-linear system has
also been studied. The case considered is
the pair of second order non-linear differ-
ential equations whichdescribe the polar co-
ordinate motion of a satellite in an eccentric
orbit. The results of these studies will be
published in a subsequent paper.

The present re-entry simulation system
is a very special form of a sampled-data
system. Since the guidance prediction com-
puting time occupies several seconds, it is
far longer than the time consumed by the
sample-read-write-present cycle. Since the
analog voltages are scaledto provide a signal
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to noise ratio of 100 or 1000 to 1, the error
contribution of the sampling and data con-
version processes is clearly several orders
of magnitude smaller than that inherent'in
the delayed prediction scheme. Accordingly
the simulation is useful primarily for check-
ing outthe stability of such a guidance methad.
Provided the process of "hunting'' or oscil-
lation about an ideal trajectory does not en-
tail deviations greater than several percent,
the feasibility of the technique during the
high deceleration survival phase may be
considered proven. Final landing maneuvers
may of course be expected to be carried out
with greater accuracy.

Results

In Figure 4is shown a typical set of traces
for a flight, ranging in altitude from about 80
miles down to 40 miles. This particular run
was terminated shortly after the g-stress
passed its maximum, for by this point it had
been shown that the guidance system was
capable of controlling g-stress within al-
lowed limits. A very substantial reduction
in velocity is seen during the peak g period.
This high deceleration is primarily in the
tangential direction, as verified by the record
of the flight path angle. Initially this angle
dips about 5° below the local horizon, and
flattens out to about zero near the endof this
run. The bi-polar roll command is seen in
the bottom trace.

Since the details of the vehicle motion
would be of more interest to the rocket tech-
nologist, it is our purpose here to indicate
only enough of the results to make them ap-
pear plausible. The simulation is regarded
as very successful. Later phases of it will
incorporate integrated displays and control
devices which will test certain aspects of a
space pilot's capability to over-ride the auto-
matic equipment, and guide the mission safely
on his own. In conclusion, it is felt that
combined simulation represents not merely

.

an excellent tool for studies of this type, but
actually a very necessary tool.
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COMBINED ANALOG-DIGITAL SIMULATION

Avthur J. Burns and Richavd E. Kopp
Grumman Aivcrvaft Engineeving Covporation
Bethpage, New York

Introduction

The inherent limitations of the analog
computer and the digital computer when each
is used exclusively give rise to the need for
combined analog-digital techniques. The
analog computer, which is ideally suited for
dynamic calculations, is at a distinct disad-
vantage where logical decisions are required,
or where demands on accuracy and resolution
are stringent. In contrast, digital calcula-
tions maintain the required accuracy but can
be very time consuming. This is a particular
burden when many runs are needed for a
statistical analysis of a system.

The calculation of missile trajectories,
including missile dynamics, is an area which
hasbeen particularly troublesome. The need
for high resolution when relatively small,
accurate miss distances are sought, pro-
hibits an all-analog simulation, On the other
hand the cost of an all-digital simulation
can be excessive because of the amount of
computer time required to calculate the
missile dynamics. The need for a new com-
puting technique is therefore clearly in-
dicated.

A typical missile intercept problem has
been simulated using all-analog, all-digital,
and combined analog-digital techniques. The
results of the hybrid method illustrate the
advantages of this type of simulation. This
paper will discuss the analog-digital com-
puter system which was employed, the hybrid
technique involved, and a comparison of this
method with the all-digital and all-analog
simulation.
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Data-Link

In Figure 1 is shown a block diagram of
the Data-Link system used to interconnect
an IBM 704 digital computer with a Reeves
analog computer (REAC). The system con-
sists of five analog-to-digital (A-to-D) con-
verters, five digital-to-analog (D-to-A) con-
verters, and the necessary control and
terminal equipment. It is readily expandable
tofifteen channels in either direction. Tran-
sistorized circuitry is used throughout with
the exception of the cathode followers in the
terminal equipment specified by the IBM
input-output requirements. The A-to-D con-
verters generate a 12 bit (11 bits plus sign)
binary word representing an input voltage in
the range of +100volts at a maximum rate of
5 thousand conversions per second. Analog
voltages are sampled simultaneously and
then read into the IBM 704 sequentially by
means of the A-to-D buffer register. In the
digital-to-analog direction, the digital words
are written sequentially into D-to-A regis-
ters, converted to analog voltages, and ap-
plied in parallel to the REAC.

The control equipment consists of the
logical circuits required to operate the sys-
tem. Includedinthis equipment are the chan-
nel select counter and a clock pulse genera-
tor. The counter selects the channel through
which the IBM 704 can supply or receive in-
formation. Itautomatically steps to consecu-
tively numbered channels with each IBM 704
Copy instruction, or may be "jammed" to a
specific channel upon appropriate command
from the IBM 704. The latter may only be



Combined Analog-Digital Simulation / 115

1
D-to-A
D-to-A D-to-A
] Buffer —— — e
Register Register Converter
3
— | EX | [
| |l [
—_ —
| N |
I — | '
Digital - To - Analog Channels
12 5
36 Input - Lines Lines
Output Buses
IBM %i:i Terminal Control Analog
704 Package Equipment Equipment Computer
Sense Inputs
And Outputs
12 5
Lines Lines
1
-] A-to-D A-to-D
Storage Converter
-—_ | 2 | -
12 | 3 |
A-to-D Lines - —-—
Buffer
Register | 4 |
—-— — [
— 5 - ——
| |
Analog - To - Digital Channels

Figure 1. Data-Link System.

accomplished if the IBM 704 has Write Se-
lected the Data-Link. The clock pulse gen-
erator, whose rate may be varied from 0.1
cps to 1 KC, is used to initiate a transfer of
information between the analog and the digital

computer. Analog to digital conversions are
triggered by this clock or, in the case of
asynchronous operation, by the IBM 704.

In addition to the control equipment ter-
minal equipment is required to make the
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outputs and inputs of the computer link com-
patible with the IBM 704, In particular, it
translates the IBM 704 logic levels into the
computer link logic levels as well as the re-
verse procedure. Also included in the sys-
tem is what is known as IBM terminology as
a "Real Time Package." This is actually an
accessory piece of IBM hardware which pro-
vides the necessary connections to the 36
input-output buses and sense inputs and out-
puts of the IBM 704. Two sense inputs are
utilized in the computer link. One indicates
whether the REAC is in the '"Operate' or
""Reset'"" mode. The second is an overload
signal generated when one of the A-to-D
converters has an input exceeding +100 volts.
One of the sense outputs is used to comple-
ment the state of the REAC; that is send it
into "Operate' or "Reset."” Another is used
to cause analog-to-digital conversion and, if
the REAC is in operate, simultaneously cause
digital-to-analog conversion. A third causes
digital-to-analog conversion exclusively.
Ordinarily 17 of the 36 input-output buses
of the IBM 704 are utilized by the link, As
shown in Figure 2 these correspond to the 11
information bits (bit positions 25-35), sign
(bit position 5), channel address (bit position
1-4), and what is called an '"inhibit" bit (bit
position 5). Since the channel counter may
be "jammed' to a specific channel only when
the IBM 704 executes a "'writing'' sequence
with the appropriate channel addressed, the
need for this '"inhibit" bit arises. In order
to select a specific channel for '"reading' it
is necessary, therefore, to first "write' into
the next lower channel so that the counter
will be in the correct position at the end of
the Copy instruction. Transfer of erroneous
information (which would be all zeros) to
D-A storage is prevented in this 'pseudo-
writing" sequence by the inhibit bit. This
slightly inefficient method of channel selec-
tion for "reading' can be eliminated when an
IBM 7090 is used. In this case the additional
sense outputs can be used for channel selec-
tion prior to either "reading'" or "writing."
The same 5 digital-to-analog channels
used to transfer information in the ""Operate"
mode may be used to put initial conditions
on the analog integrators while the REAC is
in '"Reset." Figure 3 shows a simplified
block diagram of a digital-to-analog channel
and a typical REAC integrator. The initial
condition (I.C.) input is only effective while
the computer is in '""Reset.'" When it is in
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Figure 2. Input-Output Bus Locations
Utilized by Data-Link

"Operate,' the integrator integrates the volt-
age at the input terminal. Designating the
input to the integrator at time t = 0 the
"initial input," it is possible for the initial
conditions to be present on the outputs of the
digital-to-analog converters, and for the
"initial inputs' to be simultaneously present
as a digital number in the buffer register.
When a signal from the IBM 704 commands
the REAC to go into "Operate' the X and Y
relays start dropping out. Relay X is slower
in falling out than relay Y. There is a finite
length of time, therefore, where the input to
the I.C. capacitor and input to the amplifier
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Transfer Sicnal
From Contrgl
Equipment

To Control Equipment

D-to- A
Converter

Integrator

(a) Reset Condition

To Controi Equipment

D - to - A Buffer D-to-A
Register Register
(Imtial Input) (I.C.)
Transfer Signal
From Control
Equipment
D - to - A Buffer D-to-A
Register Register
(Imtial Input) (Initial Input)

D-to- A
Converter

Integrator

(L) Operate Condition

Figure 3. Switching from Reset to Operate Mode.

are bothdisconnected. It is during this period
that the '"initial inputs'' are automatically
transferred from the buffer registers to the
digital to analog converters where they are
convertedto voltages. When relay contact Y,
has closed the computer is in "Operate,' and
the "initial inputs''will start being integrated
from the initial condition value. Obviously it
is not necessary for the output of the D-to-A
converters to go to the I.C. and input jacks
of the same integrator but may be routed

to the inputs of any other amplifier as
well.

Missile Intercept Simulation

Figure 4 illustrates the geometry for the
terminal phase of a missile intercept prob-
lem in two dimensions. The velocity of the
missile and target are designated by V), and
V. respectively, and the range is designated
by R. All the angles are defined by the
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Missile — —— — —

Line of Sight

- Reference

Figure 4. Illustrative Missile Intercept Problem.

geometry. By equating the velocity compo-
nents normal to the line of sight we obtain,

Rw = - Vy sin ¢ + V¢ sin 5, (1)

and obtain similarly for the velocities trans-
verse to the line of sight,

-R =V, cos o + Vy cos 6. (2)

From the geometry considerations we also
have the angular equations,

d=w=-y+m, (3)

o0=6 - w. (4)

The angle 6. not shown in Figure 4 is de-
fined as the control surface angle of the mis-
sile. For proportional guidance and a second
order lag in the missile control system

@c (S) = M (5)

(1 +7s)2

where the capital Greek letters are the La-
place transforms of variables designated by
the respective lower case letters, and N is a
parameter of the guidance system. For sim-
plicity, the missile transfer function is as-
sumed to be of second order and of the form,

e(s) _ K
®c(s)—f_; +_25_§+1 (6)

where K is a gain constant, £ the relative
damping ratio of the missile, and w_ the
natural frequency of the missile.

To include the effects of "'g' limiting, the
command signal to the missile is limited to
wy. With this constraint Eq. (5) is rewritten
in the time domain giving,

7250 + 270, + 6, = No¥, )
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where
Wy when @ > wy
W* = w when -0 < & <wy, (8)
-wy when @ < -wy.

and Eq. (6) is rewritten.

see

6 2.6 .
+ +0 = K6, (9)

w2 w,

The equation of target motion is the final
equation needed to completely define the
problem with the exception of initial condi-
tions. It is assumed in this problem thaty
is constant.

A basic difficulty with an all-analog solu-
tion to this intercept problem is the scaling.
Range R is chosen to be initially 50,000 feet.
Resolution on the order of +2 feet is desired.
To account for the entire variation of R re-
quires solving for R/500 which corresponds
to 100 volts for R equal to 50,000 feet. When
R is equal to 2 feet, R/500 is 4 millivolts
which is well below the probable noise level
and practical operation of the analog com-
puter. A second variable which presents a
scaling problem is w, the rate of change of
the line of sight angle. Initially, when R is
large, @ is small. However, when R ap-
proaches zero, «w approaches a large value.
This does not offer any particular problem
in the guidance equation loop since this sig-
nal is limited due to the "'g" limiting of the
missile. On the other hand the true w is re-
quired to compute the kinematics of the prob-
lem. Until the missile travels to within a
few hundred feet of the target, an all-analog
solution is possible. The solution could be
obtained to that point in real time. However,
the last part of the simulation would have to
be run as a separate stage with new scaling
to obtain sufficient resolution on R and w.

There is no basic computing difficulty to
an all-digital simulation. The disadvantage
of this method lies in the relatively longer
amount of computing time required for each
solution. The total elapsed time is a func-
tion of the integration interval used which in
turn depends on the accuracy requirements.
A 0.025 second time interval, which is suf-
ficient for the dynamics of the problem can
be used until the missile is within about 100

feet of the target. A time interval of 0.001
second is necessary from then on due to the
+2 feet resolution requirement. The digital
solution, when obtained in this manner con-
sumes about 6-1/2 minutes of IBM 704 time.
This is roughly 8 times real time. Ifa para-
metric study or statistical analysis of the
system is required, the total digital com-
puter time becomes excessive.

The difficulties encountered in the all-
analog solution are overcome inthe combined
analog-digital method by allowing the digital
computer, with its eight significant figures to
handle the kinematic and guidance equations
and, in particular, to solve for R and @. The
analog computer is then programmedto com-
pute the higher frequency, lower accuracy
portion of the problem represented by the
missile dynamics. Thusthe equations solved
on the REAC are,

R N N

and
7 =Kwlo, -2tw,b - w2 é, (11)

while the equations solved in the IBM 704
are,

Y =¥t vt (12)
____(VM sin o) . (Vg sin 8) 13)

R R
-R=V, cos0 + Vy cos?, (14)
0 =w-y+ 7 (15)
o =0-w (16)

wy when @ > w,
O* = @ when -0, < o <w,(17)
-0y when © < -@.

A block diagram of the combined analog-
digital solution is shown in Figure 5. The
digital and analog computations are carried
out as shown until the range decreases to
350 feet. At that time, the digital computer
is used exclusively for the remainder of the
run.
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R, w. For Plotting

IBM 704

Analog

RO =- Vyp sin@+ Vo sind fc
R = 8
-R = VM coB O+ VT cos

o o o
(3%} when &> g

o = & when - &< Q< Dy
- ‘:’M when @ <= [’}
S=w-Y +7m
o= -0
Y=Y + ¥t

R,

Computer

co00 oo 2 o
6 = Koy 0c-280, § -0n’ 6

Figure 5. Block Diagram for Combined Analog-Digital Solution.

The flow chart for the digital program is
shown in Figure 6. The entire solution is
under the controlof the IBM 704. After writ-
ing the initial condition 6, and initial input
6y, it transfers the REAC to '"Operate." A
clock controlled sampling rate was previously
chosen based on dynamic considerations. The
IBM 704 is put in the Read Select mode and
the variable 6, which upon arrival of the first
clock pulse has previously been sampled
from the REAC and digitized, is then read
into storage. This will be a fixed point num-
ber but is converted to floating point tofacili-
tate all floating point arithmetic in the IBM
704. If no overloads have occurred, Egs. (12)
through (17) are then calculated. This is
followed by a test on R to determine whether
it is positive. An affirmative answer indi-
cates a miss and the run would then be ter-
minated. If R is negative a test is made on
R to determine if the missile is within 350
feet of the target. If it is not, R, @*, and w
are converted to fixed point numbers and the
IBM 704 then goes intothe Write Select mode.
The command signal in the form of the limited
w* is sent to the REAC along with R, and w
for plotting purposes. The IBM 704 then
awaits the next clock pulse before going to
the Read Select mode, and the cycle repeats
until the missile comes within 350 feet of the

target. When this occurs the IBM 704, in
addition to reading 6, reads 6,6, 6, and 0.
The REAC is sent into '"Reset," and the IBM
704 solves the remainder of the run using
the previously sampled five variables as
initial conditions.

Analysis of Combined Analog-Digital Results

The combined analog-digital solution is
obtained in approximately real time with a
resolution of +2 feet. Realtime for the prob-
lem is 50 seconds while the combined simu-
lation requires 60 seconds. The ten second
difference arises due to the all-digital calcu-
lation of the last few hundred feet.

A sampling interval of 30 milliseconds
corresponded to about 200 samples per cycle
for the highest frequency present in the simu-
lation (the natural frequency of the missile).

The resulting curves for this run as shown in ~

Figure 7a indicate a negligible deviation from
the all-digital and all-analog solutions. The
digital print-out of the last portion of the
combined simulation revealed that the mis-
sile came within 21 feet of the target as com-
pared to 17 feet in the all-digital solution.

At sampling rates of 20 per cycle, the
deviation from the all-digital run becomes
noticeable as shown in Figure 7b. In this
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Write
0 0y 00
Send REAC
Into
Operate
Read 0
Convert @ To
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Figure 6. Flow Chart for Combined Analog-Digital Solution.
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case the time delay due to sampling, for
which no attempt at compensation has been
made, is taking effect. In particular, the
guidance command signal @* is delayed .3
second. When a simple extrapolation tech-
nique is applied on w* the variation from the
all-digital solution is reduced considerably
as shown in Figure 7b. The switch-over to
the all-digital portion of the combined analog-
digital simulation occurs when the range
reaches approximately 180 feet. The final
range in this case is 19 feet.

The dynamic equations being solved by
the analog computer require no nonlinear
elements and the equations being solved by
the digital computer have parameters which
do not vary rapidly. These facts coupled
with the knowledge that a sampling range of
20 per cycle with extrapolation is sufficient,
indicate the feasibility ‘of running the problem
in one-tenth of real time. The combined
analog-digital solution then results in a time
improvement of about 65 to 1 over the all-
digital solution,

Conclusions

The missile intercept simulation with its
associated scaling and expensive computer
time problems exemplifies only one area
where a combined analog-digital technique is
useful. Computer controlled systems that are
presently envisioned for future aircraft, mis-
siles, and other space vehicles will require the
handling of discrete and continuous informa-
tion. Hybrid computation is the logical choice
for the simulation of these inherently hybrid
systems. Since an analog-digital computer
link is by nature a sampled-data device it is
a valuable tool for research in sampling
theory. Stability studies and error analyses
are planned using the hardware to simulate
the sampled data-system under investigation.
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CONTRANS
(Conceptual Thought, Random-Net Simulation)

David Malin
Walter Johnson High Schoolx
Rockville, Maryland

ABSTRACT

CONTRANS is a computer simulation of a physiologically-oriented
reasoning and problem-solving model. The model employs several
layers of semi-random nets to recognize and associate sensory pat-
terns, a screen-like memory and representation medium, and several
motor functions enabling the nets to control scanning of the memory.
Meaningful assemblies of data are created and manipulated bythe model
which then utilizes them to modify its own ability to handle future data.

Data and heuristic principles accumulate as stored results of past
experience, Two kinds of logical operations are employed; one to ex-
plore the data rapidly to evaluate tentative strategies and solutions, the
other to proceed bydemonstrable intermediate steps, creating progres-

sive intermediate goals.

Introduction

CONTRANS is designed to contribute to
the implementation of a general plan for
gaining insight into human intelligence. This
plan is related to work by Hebb [1], Rosen-
blatt [2], Uttley [3], and others on the design
of randomly connective network models for
learned perception and on the non-physio-
logical modeling of thought processes in the
heuristic programming work of Minsky [4],
McCarthy [5], and Newell, Simon, and Shaw [6].
The strategy involvesthe application of phys-
iological findings to the construction of
random-net and other brain models, and the

adaptation of logical systems and heuristic
methods to psychological findings. The ob-
jective which is particularly sought in CON-
TRANS is the integration of logical systems
and heuristic methods with the function and
organization of physiologically-oriented neu-
ral models.

The work reported here is a computer
simulation of a reasoning and problem-
solving CONTRANS model modified by the
substitution of computer matching proce-
dures for the cognitive functions of semi-
random nets. It is planned next to simulate
the neural networks themselves. Later work
will involve the simulation of highly inductive

#The author was a student in "Introduction to High-Speed Digital Computation," an ACM spon-
sored high-school course conducted by G. G. Heller of IBM to whom he is most grateful for
encouragement and guidance. He is also greatly in debt to J. M. Farrar, Jr., also of IBM, for
his kind and patient assistance and review. Appreciation must also be expressed for the con-
structive editorial criticism of H., E, Tompkins of NIH.
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methods of hypothesis formation and testing
as applied to the model, will attempt to re-
move constraints on the form of input data,
and may deal with special applications.

The model for CONTRANS includes, along
with recognition networks based on the per-
ceptual models of Hebb and Rosenblatt, a
medium for representing intact assemblies
and statements of data, which, when focused
upon, are available as input to the sensory
units of the entire net. This provision was
suggested by the discoveries of ""experiential
memory' by the clinical neurophysiologists,
Penfield and Roberts [7]. Also, the random
nets of Hebb and Rosenblatt are modified
substantially to permit the recognition of
conceptualized expressions (instead of sta-
tistically describable stimuli) and to form
""'cell assemblies' for association of different
expressions on a temporary basis and after
one exposure to the stimuli.

The operational aspects of the system, as
simulated in the present work, may be de-
scribed in input-output terms. Input data
statements consist of two expressions, each
within a set of parentheses, one of which ex-
pressions must include a relationship, such
as "implies," "equals," '"includes,'" 'hits,"
"is hit by," etc. An expression within a set
of parentheses may be a simple substantive
or may itself consist of two expressions of a
form similar to that of the entire data state-
ment but capable of using such additional re-
lationships as '"divided by," '"or,'" 'mear,"
etc. There is no limitation on the number of
possible relationships within relationships.

Statements defining the nature of the de-
sired conclusion may be formed in the same
manner as data statements, except that their
imperative character must be noted. Such
goal statements, along with heuristic state-
ments and general principles, may be stated
with one or more semantically undefined
terms (which the program will define by po-
sition or relationship).

Qutput consists of a series of statements
which obey the same rules, are deducible
from the input statements, and are relevant
to the general problem-solving strategy.
These culminate in a statement meeting the
requirements for the conclusion.

Two different methods are used in con-
junction to obtain this result. One method
operates primarily by making substitutions
between various components of different in-
put statements, thus creating intermediate

statements which may be acted on in the
same manner; new sub-goals are continually
generatedin this mode of operation. In order
to givedirection to this process,a companion
method is employed which (due to chains of
associations within the simulated net) can
evaluate tentative strategies and tentative
solutions without resorting to demonstrable
intermediate steps.

CONTRANS is capable of benefitting from
any heuristic or logical system whose prin-
ciples can be stated according to the rules
for input statements. For example, the
"transformational' method of linguistic syn-
thesis is particularly applicable. However,
the system by itself is incapable of solving
problems unless provided with at least the
same data and principles an uninformed
human would need (e.g., for mathematical
problems, and transposition laws of algebra).
On the other hand, past data and conclusions
of all sorts can remain in memory;thus each
new problem might be seen in the light of
past experience and its solution might pro-
vide help in organizing future experience.

Related Work

CONTRANS is related to a number of
other programs for the mechanization of
nervous function and thought processes. Some
of these models represent the learning proc-
ess involved in neural discrimination and
perception. Amongthe dynamic models whose
learned perception possibilities have been
tested in this manner —withvarying results—
are D. O. Hebb's cell assembly theory [1]as
simulated by N. Rochester, et al [8], F. Rosen-
blatt's perceptrons [2], and A. M. Uttley's
conditional probability machines [3].

All three of these models of the learning
of discrimination and perception rely on the
variation of the response patterns of neurons
(partial models of nerve cells)in accordance
with statistical probabilities rather than upon
a specified predetermined structure of fixed
connections such as would be involved in a
system entirely grounded in symbolic logic.

Indeed, in models of this kind, connec-
tions between individual components (e.g.,
neurons)are usually assumedto be randomly
distributed, hence the generic designation of
this type of model as "random nets." Learn-
ing is visualized in these models as involv-
ing the attainment of differentiated powers of
transmission (or '"amplification," '‘weight,"
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etc.) by pathways, as a function of past ex-
perience. Thus, in Uttley's system, the am-
plification factor of a pathway between two
nodes is directly proportional to the proba-
bility that when one of the nodes is excited
the other will become excited too; and this
probability is induced from the past history
of simultaneous and separate firings of the
two nodes.

The random-net, biologically-oriented
models have several advantages over con-
ventional digital methods of pattern recogni-
tion. Due to the simultaneous use of many
parallel pathways, recognition is accom-
plished instantaneously and with a low logi-
cal depth as contrasted with the many se-
quential steps which must be taken in pattern
analysis by digital techniques. Also, suc-
cessful performance of a given perception is
not greatly dependent upon any one compo-
nent. In addition, some random-net models,
such as the class C' perceptron of Rosen-
blatt, are capable of spontaneous self-
organization without any interference from
the experimenter. These advantages of
random-net models generally have been used
to discriminate among and to classify statis-
tically describable objects, notably geomet-
rical figures, It should be noted, however,
that some of these advantages are possessed
by the modelsbut not by their computer sim-
ulations. Because of the parallel nature of
the models, simulation on a sequentially
oriented computer is rather awkward and
time-consuming.

Another, quite different, approach to the
mechanization of nervous processes, has
been developed in the field of '"artificial
intelligence'" or "heuristic programming."
Here the aim is simulation of human thought
processes rather than the simulation of a
model for neural action. Particular empha-
sis is given to the formation and evaluation
of problem-solving strategies. Examples of
research along this line are found inthe work
of Minsky [4]; of McCarthy [5]; of Newell,
Simon and Shaw [6]; and of Hovland and
Hunt [9].

Thus, we have in one approach a number
of biologically-oriented neural models which
usually have been applied only to learned
perception problems, and in another approach
a number of heuristic models which attempt
more general mathematical and linguistic
problem-solving and reasoning tasks without
being based on specific neural models.

The author's objective has been to find
some medium to integrate these two types of
approaches so that the simulation of thought
processes (particularly, reasoning, problem
solving, and linguistic synthesis) could pro-
ceed directly from the simulation of bio-
logically-oriented models of neural networks.
Interestingly, several workers inthese fields
have made statements which might be con-
sidered to indicate the potential value of an
integrated approach. M. Minsky [10] has re-
marked that lack of parallel processing is
a hindrance in heuristic work. Likewise,
Y. Bar-Hillel [11] has written that the work
of the Yngve-Chomsky group in mechanical
translation probably will have to delve into
learning automata before its theoretical basis
can advance much further. On the other
side, it was F. Rosenblatt, who, in a discus-
sion with the author on the possible exten-
sion of perceptron techniquesto new problem
areas, first directed him to the work of the
""heuristic programmers."

The key to one possible method of inte-
gration was provided by neurological experi-
ment. The neurologists W. Penfield and
L. Roberts electrically stimulated certain
cortical areas of conscious patients under-
going brain surgery [7]. In some cases, the
electrode stimulation brought forth a se-
quence of memories. In fact, the patients
claimed that their visions were so vivid and
complete that they were reliving rather than
merely remembering the sequence of experi-
ences, and that they again perceived every-
thing of which they had taken notice in the
original experiences.

Whether or not the last point is completely
valid, certain empirical conclusions seem to
be indicated by these results. There must be
some form of memory (of currently unknown
embodiment) which is capable of being con-
trolled by the electrical activity of the net-
works, and whose entries are in such a form
as to become available, on being called up,
to the entire "consciousness," i.e., available
as input to the receiving elements of an en-
tire network. For example, a revolving tape
containing a series of images and moving in
front of a matrix of sensory units would be a
memory system capable of re-presenting ex-
periences in such an intact manner. The
learned weighting of neural pathways, while
making possible the re-cognition of a stimu-
lus, would usually not make possible its
re-creation, as seemingly required by the
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experimental evidence. Penfield and Roberts
call the phenomenon they discovered "experi-
ential memory." As mentioned before, noth-
ing definite isknown about its biological em-
bodiment. It might be neural or even embodied
in extra-neural electric fields. Because a
screen, upon which images are projected,
revolving before a set of sensory elements
represents an analogy to this memory, we
shall hereafter refer to this class of phe-
nomena as a ''screen-memory."

The suitable combination of a ''screen-
memory' and appropriate network recogni-
tion models allows us not only to recognize
structures of data, as with the firing of a
single neuron, but also to make records of
such data in its original integral form, and
through this to create and manipulate new
meaningful assemblies of data.

Concepts Embodied in CONTRANS

It is necessary to distinguish between the
conceptual model which serves as a basis
for the simulations and the simulations them-
selves. The model is a conception of certain
components indirectly abstracted from neu-
rological evidence, together with some hy-
pothesized relationships among these com-
ponents. The simulations are computer
representations of the behavior of this model.

The conceptual model which is simulated
in CONTRANS is composed of random-net
associational networks, a ''screen-memory"
as defined in the preceding section, and cer-
tain motor functions which allow events in
the net to manipulate the memory and en-
tries upon it. The "'screen-memory,'" in all
early simulations, will serve both input and
storage functions, i.e., a computer storage
addressassigned as part of this memory may
store either newly introduced data or some
entry associated with a previous problem.

In the present work—which is Phase I of
a seriesof simulation projects—the cognitive
and associative capabilities of the networks
are replaced by computer matching and list-
making procedures. The networks them-
selves will be simulated in Phase II, work
projected for the future.

It is not known how the ''experiential
memory" is interrelated with the action of
human nerve networks. The prescribed
"motor functions'' in CONTRANS represent
some of the possible forms this relationship
might take. One motor function stops scanning

of the memory when certain neurons are
stimulated. Another causes substitutions of
entries from one location to another when,
under certain conditions, the same neurons
are excited by the stimuli at both locations.

The above elements work together to per-
form the basic, recursively used logical
algorithm of the system. This process is
primarily a mechanization of syllogistic
reasoning. The process may be illustrated
by a highly simplified example. If one of the
statements in memory is to the effect that A
implies B, and we want to deduce further im-
plications about A from this, we focus on B
and find a statement, such as B implies C.
The networks learn to associate A with B
and B with C so that when C is focused on,
the neuron representing B is excited, in turn
exciting the neuron representing A. This
causes C to be transferred to a position op-
posite A, replacing B, forming the expres-
sion (A)(C).

Similar processes are used on a some-
what more sophisticated level to substitute
small components into long expressions and
to modify entire statements without changing
their meaning.

If this substitution process were the only
problem-solving technique available, the
CONTRANS reasoning process would simply
be an exhaustive search for possible substi-
tutions as represented by the dotted lines on
Figure 1.

In order to form a short-cut through such
an inelegant and uneconomical procedure,
several built-in heuristics are included to
organize the reasoning search. The whole
process is motivated by a statement, written
in much the same manner as other CON-
TRANS statements, as to what sort of a con-
clusion is desired.

In the problem-solving process we start
with a data statement, one of whose compo-
nents is identical to one of the components
of the goal statement. The associated part
of the data sentence then becomes a sub-
goal. The system then concerns itself only
with other statements that contain this same
sub-goal.

As substitutions are performed, new in-
termediate goals are formed in succession
to replace the original sub-goal and, hope-
fully, to lead closer to the required relation-
ship with the other sub-goals. As each syl-
logism is performed, the new intermediate
statement formed is printed as output. The
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SYLLOGISTIC CHAIN PROCESSES

Each node is a statement.

Each line is a syllogism by which the
lower node is derived from the upper node.

@ is the final desired conclusion.

A dashed line represents a syllogism permitted
by exhaustive search and substitution procedures.

A solid line represents a step permitted by
CONTRANS procedures.

Figure 1

sequence of intermediate statements is anal-
ogous to the sequence of intermediate deduc-
tions in a geometric proof.

While this method provides some direction
to the process by eliminating consideration
of obviously unrelated statements, alone it
would allow the search to select, and continue
in, directions which take it away from rather
than toward the answer. For example, let B
be a sub-goal. Let us assume that B can be
replaced by any of C;, C,, C3, ..., C,,. Each
C expression can in turn be replaced by
another set of expressions. Perhaps, only
C; leads along the chain to the final goal.
However, without some additional heuristic,
the process would have to start at C, and
explore all the possibilities branching from
C,, and all the possibilities branching from
these possibilities, and so on until dead ends
are reached. Then the process would have
to start over again at C,.

We could have avoided this gigantic search
if the system had known at an early stage

that the choice of C, would take it towards
the answer. In more general terms, it would
seem that in order to go with any directness
toward a solution, the system would have to
know enough beforehand about the solution to
avoid taking wrong turns that would lose it
amid irrelevant alternatives. See Figure 2.
CONTRANS meets this problem with a
second built-in heuristic—a method for di-
rectly or "intuitively" (i.e., without demon-
strable intermediate steps) assessing whether
a given substitution will take the process
down the right path or down a blind alley.
This process operates by scanning over the
field of data and forming associations entirely
within the neural network, rather than mak-
ing substitutions on the screen memory.
Some of the simpler logic involved in this
method is demonstrated by the example below.
Let us assume statements to the effect that
(1) AisB, (2) BisC, (3) Bis D, (4) CisE,
and (5)D is G. Let us assume that the state-
ment A is G satisfies the goal statement (the
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general form of the answer). Obviously the
relation, A is G, is implied by the statements
as they now stand. Random nets scanning
over this series could learn to associate A
with B, B with D, etc., until neurons repre-
senting A is G are stimulated, signalling the
sufficiency of the data. If, however, we com-
bine statements (1) and (2) and substitute C
for B in (1)(a step which takes us in a wrong
direction) we get (1) A is C, (2) B is C,
(3) Bis D, (4) C is E, and (5) D is G.

In this case A is G is not implied, the
correct neurons will not fire, and the sub-
stitution must be undone. If we now go on to
substitute D for B in (1) the network scan
will give the go-ahead and we will proceed
down the correct path.

The method allows us to make mistaken
moves such as substituting C for B. How-
ever, it corrects all such moves before they
can lead to further mistakes, e.g., it does
not allow us to go on and substitute E for C.
Thus the "intuitive' aspect of CONTRANS
allows us to make tentative false starts but
not to wander down blind alleys. The con-
trast between the extent of the black and
dotted lines on Figure 1 demonstrates the

extent to which the built-in heuristics of
CONTRANS limit a typical search.

This aspect of CONTRANS might be con-
sidered akinto feedback concepts and Ashby's
homeostat [12], [13] in particular. The latter
operates by'the weakly constrained genera-
tion of information and then by the more
highly specific selection of that information.
In CONTRANS, information generation is
initially constrained by the requirement of
performing correct syllogisms only and by
the system of intermediate goals. Informa-
tion thus generated isthen selectively evalu-
ated by the "intuitive' checkto keep the sys-
tem as close as possible to the direct path
toward the deisred state.

Another feature of CONTRANS is that the
intermediate and final conclusions formed in
one reasoning experience can accumulate on
the "screen-memory' to aid in organizing
future experience. In this way, the effec-
tiveness of the system would tend to grow.

Input usedwith a CONTRANS system takes
the form of slightly modified English sen-
tences as described later on. Goal state-
ments and output are written in the same
form. The model is capable of benefitting
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from any heuristic or grammatical principle
that can be written according to these mini-
mal rules. Particularly applicable are trans-
formational statements, rules defining a
transformation of an expression of a certain
class, such as would leave unchanged the in-
formational content of that expression.

Of course, it is possible that no solution
may be implied by any of the data or past
experience available. The "intuitive check"
process is used at the outset to determine
whether or not this is the case.

The experimenter, when dealing with an
inexperienced CONTRANS simulation, must
provide as much data for problem solving as
a logically competent but unknowledgeable
human being would need. When dealing with
a somewhat experienced simulation, i.e., one
that has accumulated useful data and conclu-
sions from previous attempts to solve re-
lated problems, the experimenter must gauge
the extent of that experience before deciding
how much data will be necessary, if he wants
to be absolutely sure of getting an answer.
This is analogous to the process of a teacher
deciding how much information he must pro-
vide along with a test question in order to
make it a fair one for his pupils.

While the CONTRANS model itself re-
quires hardly any particular rules of syntax,
in order that consistent results be obtained,
consistent syntax must be used. For exam-
ple, it makes no difference to CONTRANS
whether statements with transitive relation-
ships are written with their meaning pro-
ceeding from left to right or vice versa.
However, incorrect implications will be drawn
unless all transitive statements are written
one way or another. Transformational state-
ments maybe included with other input to aid
the handling of syntax. For example, a state-
ment might be included to the effect that a
substantive S followed by a transitive verb
is equivalent to S alone. This would aid in
the formation of transitive substitution chains.

Because of the flexibility of CONTRANS,
the behavioral complexity of the system is
primarily a function of the complexity of its
experience rather than the complexity of its
initial design. For this reason, after a cer-
tain amount of experience a CONTRANS
simulation would take on the seeming unpre-
dictability of human behavior, unless close
watch were kept historically on all the input
statements and their possible interactions
within the system.

To summarize, the model is a combina-
tion of '"'screen-memory" for storage of in-
tact assemblies of data, "'neurodynamic' nets
torecognize andassociate entries, and motor
functions which, stimulated by excitation of
certain neurons in the nets, control scanning
of the ""screen-memory' and cause substitu-
tions to be made between various entries of
that memory. :

In the model, these components work to-
gether toperform syllogisms—the nets form-
ing associations between various parts of
selected statements found on the screen
memory, and the motor functions, triggered
by the nets, causing substitutions to be made
between appropriate parts of these state-
ments. This basic process is controlled by
a succession of intermediate goals which are
in turn selected through a "'rapid-scan' use
of the model. Except for a few rules, input
requirements are flexible and externally in-
troduced heuristics may be used. The model,
motivated by a goal statement, analyzes the
data statements and outputs a series of in-
termediate conclusions, followed by a final
conclusion, the answer.

Some Troublesome Designations

When dealing with the mechanization of
intelligent processes, it is all too easy, un-
fortunately, to give false impressions of ac-
complishment. The most obvious and classic
example was the widespread public use of
the term '"electronic brain' in connection
with high-speed computers. Similar—but
more subtle—misconceptions can occur read-
ily inregard to the use of computersto simu-
late various neuro-behavioral models. In
particular, there is always the question of
how much the success of a particular mech-
anization really implies about the true func-
tional organization of the nervous system.

At present, the question arises: Is CON-
TRANS, with its component cell assembly
nets, really a "brain-model"? The author
believes that CONTRANS is not aclose model
of the nervous system since, because of the
complexity involved, it has not been possible
to fit the characteristics of the components
to many of the experimentally discovered
parameters of neurophysiology; since, be-
cause of lack of evidence, several straight-
forward but unverified assumptions had to be
made about the relationship of the networks
to the "screen-memory''; and since, because



CONTRANS (Conceptual Thought, Random-Net Simulation) / 131

of almost total lack of evidence, no biological
embodiment has been hypothesized for the
"'screen-memory,"

CONTRANS would seem, however, to be
more than another variety of artificial intel-
ligence; if not an actual brain model, it is,
nevertheless, physiologically oriented since
its component neuro-dynamic nets represent
a type of function which, in view of current
evidence, seems typical of the nervous sys-
tem and since the ''screen-memory" feature
is inferred directly from experimental find-
ings. The first simulations explore a method
of organization for brain models. In this
sense, CONTRANS is a model for brain
models. The logic of the general system is
such that, as more accurate perceptual
models are derived, they could be fitted into
the larger system, and CONTRANS could
approach brain-model status.

The Phase I Simulation

The present work, Phase I, simulates the
CONTRANS model with computer matching
and list-making procedures replacing the
cognitive and associative functions of the
neural nets. The general procedure of the
simulation is outlined below and represented

in flow diagram form in Figure 3.

~ Input to the system is in the form of Eng-
lish sentences modified according to several
simple rules. Parentheses are included to
indicate the extent of relationships. For
sheer convenience, a limit is imposed on the
depth of parentheses within parentheses, but
a method is indicated for adding additional
depth, by the use of satellite statements re-
sembling subordinate clauses.

Also for programming convenience, single
letters are agreed to stand for words, and
for phrases and clauses when it appears to
be unessential for those phrases and clauses
to be broken down any further.

A goal statement is presented along with
data and heuristic statements; it is written
inthe same fashion as other CONTRANS sen-
tences. As explained previously, the use of
CONTRANS does not imply any particular
grammatical syntax, but the syntax used
should be consistent.

Output statements have the same charac-
teristics as input statements. Output consists
of aseries of intermediate statements culmi-
nating in a final answer. In keeping with the
cumulative nature of the '"'screen-memory,"

output statements are punched onto cards to
be entered with future input (as well as printed
out).

Once data is entered into core memory,
the CONTRANS program analyzes each state-
ment into individual parentheses. The pro-
gram then finds a place to startits reasoning
process by searching for a data statement
that contains an element of the goal state-
ment. The associated part of the data state-
ment thenbecomes a sub-goal, For instance,
if side 2 of statement 5 is found tobe equiva-
lent, by matching, to a side of the goal state-
ment, then side 1 of statement 5 becomes a
sub-goal. (A side is one of the two prime
divisions of a statement, somewhat analogous
to a subject or predicate in conventional
grammer; in a CONTRANS statement it is
the contents of one of the two principal sets
of parentheses.) The program then searches
for elements of the sub-goal in other state-
ments. If one of these elements is found, a
tentative substitution is made and control is
transferred to a program which simulates
the "intuitive check' method.

In simplified terms, the method operates
by going over the data to form lists of asso-
ciated expressions. If, at the end of this
process, both sides of the goal statement are
found in the same list, then the tentative sub-
stitution is made permanent, the modified
statement is punched and printed out as an
intermediate conclusion, and the process
begins again with a new sub-goal.

If, at the end of the process, the condition
is not met, the substitution is undone and the
search for elements of the sub-goal begins
again. This type of operation is done re-
cursively until the final answer is derived.
In this manner the program, motivated by
goal statements, accepts data and heuristic
statements in modified but comprehensible
English, and draws from them a series of
implications relevant to, and culminating in,
a final answer.

As of thiswriting the program for Phase I
is undergoing debugging. The program is
written in FORTRAN for the IBM 709.

Future Phases

In Phase II, scheduled for the Fall and
Winter of 1961, a class of cell-assembly
neural net models will be simulated and their
learned recognition and association proper-
ties will be substituted for the computer
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N

matching and list-making processes used in
Phase I.

It should be noted that the neurodynamic
nets, with their many parallel processes,
are capable of recognizing stimuli without
the many consecutive logical steps taken in
sequential digital recognition or matching
techniques. Thus, a physical embodiment of
the full CONTRANS model would be a step
toward combining the perceptive speed of a
perceptron-type network with the flexibility
and logical power of heuristic programming.
However, since simulating a parallel operat-
ing network on a serially operating computer
is a rather awkward process, the advantages
of connective nets will not be reflected in
actual running time.

The design of neurodynamic networks for
CONTRANS presents several special prob-
lems. These problems arise from the fact
that, while most neural net simulations are
concerned with the discrimination of statis-
tically describable stimuli such as geometri-
cal figures, CONTRANS is concerned with
the recognition and manipulation of symbol
chains, expressions which are already con-
ceptualized.

It will be assumed that geometrically
perceiving networks, such as the perceptrons
of Rosenblatt, are capable of recognizing
letters and of representing different char-
acters by the firing of different neurons. It
will be assumed that the output of these neu-
rons will be the input to the CONTRANS nets
for the recognition and association of words,
phrases, and clauses. It is primarily the
latter networks that Phase II will be con-
cerned with.

These networks, unlike most similar
models, will be required to associate ex-
pressions after only one learning trial, and
to recognize expressions on the basis of the
order of their constituent symbols in time.

The first requirement may be met by the
selection of an appropriate expression for
the growth of the amplification value of a
particular interneural pathway as a function
of excitation and reinforcement.

For example:

Let V be an amplification scale.

LetO<V, <1

Let N; stand for one neuron and N; for
another.

Let an output P; from N; imply an input
V;; (P;) to N,

Let T be a time at which N fires.

Then

be

=V.. +

Vijt:+1 1)¢ P (1-V°)-Viit-1 (1—V°)

e

This is a simple but satisfactory equation
for the weight of the pathway leading from
N; to N;. As simulated by FORTRAN pro-
grams for the IBM 1620 (with V_ equalling
0.2 and 0.4), V,; rises sharply toward 1 with
the first simulatneous firing of N; and N
and then tends asymptotically towards 1 witﬁ
additional simultaneous excitations. With a
firing of N, without N, V, . decreases sharply
toward zero and tends asymptotically toward
zero with further such firings. Thus this
growth function allows sharp--almost 'yes-
no''—learning in one trial. Such a sharply
reacting growth function would play havoc
with the statistical sophistication of a geo-
metrical perceptron. However, this equation
would be quite suitable for the one trial as-
sociation of two abstractions or identified
symbols.

The second requirement, for recognition
of order in time, will be met through the
provision of reverberatory networks and
neurons representing intermediate parts of
words, such as syllables, and intermediate
parts of sentences, such as phrases.

In the future, it should be possible to make
more of a serious attempt at designing CON-
TRANS random nets that better fit the char-
acteristics of the nervous system without
changing the logic of the system as a whole.

In Phase III, CONTRANS will be used in
the formation and testing of inductive hypo-
theses, and will thus attempt to make general-
izations from separate occurrences.

It is hoped that, in Phase IV, constraints
on the form of input sentences, particularly
in regard to the use of parentheses, will be
removed. An attempt will be made to divide
""screen-memory' into temporary or per-
manent cumulative segments to reduce un-
necessary scanning time.

In addition, there are possibilities for
special applications and special embodiments.
In final form, and in special-purpose em-
bodiment, the system would accept ordinary
sentences as instructions and data, would
process them (perhaps in a not easily pre-
dictable manner) with the benefit of accumu-
lated data and conclusions and, due to its
parallel form, would in general, operate with
much greater speed then its computer simu-
lations.
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DIGITAL-TO-VOICE CONVERSION

Evan L. Ragland
Motorola, Inc.
Military Electronics Division
Chicago, Illinois

INTRODUCTION

Forthe past two years Motorola has main-
tained a program to study and develop
digital-to-voice conversion techniques. This
program has examined the needs for digital-
to-voice conversion and has, through feasi-
bility experiments, studied some of the
promising techniques. This paper reportson
this work.

This report considers the entire subject
of digital-to-voice fromthe basic need to the
ultimate application. Particular emphasis
is placed on possible technological solutions
and on experimentationto determine the fea-
sibility of these approaches.

The problem statement presents thebasic
needs and technological problems associated
with digital-to-voice conversion. Several
possible solutions are examined in the con-
sideration of this problem. From these solu-
tions a system operation is described and
schematically outlined. A series of feasibility
experiments, performed in the laboratory
directed toward establishing the necessary
background for development effort, are re-
ported. The results of these experiments
are covered in detail. Finally, some future
applications of ultimate development equip-
ment are discussed.

PROBLEM STATMENT
General
The increasing digital environment in

which man must coexist creates a basic need
for improved communications from machine

135

to man. As the use of data processing and
data communication systems expand thereare
numerous instances where voice communica-
tions to the man operator or monitor from
systems of automatic assistance or control
are imperative.

Economic

Generally, these needs are accompanied
by a requirement for an inexpensive method
for conversion of digital data to voice since
and in most instances, the need arises in a
system of control or centralized information
storage where outputs to many human com-
municators are required. Therefore, it is
important that the approach for conversion
of thedigital informationto voice be inherently
inexpensive.

Application

The nature of information to be trans-
mitted in such systems varies widely. There-
fore, it is important that the system for con-
version not constrain the machine to some
limited group of messages. Unless several
constraints are placed upon the variation of
communciation a general purpose capability
must be considered. Flexibility must be such
that the machine can basically communicate
any giveninstruction or information sequence.

Human
The human communicators must not be

inconvenienced or disturbed by the form of
the messages. It must be as closedto human
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speechand human conversational delivery as
is possible. Therefore, it is important to
have imperceptible delays betweenthe vocal-
ization of words and the words vocalized in a
non-synthetic manner.

Physical

The conversion equipment, in many cases,
must meet the requirements of light weight
and compact size. Therefore,it is important
that the techniques employed for conversion
require little space, weight or power.

Technical

The black box digital-to-voice converter
must operate with any digital data communi-
cation or processing system. It must not
constrain, because of its own limitations,
either the coding or format ofthese systems.
It must not require that the system store
messages forms or structures. Essentially,
the converter should be able to accept any
code input and translate this to vocal infor-
mation form. It should be capable of buffer-
ing lengthy messages and translating these
at the vocalization rate for the human com-
municator. This can be accomplished in
several different ways.

POSSIBLE SOLUTIONS

There are two principal avenues of ap-
proach to the construction of audible, intel-
ligent English word forms from digital in-
formation. These are:

1-synthetic reproduction from tones and

2-vocabulary look up.

The latter of these methods has been the
principal study and subject of experimenta-
tion in the work reported. Vocabulary look
up was selected since it seemed to offer the
general purpose capability for message trans-
mission within the bounds of the operational,
physical, human, economic and technical re-
quirements of application.

It can be shown statistically that within
thebounds ofthe English language the general
purpose message capability can be accom-
modated by a limited vocabulary. For ex-
ample, consider the chart of Figure 1. The
entire English language consists of some
600,000 words. The frequency of usage of
these words varies dramatically. The aver-
age human vocabulary is about 15,000 words.
Of these, 50 comprise approximately 50% of
normal conversation and correspondence.
This usage remains remarkably stable, even
when highly specialized technical papers are
the subject of account. One thousand words
will accommodate over 80% of normal usage.
With a 1000-word vocabulary it is possible
to express most ideas or informational se-
quences. It therefore seems reasonable to
assume a vocabulary of several thousand
words could provide machines a conversa-
tional capability.

It hasbeen concludedthat a 1 to 5000 word
vocabulary provides a communications capa-
bility from which substantial advantages in
machine to man communications can be

AVERAGE CHARACTER-FORM WORD.....256,000,000,000,000 WORDS

ENGLISH LANGUAGE.......................

AVERAGE VOCABULARY.............

80% USAGE ..o

50% USAGE ..o,

---------------------------------------

600,000 WORDS

......................................... 64,000 WORDS

.......................................... 15,000 WORDS

.............................................. 1,000 WORDS

.......................... ceerrrenrenrennenne. 90 WORDS

Figure l. Vocabulary Statistics
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derived. The objective of this study has been
to examine methods of storingand retrieving
vocabularies of from 1 to 5000 audible English
language words. The storage retrieval sys-
tem should bea self-contained unit and should
meet the general operational requirements
stated previously.

One encounters a number of physical and
technical problems in considering the storage
of audio information. For example,the aver-
age time required for a spoken word is less
than three quarters of a second, but many
frequently used words require up to one sec-
ond for reproduction. Therefore, it is nec-
essary to accommodate variable reproduction
time for vocabulary words to meet this ran-
dom requirement. Also, it is necessary to
find a means for high-density packing of in-
formation. Consider, for example, that the
average word requires 0.6 second for vocal-
ization and that it may contain up to 3000
pieces of information per second. If 5000
wordsare to be stored,the capacity for stor-
ing mustbe 5000 x .6 x 3000 bits of informa-
tion—or 9,000,000 bits—a substantial memory
requirement. There is available, however,
another important characteristic in vocabu-
lary storage. It can be fixed storage. It need
not be changeable or erasable. Therefore,
photographic storage is open to consideration.

In storing large vocabularies it is neces-
saryto develop appropriateaccesstime which

permits both the imperceptible access of
words and the scanning of words at audible
rates.

This problem of scanning isillustrated by
Figure 2. The essential requirement present
is for some method for translation of infor-
mation time base from the high-speed scan
requirements of the digital system to the
low-speed vocalization rate. The time for
scan is determined by the permissible time
for look up and size of vocabulary. Time for
read out is determined by the vocalization
time required for a word and varies from a
fraction of a second to aslong as one second.

Consideringthe basic problemin Figure 2
and the operational requirements for the con-
verter, it is possible to suggest three attrac-
tive solutions. First, it would be possible to
mask a cathode-ray tube with the audio infor-
mationand scan adigital field,directly asso-
ciated with this audio information, to look up
words in the memory store. Such a system
is illustrated in Figure 3A. By changing the
rate of scanof the electron beam between the
digital and voice fields,the time base for the
informationread out canbe effectivelytrans-
lated.

Another method oflook up would beto have
a moving photographic storage consisting of
two fields. Look up of the digital field would
be accomplished photographically and infor-

mation would be strobed from the moving
J

RECORD

weeess | 10—

/

SCAN

v

AUDIO SCAN

Figure 2. Scan Schematic
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MASK
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AUDIO FIELD

DIGITAL FIELD

Figure 3A. Cathode Ray Tube Converter

audio record field by a short duration light
strobe. There are two possible applications
for this method as far as read out is con-
cerned. Read out could be accomplished by
a moving electron beam across the electro-
static image on a vidicon screen. Read out
could also be accomplished by detecting the
discharge pattern created by the strobed
records on the surface of a memory photo-
conductor. These two methods are illus-
trated in Figures 3B and 3C. Of the three
approaches illustrated, the approach using a
moving photographic storage and a moving
electrostatic image has been selected for the
principal study to date. This method was
selected because it could be readily imple-
mented with simple laboratory apparatus and
because it would not have the inherent re-
quirement for high power supply and compo-
nent stability required by the all electronic
cathode-ray scanning approach.

System Explanation

The application of the selected solution is
jllustrated in Figure 4. This schematic
organizes a buffer memory for storing
digitally-encoded messages, an optical sys-
tem for scanning a digital field, a coincident
system for selecting from an audio record

field one of theaudio records and anelectro-
static system for reproducing the selected
audio record from an electrostatic image.
To describe the operation of the device,
consider that a digital message is received
and stored on the magnetic band of the rotat-
ing drum. The first word of this digital mes-
sage, which consists in the example of 11
bits, is shifted into the shift register by
standard digital circuit techniques. Whenthis
word is in place in the register, the system
comparesthe permutations of its stored value
and the continuously changing permutation of
the digital field. This is accomplished by a
standard comparator circuit and a parallel
11-bit photoconductive detector. With parity,
the comparator provides an output which
triggers a short-duration strobe light. This
short-duration light pulse exists only long
enough toproject theimage of one word inthe
audio record field onto the moving photocon-
ductive surface. The digital and audio fields
are spatially related so the look up of the
digital word in effect selects the audio word.
The moving photoconductive surfacehas been
charged to a uniform potential by a charge
station. The incidence of light onthe surface
causes discharge inthe pattern of the image.
This discharge patternis detected byan elec-
trostatic pick-up, amplified and vocalized.
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At the conclusion of the read out, it is possi-
ble to shift the subsequent digital word from
buffer storage and to project it in electro-
static image form for immediate reproduc-
tion. Since it is possible to strobe informa-
tion from photographic storage in times as
short as two microseconds, the look-up time
for even a large vocabulary of 1000 to 5000
words is imperceptible to the listener. Of
course, it would be possible for the look-up
time to be extended by taking advantage of the
time for vocalization of the previous word.
In some applications this is practical while
in othersit would require the communicating
digital system to remain on line during vo-
calization. Therefore,it is important tohave
available the capability for high-speed look-up
that is imperceptible to a listener between
words.

Feasibility Experiments

The approach described incorporates a
number of techniques which are well known
and standard. These are techniques such as

buffer memory,digital switching, etc. There
are techniques required in the converter ap-
proachthatarenotas well known and deserved
laboratory experimentation and consideration
particularly in light of their conjunctive ap-
plication. These were:

1. high-speed strobing

2. photoconductive imaging

3. electrostatic detection

4. system optics

5. methods for recording
It was decided that a test apparatus would be
developed which would typically represent
these techniques. This apparatus would pro-
vide a source for data and feasibility experi-
mentation.

The schematic for this apparatus is illus-
trated in Figure 5. To shorten the length
required for the optical system, a system was
constructed in which the path was reflected
through three mirrors. A strobe light was
mounted in this optical system so that its high
intensity flash, through a mask placed in the
light path, could be focussed just before the
lens. This system projected the image on a
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Figure 5. Feasibility Apparatus Schematic

moving turntable. The turntable, rather than
a drum, was used because such a table was
readily available and possessed good stable
dimensional and dynamic characteristics. An
ionic charge station was constructed and a
mount was developed that permitted a mani-
pulation of various types of experimental
pick-up devices. Figures6A and 6B show the
laboratory apparatus developed for this
purpose.

The problem of strobing is one ofdevelop-
ing sufficient light intensity to createthe nec-
essary photoconductivity in the material in a
short time span. The immediate objective of
the early experiments was to determine
whether or not millisecond light flashes would
be reasonable. Later experiments moved
into the microsecond region for the duration
of light flashes. A General Electric type
FT-230 hydrogen strobe light has been used
in these latter experiments. This lamp re-
quires 2000 volts and generates light pulses
as short as 2 microseconds duration.

Photoconductive imaging on the surface of
the moving turntable has been a subject of
some study. From the work by Dutton, at the
University of Rochester, and others, it was
known that the grain of deposited amorphous
selenium coatings, such as used in standard
xerographic processes, had been measured
to micron dimensions so this was not a prin-
cipal point for investigation. Theimage prob-
lems studied were the response of the mate-
rial to the short durationlight flashes and the
degradation of the image due to field disper-
sion and surface conduction. These experi-
ments have been conducted by two methods.
These are: electrostatic probing of the charge
patterns and charged particle dusting of the
selenium plates.

Electrostatic detection presents some
serious problems. This is an area in which
there has been only alimited amount of work
and although H. W. Katz and others report in
their text the fundamental types of probes
which have been technically developed, the
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Figure 6A. Feasibility Apparatus,
Optical Section

development of a high resolution electrostatic
probe still has not been accomplished. Very
little has been done to improve upon the
probes discussed. The probe used inthe lab-
oratorydevice is illustratedin Figure 7. The
resolving capability has been observed to be
as expected, from 3 to 6 times the spacing of
the probe to the plate.

System optics might not be considered
critical; however, the ultimate requirement
for the converter to be compact demands that
the optical storage be small. This will re-
quire highmagnification ratios between stor-
age and detection. Of course, this is related
to the resolution of the detector, and with
better detectors this problem becomes less
critical. It was anticipated, however, in
beginning the experiments thataudible tracks
as narrow as 10 mills would be required in
the system and that the frequency recording
capabilities of these records and the trans-
mission of the optical system should be at
least 1 kc/inch of length. Various track di-
ameters and widths have been tested by the
program. Optical records of the dimensions
described have been successfully made.
Severe problems of registration have been
encountered with multiple record vocabulary
composition. Currenteffort isbeing directed
toward new techniques to solve these registry
problems.

Two methods are available for photo-
graphic recording of audio. These are: (1)
density and (2) variable area. In density re-
cording, the density of the photographic image
is used to indicate the level of audio. In

Figure 6B, Feasibility Apparatus,
Pick-Up Section

variable area recording, the integrated
area of the sound track for a given resolving
segment is used to indicate the audio. For
proper evaluation of the photosensitive proc-
ess, it was necessary to test both methods.
For this purpose, and because the sound
tracks due to the nature of the test apparatus
were circular, it was necessary to build a
photographic recording apparatus. This is
illustrated in Figures 8 and 9. Both density
and variable area records were made and
tested.

Results

The experiments have definitely demon-
strated the feasibility of the approach selected
for digital-to-voice conversion. Good, intel-
ligent audio words have been reproduced by
the apparatus. The normal characteristics,
which are measured inaudio, indicate thatthe
performance of this system from the audible
standpoint is acceptable. For example, the
frequency response is 20 to 1500 cps at 15
inches per second. The signal-to-voice ratio
is 15 to 20 db.

Experiments show that adequate light can
be obtained from the high-speed strobe to
create useful images when the pulse duration
of the strobe is as short as 2 microseconds.
The particular strobe light used was not the
highest intensity light source available.
Higher intensity strobes having different elec-
trode materials can be constructed.

The photoconductive imaging was found to
be more than adequate for the purposes of
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audio reproduction. The image patterns
varied inintensity from field strengths at the
surface of the material near 600 volts to
strengths of less than 100 volts. The meth-
ods of measuring introduced some error in
these figures, but no difficulty was encoun-
tered due to poor image definition caused by
the photoconductive material. Considerable
difficulty was encountered from loss of image
due to surface conductivity on occasions of
high atmospheric humidity.

The electrostatic detection has presented
a considerable problem. The basiclimitation
of the electrostatic detection probes plus the
problems created by the micro-dimensions
necessary for separating and shielding have
yielded less than satisfactory results. It is
anticipated that improvements in method of
detection and specifically the incorporation
of a push-pull or positive-negative system of
reproduction will overcome some of these
problems. Itis important that the signal-to-
noise ratio of the system be increased. It is

also highly desirable to increase the resolv-
ing capability of the detector to permit the
use of smaller photoconductive plates. This
performance has led to the serious consider-
ation of the use of a vidicon tube rather than
a moving plate for storage.

The optics of the system, while relatively
crude, have proven entirely adequate for the
purposes of the experiment. It is not antici-
pated that any difficulties would be encoun-
tered in developing an optical system for a
prototype converter.

Audio Records

Both the density and variablearea records
have been reproduced successfully. Because
of the exposure characteristic of the photo-
conductive material, variable area recording
has been selected. This characteristic is
represented in Figure 10. Withvariable den-
sity, it would be necessary to operate on the
linear region of this curve. With variable
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area, it is possible to operate in saturation.
This broader operating region has led to the
better performance and stability of variable
area records and is the reason for their
selection.

Figure 11 illustrates the variable area
recording of the word, '""Motorola." A single
" variablearea track (outer) andpush-pull dual
variable area track (inner) are shown. At
this writing, no conclusive data has been
gatheredto show advantages of dual vs single
tracks.

This effort continues with further labora-
tory tests and experiments. Currently,
signal-to-noise ratio is a problem of concern
with the original apparatus. In an effort to

improve this, a positive-negative sound track
is being used as a source for differential
audio signals. It is expected that the ability
of the differential system to reject common
mode noise andthe increase in 6 db of signal
strength should improve the signal-to-noise
ratio by a factor of 20 db.

APPLICATIONS UNDER CONSIDERATION

The work to date has produced results
sufficiently satisfactory to permit the con-
sideration of various applications of digital-
to-voice conversion. Several such applica-
tions have been considered in detail. These
are principally associated with systems where
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large dataprocessors are used inthe control
or in the information organization for manual
systems of operation. For example, in the
air traffic control system there are three
clear instances where voice conversion from
digital information is desirable. These are:
(1) flight planproduction, (2) clearance infor-
mation messages and (3) weather data trans-
missions from flight service stations. In the
now developing weather system for the Air
Force and FAA there is another good oppor-
tunity for applicationof digital-to-voice con-
version. In this system, it is anticipated that

approximately 90% of information dissemi-
nation will be over the telephone to callers
who have dialed in to request up-to-date
weather information. The machine will have
this information available in its stores and
can, using the voice converter, communicate
directly to the caller over the telephone cir-
cuit. The reduction in requirements for
operator handling of calls as a result of the
application of the digital-to-voice converter
is dramatic in this instance.

These applications, as it happens, are all
concerned with government or military
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systems. This does not mean, however, that
there are not in the future numerous com-
mercial applications for voice converters.
For example, banks, traffic control, auto-
matic inventory control and other systems of
data processing are currently expanding in
commercial application. All offer the basic
characteristics necessary to create need for
digital-to-voice.

CONCLUSION

The digital-to-voice converter is a new
and powerful tool to add to our work shop of
input and output devices. It not only provides
for some particularly unique operations where
other methods of machine output are not well
suited, but can be expected to provide an im-
portant back up to existing output methods.
For example, printed information could be
sent along for purposes of record while the
vocal information was transmitted at the same
time for its transient and immediately useful
importance.

Conversionby the techniques discussed in
this paper are definitely feasible. There is
no reason to assume that voice messages
cannot be rapidly composed from photo-
graphically stored data. All of the tests indi-
cate at least a satisfactory level of perform-
ance.

The techniques tested promise to ulti-
mately result in compact and inexpensive
equipment. This isa characteristic require-
ment of any widely useddigital output device.

Further development is needed before a
compact, inexpensive converter is available.
This development should investigate and ex-
plore some of the alternate methods of con-
version mentioned, but not yet studied. In
addition, this development should be devoted
to the creationof a vocabulary for communi-
cation and to the further improvement of the
techniques that havebeen already established
as feasible.

This continuing program is under way in
the Motorola laboratories. It is anticipated
that the solutions for the major problems
will be developed within the next few years.
For this reasonattention is now being directed
toward the application of digital-to-voice
converters. Perhaps within the next few
years the applicationof these converters will
be commonplace.
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