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CHAPTER 1
GENERAL DESCRIPTION

1.1 INTRODUCTION

This chapter identifies and describes the modular parts of the PDP=15 system hardware, and shows how
they are incorporated into the system. Figure 1=1 shows the physical location of these parts in the
PDP-15 system configuration. Figure 1-2 is a block diagram of the inter-connection of the elements

of the system which are covered by this manual . Other options are covered by separate manuals,

H963D H963E
BAY 00 BAY IR
MM15 IND PANEL kP15
MK15 FANS KD15
BB15 525
KP15 KTI5  MPI5 5
KD15 KW15
KM15 KA1S
KE15
KF15
~ PCO5
KWIS 3 DISPLAY
KC15
KC15 PCOS
FANS
*|H742 FANS Bats TSI LrisA
PS PC15 .
BA15 LT15A BB15
VP15 KT15
KM15
DWISA KA15
716 PS
INDICATOR PANEL
* H742 Power Supply is employed if ME15 Memory PDP-15/C
is installed .

18- 0272

Figure 1-1 PDP=15 Configuration

1.2 SYSTEM DESCRIPTION

The PDP-15 System consists of a KP15 Central Processor, KD15 I/O Processor, KC15 Console, ME15
and/or MM15 Memory, associated cabinets, hardware, power supplies, and any of a large number of

options.

1-1



ME15 ME15
8K 8K
I |
l |
[ i } | T I
mm1s | mmis ! MM15 | MK15 | MM15 :MK‘IS MM 15 }
4K:4K i aK | 4K | K | 4K aK |
— | pre | — | |
i | ] | 1 ] |
| |
BB15
1 BUS
BB OPTION CABLE
MEMORY DATA LINES
MEM MEM MEM
PROTECT | RELOCATE PARITY
KM15 KT15 MP15
API KA1S
ORY
PORT
TCH
BAI5
1PY cPU
PCIS KD15 KP15
READER PUNCH
VP15 KE15 EAE
DISPLAY KW15 RTC KF15 PWR FAIL
TTY CONTROL TTY
LT15A
TTY
POS 1/0 BUS I 8US
POS 1/0 BUS
KC15
CONSOLE
DWI5A
NEG 1/
POS TO NEG BUS im0 BUS,
CONVERTER

Figure 1-2 PDP-15 System Block Diagram

15-0274

Hardware configurations for which special software systems have been developed are designated as

follows:

a. PDP-15/10 Compact System — consists of a 4K core memory, Central Processor, 1/O Pro-
cessor, and ASR33 Teletype ®. This is the basic PDP-15 System (see Figure 1-3).

b. PDP-15/20 Advanced Monitor System — consists of the basic PDP=15 with 8K of core
memory , DECtape control and 2 DECtape transports, high-speed paper-tape reader/
punch, extended arithmetic element, and KSR 35 Teletype (see Figure 1-4).

® Teletype is a registered trademark of Teletype Corporation.

1-2



FA\NS CARA}/EL FAN
LOGO LOGO + LYT
MEMORY
ENCLOSED
CP/1I0 LOGIC ] " LOGIC
INTER— -
CONNECTION
COVERS
(REMOVABLE)
CP/IO
REAR
X DOOR
CONSOLE CONSOLE—7 FANS
L
*| H742 TaBLE-"
POWER H742 POWER SUPPLY
SUPPLY
POWER DOOR POWER
SUPPLY
SUPPLY
DEC 19" CABINET
DIMENSIONS:
30" DEEF
2(-11/16" WIDE
71-7/16" HIGH
X H742 Power Supply is employed
if ME15 Memory is installed.
15- 0013

Figure 1-3

PDP-15/10 System Configuration Diagram

H963D H963E HO63F

(BAY 00) (BAY IR) (BAY 2R)

FAN FAN FAN
INDICATOR INDICATOR

MMI5A, MK15A

8K MEMORY

FROCESSOR AND

170 PROCESSOR  ~ | BLANK BLANK

AND KE 15

EXTENDED

ARITHMETIC

ELEMENT

KC15 PCIS TUS6 DUAL
READER/PUNCH TRANSPORT

TABLE

%*[H742 | BLANK
35 KSR
TELETYPE FOWER [Fans Tcis

BAI5 (CONTROL FOR | DECTAPE
PC15) CONTROL

715

Bohen BLANK
AC UTILITY
OUTLETS BLANK

* H742 Power Supply is employed if ME15 Mermory is installed.

15-0326

Figure 1-4 PDP-15/20 System Configuration Diagram




c. PDP-15/30 Background=Foreground System — consists of a PDP-15/20 with a 16K core
memory , four DECtapes, a real-time clock, automatic priority interrupt, a second on-
line Teletype and memory protect (see Figure 1-5).

d. PDP-15/35 Disk Oriented Real=Time Executive System (RSX) — consists of a PDP-15/20
with a 16K core memory, two DECtape transports, automatic priority interrupt option,
real-time clock, a DECdisk file with 262K words of storage and memory protect.

e. PDP-15/40 Disk Criented Background-Foreground System — consists of a PDP=15/30 with
a 24K core memory, two DECtapes, DECdisk Control, two random access DECdisk files
with a capacity of 524K words of storage and memory protect (see Figure 1-6).

f.  Unichannel 15 System. Refer to Unichannel 15 System Maintenance Manual
(DEC-15-HUCMA-B-D) for a complete description of the system.

g. PDP-15/C Compact System - consists of 48K core meméry, central processor,
I/O processor, and high-speed paper-tape reader/punch (see Figure 1-7).

‘ 1.3 CENTRAL PROCESSOR ‘

1.3.1 KP15 Central Proc

The KP15 Central Processor functions as the main component of the computer by carrying on bi-

directional communication with both the memory and 1/O Processor. Provided with the capability to
perform all required arithmetic and logical operations, the central processor controls and executes

stored programs. It accomplishes this with an extensive complement of registers, conirol lines, and

logic.

1.3.2 Teletype Control

This provides the control for the console Teletype which may be an ASR or KSR Type 33 or 35 Tele-
type. Logic is provided for the hardware readin of tapes from the Teletype reader in systems without
high-speed tape facilities. Characters may be read from the keyboard in either half-duplex mode

(characters echoed onto the printer) or full~duplex mode.

1.3.3 KCI15 Console

The KC15 Control Console provides facilities for operator initiation of programs, monitoring of central
processor (CPU) and 1/O Processor (IPU) registers, starting program execution and the manual exami-

nation and modification of memory contents.

1.3.4 KE15 Extended Arithmetic Element (optional)

The optional KE15 Extended Arithmetic Element (EAE) facilitates high-speed arithmetic operations and
register manipulations. The EAE adds an 18=bit multiplier quotient register (MQ) to the system as
well as a 6-bit step counter register (SC). Worst case multiplication time is 7.4 ps; division time is

7.65 ps.



H963D H963E H963F
(BAY 00) (BAY IR) (BAY 2R)
FAN FAN FAN
INDICATOR
2"125‘,‘433"'“ INDICATOR
K Y
(See Note 1) FANS
S AUTOMATIC
KPS CENTRAL PRIORITY INTERRUPT | BLANK
ROCESSOR AND D
1/0 PROCESSOR, KMI5 MEMORY
KE 15 EXTENDED PROTECTION
ELEMENT, AND
y TUS6 DUAL
Kwis ReAL BLANK DECTAPE
TRANSPORT
PCIS
Sove Eih sosen e
READER / PUNCH RANSPOR
TABLE
35 KSR * gg:{éR BLANK 33 KSR
TELETYPE SUPFLY | FaNs TCI15 TELETYPE
BAI5 (CONTROL FOR | DECTAPE
LTISA AND PCI5) CONTROL
715
o
AC_UTILITY
OUTLETS BLANK
NOTES
1. An identical 8K memory is mounted on the rear door of cabinet H963D.
There is space on this door for mounting two more 8K moduies.
¥ H742 Power Supply is employed when ME15 Memory is installed.
15-0327
Figure 1-5 PDP-15/30 System Configuration Diagram
H9638 H963D HO63E HO63F
(BAY 2L) (BAY 00) (BAY IR) (BAY 2R)
FAN FAN FAN FAN
INDICATOR INDICATOR
INDICATOR MM15A, MK15A
8K MEMORY
REIS (See Note 1) FANS
CONTROL KA15 AUTOMATIC
0 KP1S CENTRAL PRIGRITY INTERRUPT BLANK
PROCESS!
1/0 PROCESSOR, KM15 MEMORY
RSO9 KE 15 EXTENDED PROTECTION
DECDISK ARITHMETIC
ELEMENT, AND TU56 DUAL
KW15 REAL BLANK DECTAPE
TIME CLOCK TRANSPORT
PC15
KC15 TUS6 DUAL
RS09 CONSOLE HIGH SPEED DECTAPE
PAPER TAPE
DECDISK READER /PUNCH TRANSPORT
TABLE
BLANK
35 KSR 33 KSR
TELETYPE FANS 1015 TELETYPE
AIR DISTRIBUTION BA15 (CONTROL FOR | DECTAPE
SYSTEM AND POWER LT1SA AND PC15) CONTROL
SUPPLIES 75 DWISA I/0 BUC
POWER CONVERTER
SUPPLY AC UTILITY
OUTLETS BLANK
NOTES

this door for mounting one more 8K module.

2. 96K of ME15 Memory moy be installed in rear door.

1. Two more 8K memory modules are mounted on the rear door of cabinet H963D. There is space on

Figure 1-6 PDP-15/40 System Configuration Diagram

15-0328




FRONT SIDE
I FAN I | FAN REAR
]
FANS
KP15
CENTRAL PROCESSOR ME15 48K
AND I/0 PROCESSOR MEMORY
FANS
PCOS
HIGH SPEED 50 Hz
PAPER TAPE TRANSFORMER
READER/PUNCH
| 716 POWER SUPPLY
KC158 856A POWER CONTROL
CONSOLE
| H742 POWER SUPPLY
FAN |
BA15

(CONTROL FOR P605)

BB15
CHASSIS

BA BB
INDICATOR PANEL

861 POWER CONTROL

15-0809

Figure 1-7 PDP-15/C System Configuration Diagram



1.3.5 KF15 Power Fail (optional)

The KF15 Power Fail option offers maximum protection to programs during power failure and recovery
of power after failure. It enables the PDP-15 system to store active registers in memory before power
diminishes to a point beyond which data will be lost. i also enables the PDP=15, upon the restora-

tion of power, to restore these registers and continue with the program that was previously in progress.

1.4 1/O PROCESSOR

1.4.1 KDI15 /O Processor

The KD15 Processor (IPU) is an autonomous subsystem of PDP=15 which supervises and synchronizes all
IOT and Data Channel (DCH) transfers between the devices and the PDP~15 central processor and
memory . The 1/O Processor contains the arithmetic and control logic hardware to supervise all 1/0
device activity. The IPU is, however, a passive system in that it responds to requests for activity

from devices or the CPU rather than initiating activity.

1.4.2 KW15 Real-Time Clock (optional)

The KW15 Real-Time Clock option gives the user a time reference capability. The real-time clock
produces clock pulses at a rate of 1 every 16.7 ms for 60 Hz systems; these systems increment a core
location which can be preset and monitored under program control .

1.5 MEMORY

1.5.1 MM15 Memory

The MM15 Memory is the primary storage area for the computer instructions and data. Memory is or-
ganized into pages which are paired into memory banks. Each MM15 has 4K 18-bit binary words of

high-speed random access magnetic core storage. Each bank is a unit of 8K words. The Central Pro-
cessor and 1/O Processor have provisions to address up to 128K words of core memory with the aid of a

MX15 Memory Multiplexer. Any word in memory may be addressed by either the Central Processor or
the 1/O Processor.

1.5.2 MK15 4K Memory Expander (optional)

This option expands the MM15 memory control from 4K to 8K 18-bit words. It consists of the core

memory stack and the necessary read/write circuits and must be used with an MM15.

1.5.3 ME15 Memory
The ME15 Core Memory provides the PDP-15 wi th up to 96K 18-bit words on the rear door. The ME15
is mounted on the rear door of the CPU cabinet and may be added to PDP-15 installations equipped

with MM15 Memory. The MX15 Memory Multiplexer is not required. For additional information
regarding the ME15, refer to the ME15 Core Memory Maintenance Manual, DEC-15-HMEMA-A-D.
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1.5.4 MP15 Memory Parity (optional)

The MP15 Memory Parity option enables the PDP-15 to continuously check information being read
from core memory and determine whether information has been erroneously picked up or dropped. It
does this by monitoring all information as it is being sent to the memory for storage, and writing a
parity bit. When this word is read from memory, the word and the bit are checked to determine
whether any information has been changed, and a parity error flag is raised if a change is detected.

Memory parity is not available with the ME15 memory.

1.6 BA15 PERIPHERAL OPTION EXPANDER

This option houses power and 1/O bus interface logic for the PC15, LT15A, and VP15 which are des-

cribed below; only one BA15 is required per system.

1.6.1 PC15 High-Speed Paper-Tape Reader/Punch (optional)
“N

This option includes a PCO5 Reader/Punch and the control to interface it to the PDP=15. Characters
can be read from paper tape at a maximum rate of 300 characters per second or punched at a rate of
50 characters per second. When this option is installed, the PC15, instead of the TTY, is used for
hardware READIN.

1.6.2 LTI5A Single Teletype Control (optional)

S——

This option provides the logic to receive and transmit information through a KSR33 or KSR35 Teletype.
This provides a second Teletype capability to the PDP~15 system.

1.6.3 VP15 Display Control (optional)

This option interfaces the PDP-15 to various display devices by providing the digital-to~analog con-
verters and the control logic for the x and y positioning as well as the intensification of the VP15A

Storage Tube Display, VP15B Oscilloscope Display, or VP15C X~Y Oscilloscope Display .

1.7 BB15 INTERNAL OPTION EXPANDER

This expander houses the power, 1/O bus interface, memory bus interface and various control signals
from the processor for the operation of the KA15 Automatic Priority Interrupt, KM15 Memory Protect,
KT15 Memory Protect and Relocate, and MP15 Memory Parity options. Only one BB15 is required

per system,
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1.7.1 KAI15 Automatic Priority Interrupt (API = optional)

—

The API option adds 8 additional levels of priority to the PDP=15. The upper 4 levels are assigned tc
I/O devices and are initiated by flags (interrupt requests) from these devices. The lower four levels
are programming levels and are initiated by software requests. High data rate or critical devices are
assigned to high priority levels and can interrupt slower device service routines. The API option holds
the slower device interrupt request until it can be serviced. The cause of the interrupt is also direct=

ly identified eliminating the need for service routines and flag search routines.

1.7.2 KMI optional)

The KM15 memory protect provides the PDP=15 core memory with protected memory locations that
cannot be accessed by the user. It includes a boundary register and associated control logic to estab-
lish the lower limit of the user's program. It has the facility to trap IOT, HALT OAS and chained

execute instructions and the addressing of a non=existent memory bank .

1.7.3 KT15 Memory Protect and Relocate (optional)

The memory protect and relocate option is similar to the memory protect option. The KM15 must be
used with the KT15. However, it contains a relocation register as well as a core allocation regi:.er.
The relocation register provides the lower limit of the user program and relocates the user upward from
the real machine location by the quantity contained in the relocation register. The core allocation
register indicates the last 256 word increment available to the user. Other features of the memory

protect option are also included in this option.

1.8 SYSTEM INTERCONNECTIONS
1.8.1 CPU and IPU-to~-Memory Bus

The central processor and 1/O processor each asynchronously access memory over the same memory da-
ta lines (MDL). The priority structure concerning which processor's request is sent to memory is deter-
mined by the memory port switch. The I/O processor is given first priority. The memory data lines
consist of 18 bi-directional lines over which address and then data information is transmitted to and

from memory . Various control signals are on this bus.

1.8.2 IPU-to-I/O Devices (I/O Bus)

The 1/O processor communicates with all devices over a common 1/O bus which contains bi-
directional data lines; address lines; enable, request, and grant lines for API and data channel; and

others such as program interrupt and skip request.
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1.8.3 Console=to-CPU (I Bus)

The indicator bus contains bi-directional lines to transmit information to the lights on the console and
switch information from the console to the central processor. Several control lines are also located

on the cable. The ME15 memory does not use the IBus.

1.8.4 BB Option Panel to Central Processor

Because the BB15 Option Panel contains several internal options which deal with the operation of the

central processor, a special cable is required so that the option may utilize these internal central pro-

cessor signals.
1.9 SYSTEM SPECIFICATIONS

Functional Characteristics

Word Length
Cycle time

Core memory capacity

Core memory access
Page mode

Direct
Indirect
Indexed

Bank mode

Direct
Indirect

Computation rate
ASR33 Teletype
Program-controlled 1/O capacity

Data channel capacity

18 bits
Refer to Table 1-1

4096 words, expandable to 131,072 words
in 4K increments with MM15/MK15 Mem-
ory; 8K increments with ME15 Memory,

4096 words
32,768 words
131,072 words

8,192 words
32,768 words

625,000 additions per second
10 characters per second

Up to 256 devices including prewired CPU
and IPU IOTs

Up to 8 device controllers

Operating Characteristics (H963D Cabinet; CP, 1/O and Memory)

PDP~15 power requirements
PDP-15/C power ‘requirements

PDP-15 power consumption
PDP-15/C power consumption

Power supply outputs after local
regulation

115V £15% or 230V £15%, 50 or
60 Hz £2%, single phase, 18-30A

95-130V or 190-260V, 47-63 Hz,
single phase, 12A

4 KW max
1.3 KW max

+5, -6, =24 Vdc



Logic levels

Test temperature range
Relative humidity
PDP-15 heat dissipation

PDP-15/C heat dissipation

Dimensions

Cabinet height
Cabinet width
Cabinet depth

Shelf widths

Shelf depth

Door clearance (rear)
Cabinet weight (loaded)
Teletype height
Teletype width
Teletype depth
Teletype weight

0- .4V = logic 0
50°-120%F
10-95%

13,650 BTU /hr.
4,000 BTU/hr.

71-7/16 in.
21-11/16 in.
30 in.

19 in.
19-5/16 in.
18-7/32 in.
750 lbs.
8-3/8 in.
22 in.
18-1/2 in.
44 1bs.

Toble 1-1
PDP-15 Ceniral Processor Cycle Times, Basic and Expanded Configurations*

2.4-5V = logic 1

Not In User Mode In User Mode
Configuration Read Write Read Write
Max | Typical [ Max | Typical | Max | Typical | Max | Typical

Basic 800 800 800 800
KM15 Memory Protect 830 800 830 800 830 800 975 920
KM15 Memory Protect and 965 880 965 880 | 1165 1080 1165 | 1080
KT15 Memory Protect/Relocate
MP15 Memory Parity 1100 | 1050 § 1100 | 1050 | 1100 | 1050 1100 | 1050
MP15 Memory Parity and 1130 1130 1130 1255
KM15 Memory Protect
MP15 Memory Parity, 1155 1155 1355 1355
KM15 Memory Protect and
KT15 Memory Protect/Relocate

Note: Cycle times are affected by installation of ME15 memory and by the Unichannel 15 System.
Refer to the appropriate maintenance manual for additional information.

*All cycle times are listed in nanoseconds.







CHAPTER 2
MM15 MEMORY

2.1 INTRODUCTION

The basic PDP=15 computer has a 4096 word, 18-bit memory. It occupies the top four racks of the
PDP-15 mainframe (racks A through D). The principal elements comprising rack A are control logic,
bus drivers, and INPUT slots for the memory bus cables. The memory address and memory buffer reg-
isters, x= and y=select and driver controls, and OUTPUT slots for the memory bus cables comprise
rack B. The stack matrix, sense amps and inhibit drivers, and slots for the indicator bus, make up

racks C and D.

This basic memory may be expanded to 8192 words by adding a 4K stack, a set of X- and Y-select
and driver modules, and a set of inhibit and sense amp modules. The appropriate slots are available

in the MM15 and the addition is the option called MK15.

Each 4K unit of memory is called a page. Two 4K pages form an 8K bank. The physical capacity
of the mainframe is 32K (32,768) words. One 8K bank of memory is located above the mainframe
front panel. The three remaining 8K banks are located on the rear door. This 32K unit is called a

block of memory.

2.2 CORE ADDRESSING MATRIX
2.2.1 Stack Dimensions

The MM15 memory stack is a three dimension-three wire matrix (3D-3 wire). The term three dimen-
sion refers to an X-current, a Y-current, and an inhibit current. The X~ and Y-currents are used to
switch the direction of the flux of a core; the inhibit current is used during the writing time to pre-

vent the writing of bits where 0 bits are desired.

One matrix control network is used for each 4096 core words. The memory address selects which word
of the 4096 words is fo be read or-written into or both. The drive current pulses are generated by G223

Read/Write Drivers. G222 Memory Selectors steer the direction of these currents.
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When these currents flow through the core region they pass through 18 planes; the X~-current pulse
through one set of wires and Y-current pulse through another set of wires. In each plane, the X and
Y current pulses intersect at one of the possible 4096 cores (bits). This happens in all 18 planes pro-

ducing an 18-bit word selection. A nineteenth plane is added for parity options.

The inhibit current pulse occurs only during a write portion of the memory cycle. The inhibit current
controls the bit data to be written into the address selected. This control is accomplished by stringing
a wire through all the cores of each individual plane to nullify the effect of the Y current at the core
intersection point. In addition fo using these wires for the inhibit current during a write portion of a

memory cycle, they are used for sensing the data during a read portion of a memory cycle.

2.2.2 X=Y Matrix Construction

Each of the 4096 word locations provided by a 64 x 64 X-Y matrix may be referenced by a 12-bit
memory address. This memory address is separated into two sections: bits 06~11 for the Y-select and
bits 12-17 for the X-select. It is decoded by the G222 modules. The total combination results in o
4096 word selection. The current pulse, generated from the G223s, provides the current needed to

change the flux in the core. There is a G223 for each X and Y matrix.

Figure 2-1 shows the current path produced by the combination of the modules and stack. Although
this figure represents only one matrix of either X or Y, both matrices run at the same time. The solid
arrows show a read current path and the dashed arrows show a write current path through the same se-
lected network. In this figure one can visualize four different core line paths by having pre=-selected
the gates, Block schematics MM06 through MM09 (Volume 2) show the X and Y matrices contained
in a bank of memory. The I Loop is a jumpered wire on the back panel wiring for observation of

current waveforms on an oscilloscope. There is a loop for each matrix.

2.2.3 Inhibit/Sensing Construction

The construction of the sense/inhibit network consists of one wire threaded through all the cores in
each plane. The circuitry, for the sensing of a bit during a readtime and inhibiting during a write-

time, is contained in the G100 Sense Amplifier and Inhibit Driver modules.

The G100 module contains four sense amplifiers and four inhibit drivers. Five of these modules are
used in the PDP-15 for each 4K memory stack. (Refer to block schematics MM 10 through MM15.)
Each inhibit driver consists of a two=input NAND gate and a high-speed current switch. One driver
is used for each bit plane of the memory drmy. An inhibit signal is received by all inhibit drivers

only during a write operation (see Figure 2-2).
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Each driver also receives a signal indicating the state of the corresponding bit in the MB. Inhibit
drivers that receive a signal indicating a O state in the MB bit are gated on and cause inhibit current
to be applied to the associated bit plane of the memory array. Each inhibit driver employs a dis-
charge network to speed up inhibit current cutoff. The output of the inhibit driver is connected to
the middle of one core sensing string, which represents one bit plane of the memory array. The balun

network at the front end of the sense amplifier ensures equal current at all times through both sides of

the core string.

In addition to the balun network, the sense amplifier consists of a differential amplifier and output
driver. One sense amplifier is used for each bit plane of the memory array. During a read operation
only the signal induced on the sense winding of a core plane by a core-changing state is received by
the differential amplifier. The differential amplifier has a nominal threshold of 17 mV. Output
pulses of standard amplitude and duration are supplied by the output driver when the sense amplifier
reads a logic 1 from the associated core, and is strobed by a standard positive going pulse at AC1.
Propagation delay from the input to the sense amplifier to the buffered output is 25 ns (maximum) and
from strobe input to buffered output is 15 ns (maximum). These output pulses directly set the MB reg-

ister.

Typical waveforms of the inhibit current and the test point of the sense amplifier during a readtime are
shown in Figure 2-3. The only way to look at an inhibit current is to place a current probe around

one of the twisted pairs of wires coming out of the stack at the plug end.
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Figure 2-3 Typical Inhibit Current Waveforms



2.3 CONTROL LOGIC ARCHITECTURE

The control logic is designed so that each bank can be coupled to one bus network called the memory
bus. Each bank responds when address lines 03 and 04 equal the setting of the manual switches on the

bank select card. These two switches can be preset by the operator (refer to Volume 2, drawing MMO1).

Maintenance hint: Any computer with more than one bank of memory may interchange one addressing
bank number with another bank. All that is necessary is to manipulate the toggle switches on each
bank of memory. No two should be set to the same number. Volume 2, drawing MMO1 shows the

logic representation of the switches.

An exchange of signals between the memory and the device requesting access to the memory provides
asynchronous operation. The device has to provide five conirol signals, a 17-bit address (15 bits for
32K addressing and two more bits for the multiplexer option when addressing up to 128K), 18 bits of data,
and one more bit for parity, when a parity option is included. In return the memory accepts the signals
and notifies the device with a combination of four control signals and 18 bits of data plus one bit for
parity checking. Table 2-1 identifies the bus signals and data lines on the memory bus. All signal

lines are considered activated when at ground level. All data lines are considered a one when at

ground level.

Table 2-1
Memory Bus Signals and Data Lines
Abbreviation Signal & Direction Definition
MDL00-17 Memory Data Lines, Sends a seventeen bit word to memory, address=-
(MA) 00 through 17 ing up to 128K locations.
(Memory Address to
memory)
(DATA) (Data bidirectional) Data consisting of 18 bits per word going in both
directions on the memory data lines (MDL).
MWR Memory Write Two levels used by the memory to identify what
MRD Memory Read (to mode of operation the device has selected.
(to memory) There are three:
1 Read/Restore (MRD ground)
(MWR high)
2 Clear/Write (MRD high)
(MWR ground)
3 Read/Pause/Write (MRD ground)
(MWR ground)
M REQ Memory Request (to The initial signal that begins the memory cycle.
memory)
M BUSY B Memory Busy on the This signal inhibits a memory request from being
~ Bus (from Memory accepted by any memory bank on the same bus
bank to other Mem- while any one of the memory banks is busy.
ory banks)




Table 2-1 (Cont)
Memory Bus Signals and Data Lines

Abbreviation Signal & Direction Definition

ADR ACK B Address Acknow- Notifies the device of acceptance of the Memo-
ledge on the Bus (to ry Request, the Memory Address, and the mode
device) of operation (MRD and MWR signals).

RD RST B Read/Restart on the Notifies the device that the memory data is on
bus (to device) the bus for the device to strobe into its buffer.

This signal occurs only during a Read/Restore cy-
cle or Read/Pause/Write cycle.

DATA ACK Data Acknowledge Notifies the memory that it may take the memo-
(to memory) ry data off the bus. This signal is only needed
during a Read/Restore cycle ora Read/Pause/
Write cycle.

MRLS Memory Release (to Notifies the memory it has accepted the data
memory) from memory during a Read/Restore cycle. Dur-
ing a Clear/Write cycle or a Read/Pause/Write
cycle, this signal tells the memory the device
has placed data on the bus.

MRLS ACK B Memory Release Notifies the device that the memory accepted
Acknowledge on the the data from the device and the memory cycle
Bus (to device) is terminating.

M PAR Memory Parity (bi- This signal line carries a 19th bit of data to be
directional) \ stored into or readout of memory. This bit is

used to check data errors when a memory parity
option is implemented into the system.

Refer to Figure 2~4 for the device=memory control signal flow.

Only one memory is allowed to be activated at a time. In order to guarantee that only one bank will
be accessed, a Memory Busy level (refer to Volume 2, MMO1 and MM19) is placed on the bus, in=
hibiting any other Memory Request from being accepted. The internal timing of this signal, as well

as all other signals, is described in Paragraph 2.4,

2.4 CONTROL LOGIC FLOW

Refer to Figure 2-4. The memory is able to operate in any of three modes: Read/Restore, Clear/
Write, or Read/Pause/Write. The mode of operation to be selected depends entirely upon the needs

of the device. This can be seen as the sequence of a memory cycle is defined.

Before memory can be started, Memory Busy must not be true and a 17-bit memory address (MDL 00-17)
and MRD, MWR, or both must be activated on the bus.
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The memory cycle starts with the Memory Request level from the device. This level is generated

50 ns after the above levels to allow for settling time on the bus. (Settling time is needed to avoid
potential skewing problems,) The device will wait until it receives an acceptance level from the
memory called Address Acknowledge (ADR ACK (1) B L). This occurs approximately 110 ns after

M REQ. The initiation of this level tells the device that the memory has accepted the request for ac=
cess to memory, the mode of operation, and has sirobed the memory address lines into the MA latch
register., The Address Acknowledge causes Memory Busy to go low and also clears the Memory Request
level. The fall of the Memory Request level clears the Address Acknowledge level. At this point

the sequence of the memory cycle may go into any. of the three modes of operation. Each is described

in the following paragraphs,

2.4.1 Read/Restore Cycle

For this mode of operation the RD CON (read control) flop would have been set and the memory weuld
proceed to read data from the address requested. The 18 bits of data read from core are strobed into
the Memory Buffer register and enabled on the bus (MDL 00-17) approximately 150 ns after ADR ACK
is set, A parity bit is also strobed, if the option is present (MDL PAR (1) B L), In order to allow for
settling time on the bus, the device only strobes this data when a Read/Restart level (RD RST (1) B L)
is placed on the bus by the memory, approximately 100 ns after the data is on the bus. The total data

access time is approximately 350 ns.

After a delay, the memory sets the WR EN (write enable) flop which is ANDed with the WR CON
(write control) flop on a zero state to begin the write portion of the cycle. The sequence is to rewrite
the data from the memory buffer registers into the same location from which it was read. In parallel
with the memory data rewrite, the device sends a level called Data Acknowledge (DATA ACK L) which
the memory uses to clear the bus enable register, removing data from the bus, A Memory Release level
(MRLS L) is sent af the same time as the Data Acknowledge level to tell the memory that the device
has accepted the data. When the MRLS level has been received and the write enable flop has been

set in the memory, the memory sends to the device an acknowledge called MRLS Acknowledge

(MRLS ACK (1) B L). The device uses the MRLS ACK level to clear its MRLS level which, in turn,
clears MRLS Acknowledge. (This sequence occurs in every mode of operation.) The memory cycle

then terminates with the Memory Bus level (M Busy B L) going high.

2.4.2 Clear/Write Cycle

For this mode of operation the WR CON (write control) flop is set, and the memory proceeds to read
the data from the address requested as is done in a Read/Restore cycle. The exceptions are that the

data is not loaded into the Memory Buffer, and the bus enable and read/restart flops are not set. The

2-8



function of this read is to clear the core location for the writing process. In parallel with this, the
device accepts the Address Acknowledge level and places the data to be written into memory on the
bus. To ensure settling time on the bus, a 50 ns delay occurs before the MRLS level is sent to memory.
In the memory, an MB load pulse is generated with the MRLS level and the data is loaded into the
Memory Buffer register. A Data Acknowledge level is not needed at this time with the MRLS level

because it is only used to clear the bus enable register.

The MRLS level sets the MRLS ACK flop telling the device that the memory has accepted the data. The
MRLS ACK flop ANDed with the Write Enable flop (detecting the termination of the read portion of

this cycle) begins the write portion of this cycle, writing the data into the address requested.

During the write portion, a delayed sequence sets the inhibit flop and the write flop. The inhibit flop
ANDed with the memory buffer bits produces inhibit currents that are applied to each individual bit
plane, depending on the status of the memory buffer bit. A zero bit initiates the current pulse. The

memory cycle then terminates with @ Memory Busy level going high,

2.4.3 Read/Pause/Write Cycle

For this mode of operation both the read control and write control flops are set. The memory proceeds
to read the data from the address requested as in a Read/Restore cycle. When the Read/Restart level is
sent out to the device, the device strobes the data into its registers and proceeds to modify the data.
The device at this time sends to memory a Data Acknowledge level which in turn clears the bus enable
flop taking the memory data off the bus. The MRLS level is not sent at this time. The write enable
flop does not initiate a write portion of the cycle. Instead the memory cycle halts. This is called the

Pause portion of the Read/Pause/Write cycle.

While the memory is in the Pause state, the device modifies the data it has previously read from the
memory and places it back on the bus. In order to provide settling time on the bus, the MRLS level is
sent to the memory approximately 50 ns after the data is on the bus. When the memory receives MRLS,
the modified data is strobed into the memory buffer registers. The write portion of this cycle begins
with the MRLS ACK flop and the Write enable flop set. The data is written into the same address as
requested at the beginning of this cycle. A Memory Address Hold flop ensures the address will be saved
throughout the cycle. The memory cycle then terminates with @ Memory Busy level going high.

The advantage of a Read/Pause/Write cycle is that a memory word may be read, modified, and rewritten
in one memory cycle. An example of this is when a device wishes o update a current address location
by adding one and restoring it. The flow chart in Figure 2-5 shows these same sequences with a little

more attention to the internal logic flow.

Table 2-2 describes control flop and register nomenclature and major responsibilities. It is an aid in
"understanding the detailed flow chart shown in Figure 2-5.
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Table 2-2

Control Flops and Register Responsibilities

Abbreviation

Control Flops
or Register

Responsibility

RD Con

WR Con

MA HOLD

MAOO through MA17

ADR ACK

RDY

RDX

MBOO through MB17
PAR MB

BUS EN

RD RST

Read Control
Write Control

Memory Address
Hold

Memory Adcdress 00
through 17 (bus ad-
dress to memory di-
rection only)

Address Acknowledge
(bus signal)

Read Y-matrix

Read X-matrix

Memory Buffer 00
through 17

Parity Memory Buffer
(bus data, bidirec-
tional)

Bus Enable

Read/Restart (bus
signal)

Strobed when a request is accepted.

Holds data throughout memory cycle.

Tells memory which one of the three modes
to pursue.

Cleared and set when a request is ac~
cepted. It holds the memory address in-
formation in the latches throughout the
memory cycle.

A set of 18 latches which contain the ad-
dress to be accessed during the memory
cycle.

This control flop tells the device that it
has accepted the request for memory use
and strobed in the address. It will clear
itself with the loss of the Memory Request
on the bus.

This control flop turns on the y-matrix cur~
rents during a read portion of a memory
cycle. It automatically clears after ap-
proximately 200 ns.

This control flop turns on the x=-matrix cur-
renfs during a read portion of a memory
cycle. It sets 50 ns after the RDY register
to minimize stack noise. It clears at the
same time the RDY register clears.

A set of 18 buffers plus a parity register
are cleared when a request has been ac-
cepted. During a Read/Restore cycle they
are directly set from the sense amplifiers.
During a Clear/Write cycle they are
strobed, accepting data from the memory
bus.

This control flop enables the data in the
memory buffers, that was read out of mem~
ory, onto the memory bus. A Data Ack-
nowledge from a device clears it.

This control flop is used to tell the device
that data from memory is stable on the
memory bus. It sets only during a readout
cycle and clears with a Memory Release
Acknowledge .
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Table 2-2 (Cont)
Control Flops and Register Responsibilities

Abbreviation

Control Flops
or Register

Responsibility

WR EN

MRLS ACK EN

MRLS ACK

INH

WR

BUS DONE

WR DONE

Write Enable

Memory Release
Acknowledge Enable

Memory Release
Acknowledge (bus
signal)

Inhibit

Write

Bus Done

Write Done

This control flop is used to set up a defi=
nite delay between the readout of memory
and the rewrite back into memory on a
Read/Restore cycle. It also sets up a net-
work to accept a Memory Release from the
device.

This control flop ensures a delay time be-
fore a Memory Release is accepted by the
memory. This delay is important during a
Clear/Write cycle. It sets with the Write
Enable register setting, and clears on the
next Memory Address Hold register clear
in the next cycle.

This control flop is used to tell the device
that it has accepted the devices Memory
Release. It will clear itself with the loss
of the Memory Release on the bus.

This control flop enables all the inhibit
drivers only during a write portion of a

memory cycle. The on-time is approxi-
mately 200 ns.

Not being concerned with stack noise at
this time, this register turns on both the
x= and y-matrices only during the write
portion of the memory cycle. The on-
time is approximately 175 ns. It is de-
layed 25 ns after the Inhibit register to
allow for the slower rise time of the in-
hibit current to skew up with the Write.

This control flop sets with a setting of the
Memory Release Acknowledge register. It
denotes the extent of time that the memo-
ry bus is busy. The next setting of the
Read X register will clear it.

This control flop is used to set up a defi-
nite delay between the write portion of
the memory cycle and the read portion of
the next memory cycle. It sets with the
termination of the write and clears on the
next setting of the Read X register.




Table 2-2 (Cont)
Control Flops and Register Responsibilities

Control Flops

Abbreviation Responsibility

or Register
M BUSY Memory Busy (bus This signal, not being a control flop direct-
signal) ly, is a combination of three control flops

to tell the device that the memory bus is
busy and any memory tied on this bus will
not accept a Memory Request until the
presently active memory complefes its cy-
cle. The three control flops that control
this bus signal are Address Acknowledge,
Bus Done, and Write Done. Address Ack-
nowledge is the first control flop fo bring
the bus signal low, then when Read X
clears the other two control flops they con-
tinue the low signal. The bus signal will
then only come up when both Bus Done and
Write Done control flops are set.

2.5 MEMORY PORT SWITCH

The memory port switch (KP26) establishes the priority between the CPU and IPU. The IPU is given
the higher priority to minimize latency and prevent data loss to devices on the 1/O bus. The port
switch also provides the synchronizers necessary for switching between the IPU and CPU. De-skewing
is provided by the port switch such that the address is put on the memory data lines 50 to 60 ns before
memory request, and data is put on the lines 50 to 60 ns before memory release. The port switch also

contains the drivers that send control signals to memory .

The memory interface control (KP32), which is an integral part of the port switch, generates the CPU
control signals for memory and control signals for the CPU. The first stage of CPU synchronization
CP MEM REQ HOLD is also shown on KP32.

When the CP is running and the IPU is inactive, the MPX flop is set. As long as MPX is set, 1/O ACT
cannot be set, and CP ACT may be set. Each time the CP needs memory, the CP MEM REQ HOLD
flop is set. This occurs during TSO1 PHASE 2, CP ACT is set during TS02 PHASE 0. Each event in
the sequence is typically separated by one HS CLOCK or 65 ns. The HS CLOCK is used to provide
the necessary de-skewing of address and request. If however, the IPU needs memory, it raises a sync
(DCH SYNC or CLK SYNC) which will cause MPX to be reset. MPX (0) inhibits CP ACT from being
set again. When the CP completes its present memory cycle, it is then prevented from asking for

memory again until the IPU completes its use of memory. MPX is reset before the IPU is ready to
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use memory to provide a minimum wait when it is finally ready. When it is ready, /O MREQ is set,
then I/O ACT, and then MREQ. The IPU also uses the high-speed clock of the CPU to provide de-

skewing between address and request.

The control signals to memory have their drivers shown on print KP26. Each control signal may be
produced by either the CPU or the IPU. The control signals are MREQ, MRLS, DATA ACK, MRD,
and MWR. Read cycle and write cycle flow charts are shown in Figures 2-6 and 2-7.

As previously explained, MRD and/or MWR as well as the address must be on the memory bus 50 to 60
ns before MREQ . On print KP32, Memory Interface Control, the CPU generates START READ and
START WRITE. START READ is generated any time the CPU needs to read information from memory .
This will occur no later than the end of TS01 PHASE 2. It may occur as early as TSO1 PHASE 0.
START WRITE is generated by the CPU any time a write into memory is to be performed. The CPU will
never raise MREQ with both START READ and START WRITE since the CPU is not capable of perform-

ing read/pause/write cycles.

START READ

TS01 PHASE 2

HS CLOCK

EN CP MEM REQ
HOLD
CP MEM REQ HOLD

ADDR-MDL

ADR ACK

0~+HOLD MO
0- CP MEM REQ HOLD

TS03
AND
PHASE 3 AND
RD RST"

YES

LD MI
0- CP ACT,
MRLS, DATA ACK

MRLS ACK
0-CPMRLS, DATA ACK

SEE KP26 AND 32

AND
FUNCTION

18-0277

Figure 2-6 Central Processor Read Cycle
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TS01PHASE 2

[ START WRITE J I EN CP MEM REQ HOLD

I ADDR-MDL H CP ACT ]

_.é AND | MREQ I
FUNCTION

TS02e
PHASE 3@
ADR ACK

HS CLOCK

CP MEM REQ HOLD

NO

YES

0-+MREQ

0+ HOLD MO

0- CPMEM REQ HOLD
MO-MDL

MRLS

MRLS ACK

O0-MRLS
0CP ACT

‘ 15-0278
SEE KP28 AND 32

Figure 2-7 Central Processor Write Cycle

For CP cycles, after MREQ is issued, the memory replies with ADR ACK. ADR ACK is issued to re~-
move the address from the MDL and also clear MREQ. In the case of write cycles, it is used to pro-
duce MRLS at the TS02 PHASE 3 time. On read cycles, the next response from memory is RD RST. This
signifies that data is present on the MDL's. The CP cannot use the data until TSO3 PHASE 3, so the
data is not loaded into the MI register until that time. At the same time that data is loaded into the
MI, END OF CP CYCLE, MRLS, and DATA ACK are issued signifying the CP has completed its use of

memory .

For 1/O cycles, control signals from memory are gated with I/O ACT to determine that they are meant
for the IPU. The chain of events is similar to that of the CP with one exception. The CP issues
DATA ACK and MRLS simultaneously. The IPU issues DATA ACK first to remove memory data from the

lines. Then, when the IPU has placed data on the lines to be written into memory, it issues MRLS.



CHAPTER 3
CENTRAL PROCESSOR

3.1 REGISTERS

This section describes the internal CPU registers of the PDP=15, Most of these are 18 bits long; they
appear in prints KPOT through KP18, one bit of each register per page. The exceptions are the 6-bit
Instruction Register on KP31 and the 1-bit Link on KP22, The buses mentioned below are described
in Paragraph 3.2, Refer to the block diagram shown on drawing KP70,

3.1.1 Accumulator (AC)

This is the main data register in the CPU; most instructions reference and/or modify the accumulator.
It is loaded from the D (shift) bus by the LD AC strobe (KP24).

3.1.2 Link (L)

Essentially o high-order extension of the AC, the Link is also strobed by LD AC. Iis input circuitry
(KP22) is similar to the AC shift bus, but is more complex because of its arithmetic functions: it
contains the carry from the high order bit after a TAD, and indicates an arithmetic overflow if set
after an ADD. The Link may also be cleared, complemented, and tested by OPR instructions. It is

also used by the extended arithmetic element (EAE) option.

3.1.3 Program Counter (PC)

The Program Counter contains the address in core of the next instruction to be executed by the PDP-15.
It is loaded from the SUM bus by the LD PC strobes (KP24). To accommodate the various addressing
modes (see Paragraph 3.5), the PC bits are broken into three groups which are strobed separately. It

is possible to load bits 6=17, bits 5-17, or all bits of the PC.

3.1.4 Memory Input Register (MI)

All words read from memory into the CPU first enter the MI. The LD MI strobe (see KP32) causes the
Memory Data Lines to be read into the MI. This register is made up of clocked set-reset flops for

speed of operation.



3.1.5 Memory Output Register (MO)

This register holds all information going from the CPU to the Memory Data Lines. This includes all
addresses, as well as data for write cycles. The MO is loaded by LD MO from the SUM bus. The
PC may be loaded directly into the MO by the signal JAM PC to MO (see KP23, KF24). This causes
a direct set of all MO bits, then clears all MO bits whose corresponding PC bits aré 0.

3.1.6 Operand Address Register (OA)

The OA is used for temporary storage of the operand address, computed for all memory reference in-

structions. It is loaded from the SUM bus by the LD OA strobe (see KP24),

3.1.7 Instruction Register (IR)

This is a 6=bit register used to hold the 4=bit instruction code, the indirect bit, and the index bit
(see KP31). It is loaded from MI bits 0=5 by the load IR strobe (see KP31). Some of the more time-~
critical instruction decoding is done directly from the MI, but most is done from the IR after it is

loaded (see KP28, KP29, and KP30).

3.1.8 Index Register (XR)

This register holds a quantity which is added in to the operand address of indexed instructions. It is

locded from the SHIFT bus by LD XR (see KP24, KP29).

3.1.9 Limit Register

This register holds a quantity which can be tested against the XR by an AXS instruction. I is loaded
from the SHIFT bus by the LD LR strobe (see KP24, KP29),

3.2 BUS STRUCTURE

Most of the internal data routine of the CPU is handled by five internal buses, designated A, B, C,
D (or SHIFT), and Sum. Like the registers, these appear on prints KPO1-KP18, one bit of each per
page (see Figure 3-1).
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AC

DATA SWITCH REGISTER —
1/0 BUS DATA ——————
MI ¥AC

SHIFT COUNTER (EAE) — —]

LR
MQ

C BUS
-C BUS

XR
PC

SLs,TTY —Mm8M8m ———+ ™
1/0 ADDRESS ————#|
ADDRESS SWITCHES — CARRY IN

OA

MI

XR

ACAMI ——¥

c +C C=0
GATES TEST

A SUM

TO MO, PC,MA

A
GATES Z CARRY

AC
LINK SHIFT

B CONTROL CONTROL

GATES
D OR SHIFT

TO LINK TO AC,XR,LR
15-0279

Figure 3-1 CPU Bus Structure

3.2.1 C Bus

This bus carries one of seven possible signals, according to the enabling level it receives:

a.

b.

C.

The AC (buffered, called BAC), enabled by the BAC-C signal (see KP19).

The DS register (data switches, see Chapter 8), gated by DS-C (see KP19).
The 1/O bus data lines, gated by I/O BUS - C (see KP19).

The exclusive OR of the MI and the AC, gated by XOR-C (see KP19).

The Step Counter (from the EAE, print KEO3) gated by SC-C (see KP19, KEO04).
The MQ (from the EAE, print KEO1, KEO2) gated by MQ-C (see KP19, KEO4).
The LR, gated by LR-C (see KP19, KP29).



3.2.2 ABus

The A bus is one of the inputs to the adder, and carries one of eight possible signals:

The C bus, gated onto the A bus by C-A (see KP19)
The complement of the C bus, gated by =C=A (see KP19)

The XR, gated by f!we XR=A signals (see KP19). These are split into XR=A 0-2, XR~A 3-5,
and XR-A 6-17 to accommodate the various address modes (see Paragraph 3.5).

The PC, gated by the PC~A signals (see KP19). These signals, too, are divided into
groups of bits to accommodate the various address modes. The groups are 1-2, 3-4, 5,
and 6-17. Bit O is never encbled.

The signal L BM UM-A causes the link, the bank mode flop, and the user mode flop to
be placed on the high-order three bits of the A bus, and the PC on bits 3=17. This is
used by the JMS and CAL instructions to store the processor status.

The AC, left=shifted 6 places, with TT DATA lines (from KP66) filling in the six low
order bits, gated onto the A bus by SL6~A (see KP19). This is used during TTY hardware
readin.

The 1/O ADDRESS lines, gated by 10 ADD-A (see KP19).

The console ADDRESS SWITCH signals (see Paragraph 3.10) gafed by ADDR SW-A (see
KP19).

The OA gated by OA-A.,

3.2.3 B Bus

This bus is the second input to the adder and carries one of four signals, depending on the enabling

level received:

a.

The MI, gated by the MI-B signals (see KP47). To allow for the various addressing modes,
the MI-B signal is split fo allow gating of groups of bits, as follows: 0-2, 3-4, 5, 6-8,
and 9-17.

The MI complemented, gated by the =MI-B signals (see KP19). These are split into

~MI-B 0-8 and -MI-B 9-17.

The XR, gated by the XR-=B signals (see KP19). These are split into XR-B 0-2, 3-5, and
6=-17. ‘

The logical AND of the MI and the AC (buffered), gated by AND-B (see KP19).

3.2.4 Sum Bus

The Sum bus is the output of the 18=bit adder. Ii carries the sum of the A bus ond the B bus, plus 1
if the low order CARRY INSERT of the adder is high. Often, only one of the buses will have an en-

able signal, the other bus being 0.
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3.2.5 Shift Bus (D Bus)

Although the Shift bus is used as input to the XR and LR as well as the AC, its primary purpose is to
implement the various AC rotates and shifts. This is done by gating various shifted positions of the
AC onto the bus, then strobing the bus back into the AC. The Link input circuitry contains gating
corresponding to the Shift bus gating. The eight Shift bus signals and their enabling levels are as
follows:

a. Sum bus unshifted, gated by NO SHIFT=D (see KP19). This is used for all unshifted

transfers into the XR, LR, and AC. .

b. AC with halves swapped (bits 0-8 swapped with bits 9=17), gated by SW-D (see KP19).

c. Sum bus, rotated 1 left (including Link), gated by RAL-D (see KP19).

d. Sum bus, rotated 1 right (including Link), gated by RAR-D (see KP19).

e. Sum bus, rotated 2 left, (including Link), gated by RTL~D (see KP19).

f. Sum bus, rotated 2 right (including Link), gated by RTR=D (see KP19).

g. Sum bus, shifted 1 left, with ACOO entering Link and MQOO entering AC17, gated by
DIVSHIFT-D (see EAE).

h. Sum bus, shifted 1 right, with Link entering AC00, gated by MULSHIFT-D (see EAE).

3.3 DATA MANIPULATION HARDWARE

The bus structure described in Paragraph 3.2 not only transports data, but performs the logical AND,
XOR, and complement operations and all shifts, The adder performs the addition of the A and B
bus. Normally this is a simple binary add, compatible with two's complement representation for
negative numbers, with the high order carry placed in the Link. The adder is also used for all in-
crementing, by forcing a low order carry insert (see KP48). One's complement add uses the same
adder circuits, but any high‘ order carry must be re=inserted at the low end, and the adder must be
allowed to settle a second time. The link is used to indicate an arithmetic overflow, in which both

operands are of the same sign and the result has the opposite sign (see KP22).

Internally, the adder uses a conditional sum technique for speed. The 18-bit adder is divided into
three groups of six bits each. Within each group, the addition is performed by two separate é-bit
adders. One adder assumes a carry in, and the other assumes no carry in. The low order adder re-
quires about 48 ns to settle, but the second and third groups can operate much faster; when they re-
ceive the carry they gate the proper sum, already calculated, to the output. Thus, total adder

seftling time is 82 ns.

Comparison and testing of data is handled in several ways. A high-order carry from the adder, while

incrementing, indicates that the ISZ skip should be taken (see KP23). The zero tests for SAD and OPR
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are performed by a C-bus zero test circuit (see KP33). The test portion of the AXS instruction is
carried out by subtracting the LR from the XR (add, with LR complemented and carry insert high) and
skipping if the result is positive (see KP29).

3.4 CONTROL STATE GENERATION

At any given time, the CPU may be in one of five major states: Fetch, Defer, Execute, Increment,
or EAE. These states each last for about 780 ns and correspond to the approximate time required for
one complete memory cycle. From one to five of these states are used in the execution of an instruc-
tion, the exact number and sequence depending upon the instruction type. See Paragraphs 3.7, 3.8

and 3,9 for more information on this subject.

Each major state is made up of three 260-ns time states, designated TSO1, TS02, and TS03. The only
exception to this occurs during the Execute state of the ADD (one's complement) instruction. In this
single instance, an extra time state (designated TS02A) is inserted between time states TS02 and TS03,
thus stretching the Execute cycle to 1040 ns. This allows extra time to perform the end-around carry

as described in Paragraph 3.3.

Each of the 260 ns time states is further divided into four 65 ns phases, numbered 0-3. Each phase

corresponds to a complete cycle of a 65 ns pulse generator called the high-speed clock.

The circuitry to produce the major states is shown in KP20; the state, phase, and clock logic are

shown in KP21; a general timing diagram appears in KP79. Each major state, time state, and phase

is represented by a flip-flop; only one flop in each of the three groups is set at once. The phase is
changed by the falling edge of the HS CLOCK; the time state changes on the phase 3-phase O transi-
tion; the major state changes on the time state TS03-time state TSO1 transition. A 30-ns pulse called
CLOCK is generated during the last half of every phase 3. This is used to generate most of the register

load strobes.

Because the memory has its own internal timing mechanisms, and the 1/O processor has priority over
central processor requests, some provision is needed to stop the control state progression while awaiting
completion of memory service. This is accomplished by means of the STOP CLK signal (see KP21)

which holds the high-speed clock in the high condition. As soon as this line is released, normal
cycling resumes. In this way the processor can be held in time state TS03, phase 3, to awaii RD RST
(see Chapter 2) during memory read cycles, and the time state TS02, phase 3, to await ADR ACK during
memory writes. Other signals inhibit processor state changes by freezing the enabling levels on the
flip=flops. These are described in later paragraphs, along with their uses. Table 3-1 indicates the

timing involved in a typical 2-cycle central processor operation.
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Control States for LAC Instruction

Table 3-1

Major State

Time State

Phase

Elapsed Time (ns)

Fetch

TS01

¢S 65 ’\

¢S 130 .60
195
260

TS02

325

390
s 260

520 \\

TS03

585
650
715
780

Execute

TSO01

845
910
975
1040

TS02

1105
1170
1235
1300

TS01

WN =0 LN = OO [ WON=O [ WOUN=O | WN—=O |WON—=O

1365
1430
1495
1560

‘\BDW\\M\

3.5 ADDRESSING

3.5.1 Page Mode

The address portion of a PDP-15 instruction is 12 bits long, sufficient to directly address only 4K of

the computer's possible 128K of core memory. The address, therefore, refers fo a word in the 4K

memory page in which the program is currently running; PC bits 1-5 are appended to MI bits 6-17 to

form the address sent out on the MO. Bit 0 is not needed. (Refer fo Figure 3-2.)

If the instruction is indirect, the address is formed as above, and a deferred address word is obtained

from the location referenced. Bits 0, 1, and 2 of this word are reserved for processor status bits

(Link, Bank Mode, User Mode), which are deposited by JMS or CAL and used later to restore the
CPU to its previous status. Thus, only 15 bits of the deferred word may be used as a final address.
PC bits 1-2 are appended to MI bits 3=17 in this case.
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DIRECT (BIT 4=0)

ENTER FETCH
INSTRUCTION
IN M1

|

INDIRECT (BIT 4=1)

NOT INDEXED | INDEXED
(BIT5=0) (BIT5=1)

_ _ PC1-5,M16-17
PC1-5M16-17 FXRO-17
TO 0
OA,MO 0A,MO

a

PC1-5,M06—17 TO OA, MO
READ INDIRECT WORD INTO MI

NOT AUTO AUTO
NOT
INDEXED INDEXED
(BIT 5=0) (BIT 5=1)

|

!

ENTER DEFER
PC1-2,MI3-17
TO
0A,M0

ENTER DEFER
PC1-2,MI13-17
+XRO-17
TO OA,MO

ENTER INCREMENT STATE
REWRITE INDIRECT WORD
WITH MIO-17+1

NOT
INDEXED
(BIT5=0)

INDEXED
(BITS5=1}

|

}

ENTER DEFER

ENTER DEFER

MIO-17+1 MIO-17+1+XRO-17|
TO T0
OA,MO 0OA,MO
3
15~0280

Figure 3-2 Page (PDP-15) Mode Address Formation




If the instruction is to be indexed, the XR is added to the final operand address. In this way the
programmer can reference an address outside the 32K bank in which his program is running. Since the
MI bits use part of the B bus, and the PC bits use part of the A bus, the XR must be split befween the
two to add properly. For direct addressing the A bus carries PC 1-5 and XR 6-17, while the B bus
carries XR 0=5 and MI 6=17. For indirect addressing the A bus hold PC 1-2 and XR 3-17, and B
carries XR 0-2 and MI 3-17.

3.5.2 Bank Mode

For compatibility with PDP-9 programs the processor may be put into Bank mode. (Refer to Figure 3-3.)
This eliminates all indexing, and thus the possibility of addressing outside the current 32K. Bit 5 is
used as part of the instruction address field, expanding direct addressing capabilities to 8K. PC bits
1-4 are now used, along with MI bits 5~17. Deferred addresses are handled in the same way os in

Page mode.

During jumps, the final address, formed as described, is placed in the PC. During normal program
incrementation and skips, however, only PC bits 6=17 (5-17 in Bank mode) are altered. This causes
the program to wrap~around within its own 4K or 8K, when an attempt is made to cross the boundary

without a jump.

ENTER FETCH
INSTRUCTION
IN MI

DIRECT(BIT 4=0) l INDIRECT (BIT4s1)
Pc""'TMo"""" PC1-4,M15-17 TO OA, MO
OA. MO READ INDIRECT WORD INTO MI
NOT AUTO AUTO
PC1-2 ,MI3-17 ENTER INCREMENT STATE
TO REWRITE INDIRECT WORD
0A,MO WITH MIO-17+1

ENTER DEFER
MIO-17+1

TO

OA,MO

18-028t

Figure 3-3 Bank (PDP-9) Mode Address Formation
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3.6 MEMORY READ AND WRITE

The following paragraphs describe how a memory read or write cycle relates to CPU states. The

operation of the memory and of the memory port switch are described in Chapter 2.

Each memory cycle occupies exactly one major state. Refer to Table 3=2. This state can be either

a read or a write cycle 1; read/pause/write is used only by the I/O in referencing memory. Time
state TSO1 is used for address calculation, The information is placed on the A and B buses, goes
through the adder, and is strobed into the MO by the CLOCK signal at the end of TSO1. The memory

is then started to read from or write into this address.

On a read cycle, normal CPU operation continues until phase 3 of the time state TSO3 is reached. If
the memory has not yet returned the RD RST signal, the processor stops its clock at this point and
waits. When RD RST arrives, the data from memory is available on the MDL; it is strobed into the MI

and the clock cycles are resumed.

On a write cycle, time state TS02 is used to gate the data to be written through the adder and onto
the Sum bus. The clock is stopped (if necessary) at TS02, phase 3 to await ADR ACK from memory.
At this point, the data is strobed into the MO replacing the address, and MRLS is sent to the memory,

allowing it to complete the write. The normal clock eycles are resumed.

3.7 INSTRUCTION FETCH

Although every instruction begins execution in the Feich state, this is not the state in which the in-
struction is fetched from memory. The instruction has already been fetched during the final state
(Execute, Fetch, or Defer) of the previous instruction. The Fetch state is entered with the instruction

word already in the MI, and with the PC already incremented and pointing to the following instruction.

To accomplish this, the following procedure takes place during the final major state of each instruc-
tion., In time state TSO1, the address of the instruction to be fetched is sent to the MO. Normally,
this is done by JAM PC TO MO signal (see Paragraph 3.1, Memory Output Register). If, however,
the SKIP flip-flop (see KP23) is set at this time, or the SAD or OPR SKP signals are high (see KP23),
the PC is incremented by sending it through the adder with a CARRY INSERT (see KP48) and strobed
into the MO and PC. A memory read cycle is started, as above, and the new instruction is loaded

into the MI at the end of the state.

Meanwhile, during the time state TS03, the PC is incremented by gating it to the adder, causing a
Carry Insert, and strobing the Sum bus back into the PC. To provide the wrap~around mentioned in
Paragraph 3.5.2, only PC bits 6=17 (517 in Bank Mode) are strobed. This increment occurs regardless

of whether a skip was taken in time state TSO1.,



3.8 INSTRUCTION OPERATION DETAILS

Paragraphs 3.1 through 3.7 describe the data handling structures and basic operation necessary to
implement the PDP-15 instructions. The following paragraphs describe the sequence in which these
operations occur for each instruction. Detailed information is provided in Tables 3-3 and 3-4.

Supplementary explanations are included in the text.

All descriptions in this paragraph assume direct (non-deferred) addressing and Page (or PDP-15) Mode.
Indirect and auto-incrementing address modes are described in Paragraph 3.9. For Bank (or PDP-9)
Mode, convert all references to PC 1-5, MI 6=17 to PC 1-4, MI 5=17, and remember that no indexing

is possible.

All statements of the form "PC TO OA, MO" mean that the PC is encbled to the bus structure during
the entire time state, and the output of the adder is strobed into the OA and MO at CLOCK time

(end of phase 3). All incrementing uses the adder with a carry inserted (see Paragraph 3.3).

3.8.1 Read Group (LAC, ADD, TAD, AND, XOR)

These instructions use a Fetch state, in which the operand is brought into the MI, and an Execute
state, in which the next instruction is fetched. During time state TS02 of Execute, the data is sent
through the adder, operated on appropriately (see Paragraph 3.3), and strobed into the AC. As noted

in Paragraph 3.3, ADD requires an extra time state (TS02A) to complete its end-around-carry .

3.8.2 DAC and DZM

These instructions consist of a Fetch state, in which the AC or 0 is written into memory, and an

Execute state, in which the next instruction is fetched.

3.8.3 JMP

JMP uses only the Fetch state. During time state TSO1, the address is formed and strobed into the PC;

at the some time, it is sent to the MO and is used as the address for an instruction fetch.

3.8.4 JMS and CAL

These instructions begin with a Fetch state, in which the Link, Bank mode, User mode, and PC bits
3-17 are written into memory. For the JMS, the address is formed in the usual way from PC 1-5 and

MI 6-17, and sent to the OA and MO. For CAL, however, a constant address of 20 must be generated.
This is done by enabling the =C=A for bit 13 only, and strobing the OA and MO.
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Table 3~2

CPU/Memory Interaction

Time State | Phase Read Cycle Write Cycle
0 PC 1-5 -A BUS PC 1-5 - A BUS
MEM IN 6-17 +B BUS MEM IN 6-17 -B BUS
Mo | START READ, MRD
A 2 1 -CP MEM REQ HOLD START WRITE , MWR
J 1 -CP MEM REQ HOLD
o] 3 1 +CPACT 1 -CP ACT
R LD MO, OA LD MO, OA
MO ~MDL MO -~MDL
s 0 M REQ M REQ
AC -C BUS
T 1
A
T TS02 ADR ACK (Occurs sometime after M REQ determined STOP CLK  ( Wait for ADR ACK)
E by memory) ADR ACK
S 0 -M REQ LD MO (Change MO from address to data)
0 -CP MEM REQ HOLD 0 ~HOLD MO
0 -HOLD MO 1 -CP MRLS
0 ~MO -MDL MRLS
0
1
2 MRLS ACK
0 -CP MRLS, MRLS
0 -CP ACT
0 ~MO ~MDL
1503 1 -HOLD MO
3 STOP CLK  (Wait for RD RST)
RD RST
LD MEM IN
END OF CP CYCLE
0 -CP ACT
1 -=HOLD MO
1 -CP MRLS
MRLS, DATA ACK
0 MRLS ACK
0 ~CP MRLS, MRLS, DATA ACK
1
TS01 2

3-12




Toble 3-3

Instruction Operation

Instruc~ Fetch Execute
Hon TS01 TS02 TsS03 TS01 1502 7503
LAC PC 1-5,MI 6-17 PC JAM to MO. MI to AC PC + 1 to PC
(+XR if indexed) Start Read.
to OA, MO.
Start Read.
ADD PC1-5, M1 6-17, PC JAM to MO. MI + AC to AC |PC+1 to PC
(+XR if indexed) Start Read. TS02A: AC end
to OA, MO. around carry to
Start Read. AC
TAD PC 1-5, ML 6~17 PC JAM to MO. MI+ACto AC |PC+1toPC
(+XR if indexed) Start Read.
to OA, MO,
Start Read
AND | PC 1-5, Ml 6-17 PC JAM to MO. MIAAC to AC |PC+1to PC
(+XR if indexed) Start Read.
to OA, MO.
Start Read.
EOR PC 1-5, ML 6-17 PC JAM to MO. MI¥ AC to AC [PC+1to PC
(+XR if indexed) Start Read.
to OA, MO,
Start Read.
DAC PC 1-5, Ml 6-17 AC to MO PC JAM to MO. PC + 1 to PC
(+XR if indexed)
to OA, MO.
Start Write.
DZM | PC 1-5, MI6=17 | 0 to MO PC JAM to MO. PC +1to PC
(+XR if indexed)
to OA, MO
Start Write
JMP PC 1-5, MI 6-17 PC + 1 to PC
(+XR if indexed)
to OA, MO, PC
Start Read.
JMS PC 1-5, MI 6~17 L,BM,UM,PC 3-17 OA + 1 to MO, PC PC +1to PC
(+XR if indexed) to MO. Start Read
to OA, MO,
Start Write,
CAL 20 to OA, MO L,BM,UM,PC 3-17 OA + 1 to MO, PC PC + 1 to PC
Start Write to MO. Start Read
SAD PC 1-5, MI 6-17 MI XOR AC to C BUS. PC + 1 to PC
(+XR if indexed) C=0: JAM PC to MO
to MO, OA C#0: PC +1to MO,
Start Read. PC.
Start Read.
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Table 3-3 (Cont)

Instruction Operation

Instruc= Fetch Execute
tlon 7501 TS02 7503 7501 T502 7503
OPR OPR SKIP: PC+1 to | (CLR LINK) PC +1to PC

MO,PC | Operate on AC, L
OPR SKIP: PC JAM
to MO
Start Read
(CLR AC)
LAW PC JAM to MO MI ta AC PC +1to PC
Start Read
10T 10T Request Stop Run SKIP: PC+1 to MO,
0 to AC if MI14=1 Start Run on 10T PC
No memory cycle. SKIP: PC JAM to
MO
Start Read.
XG No memory cycle. | Transfer, ADD fo Done if AXS, TEST. |[SKIP: PC+1 to MO,
AC, LR, XR XR=LR: 1-SKIP PC
XR<LR: 0-SKIP SKIP: PC JAM to
MO
Start Read.
PI 0 to IR (CAL) L,BM,UM,PC3-17 OA + 1 to MO, PC
I/O Address (=0) to MO Start Read.
to OA, MO
Start Write
APl 1 to IROO (XCT) Execute operand as

1/O address to OA,
MO
Start Read.

instruction
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An Execute state follows in which the OA + 1 is loaded into the MO and PC, and an instruction

fetch is carried out from this location.

3.8.5 ISZ

The ISZ instruction uses three major states; Fetch, Increment, and Execute. (Refer to Table 3-4.) The
Fetch cycle reads an operand in the usual manner. The Increment cycle adds 1 and rewrites the word
in memory. (Read/Pause/Write is not used.) While the operand is being incremented (in time state
T502), the high-order carry output is checked, and if a carry occurs the SKIP flop (KP23) is set. This
implements the skip-on-zero. The Execute state is an instruction fetch, using the PC or the PC + 1

according to the state of SKIP.

Table 3-4
ISZ Instruction Operation
Maijor State Time State Operation
Fetch TS01 PC 1-5, MI 6-17
(+XR if indexed) to
MO, OA
Start Read.
TS02
TSO3
Increment TSO1 OA to MO
Start Write
TS02 MI + 1 fo MO
If carry out, set SKIP
TS03
Execute TSO1 SKIP: PC JAM to MO
SKIP: PC + 1 to MO,
PC
Start Read.
TS02
TSO3




3.8.6 SAD

The Fetch cycle of SAD brings in an operand. This is followed by an Execute cycle in which the
comparison, skipping, and instruction fetch are carried out. During time state TSO1 of execute, the
XOR of the AC and the MI (operand) is gated onto the C bus. If the C=0 circuitry (see KP33) shows

a perfect match, PC JAM to MO is used and the instruction fetch occurs with no skip. If C #0, the
PC is incremented before the fetch. This incrementation is set up using the A bus, so it does not inter-

fere with the comparison on the C bus.

3.8.7 XCT

This instruction goes through a Fetch state, getting an operand in the usual manner, ‘and then enters
the Fetch state a second time. The operand, now in the MI, is treated exactly as if it had been en-
countered in normal program flow as an instruction that was fetched into the MI by a previous instruc-

tion. All of the instruction states will occur, and the PC will be incremented or altered as usual .
Refer to Table 3-5.

Table 3=5
XCT Instruction Operation

Maijor State Time State Operation
Fetch T501 PC 1-5, MI 6-17
(+XR if indexed) to MO,
OA.,
Start Read.
T502
TS03
Fetch TS01 Execute operand as
instruction
7502
TS03

3.8.8 OPR

This instruction group uses a single Fetch state for its execution. In time state TSO1, the OPR SKIP
logic (see KP23) determines whether a skip will take place, and the fetch for the next instruction is

initiated. The actual operation on the Link and AC tokes place in TS02, by setting up the appropriate
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buses and strobing the output into the Link and AC. The only exceptions to this are the clear

operafions which take place during TS01; CLOCK, for the AC; and TS02, phase 1, for the Link.

3.8.9 LAW

LAW consists of a single Fetch state, used to fetch the following instruction. During TS02, the LAW
instruction (still in the MI) is loaded into the AC.

3.8.10 IOT

The IOT begins with a Fetch state, in which no memory cycle occurs. IOT REQUEST is raised,
activating the I/O processor (see Chapter 4). If bit 14 of the MI is set, the AC is cleared at clock
time of TSO1. The Fetch state continues until, af the end of TSO3, phase 2, the RUN flop (KP21) is
dropped, stopping all CPU phase transitions. By this mechanism, the CPU waits for the IOT DONE
signal (see KP55) which sets RUN. The 1/O processor, in the meantime, may have strobed the 1/0O
Bus data lines into the AC, and may have set the SKIP flop. An Execute state follows Fetch, and

the next instruction is brought in, controlled by SKIP,

3.8.11 Index Group (XG)

These instructions consist of a Fetch state, with no memory operation, followed by a standard Execute

state instruction fetch.

In time state TS02 of Fetch, the transfer (PAX, PAL, PXA, PXL, PLA, PLX); clear (CLX, CLR); or
add (AXR, AAC, AXS) takes place. The add gates the AC or XR onto the A bus, and MI 9-17 onto
the B bus. If MIbit 9 is a 1, the number is negative and bits 0~8 must be filled with the 1s for proper
addition. This is done by activating both MI=B 0~8 and =MI~B 0~8 simultaneously during the addition
(see KP19).

Time state TSO3 of Fetch is used only by the AXS, for comparing the XR to the LR. The XR is gated
onto the B bus; the two's complement negative of the LR is added to it by gating the LR to the C bus,
=C to the A, and raising carry in. The high order carry output, along with the XR and LR signs,
indicates whether SKIP should be set (see KP29). Like signs with a carry or opposite signs with no
carry indicate that XR > LR and a SKIP is called for. Skip, of course, takes effect in the following

Execute state.



3.8.12 Interrupts (API and PI)

While API and PI are not properly instructions, they behave in very much the same manner once they

are recognized. The recognition sequence is described in Chapter 6 for API and Chapter 4 for PI.

Whenever the INT ACK + ST signal is asserted and the CPU enters an instruction Fetch cycle, the
interrupt begins. An instruction fetch is allowed to take place, but since the instruction will not be
used at this time, the PC increment is disobled (KP24). Upon entering the Fetch state, the interrupt

takes full precedence over the instruction in the MI.

If the interrupt is a PI, the 00 code (CAL) is forced into the IR, From this point, execution is identi-
cal to a CAL, except the I/O Address Lines are used to provide the operand address, instead of the
constant 20. These lines will always give a 0 on PI requests. Thus the L, BM UM and PC 3-17 are

stored in location 0 and the next instruction is fetched from location 1.

The API forces an XCT code (40) into the IR, and proceeds as an XCT would, except that the address
of the operand is read from the I/O Address Lines instead of the MI. The device requesting the API
must, when acknowledged, place the appropriate interrupt address on these lines. Thus, some instruc-
tion (in an address peculiar to the device) is executed. This will usually be a JMS to the interrupt

handler.

3.9 DEFER AND AUTO-INCREMENT

If bit 4 of any memory reference instruction is set, that instruction is to use deferred (or indirect)
addressing. Instead of the usual Fetch state, the instruction begins with Fetch and Defer states, as
shown in Table 3<6. The Fetch state is always a memory read, which brings in the pointer or indirect
address word. The Defer state is almost identical to the Fetch state of the same instruction in non-
deferred mode; it brings in or writes out the operand, just as Fetch would have. The only difference
is that MI 3-17 are used instead of MI 5~17. In the Defer state, indexing occurs after the indirect-
addressed word is obtained. The remaining states of the instruction proceed as though in non-deferred

mode.

If a deferred instruction has an address of 10-17 (octal), regardless of the PC contents, the instruction
is to use Auto~Increment mode addressing. Refer to Table 3=7. The contents of the addressed word,
absolute 000010-000017, are first incremented, then used as a deferred address. This is accomplished
by replacing the normal Fetch state with the Fetch, Increment, Defer sequence shown in the table.
This sequence is caused by the circuitry on KP33 which sets the AUTO flop during TSO1. The Fetch
state is used to read the indirect word from memory. Use of locations 10-17 on the lowest core page

is assured by gating only MO 6=17 to the MDL. In the Increment state, the pointer is incremented
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Table 36
Deferred Addressing Operation

Maijor State Time State Operation
Fetch TS01 PC 1-5, MI 6-17 to OA,
MO
Start Read
7502
TS03
Defer TS01 PC 1-2, MI 3-17
(+XR if indexed) to OA,
MO
Start Read or Write
7502 Identical to operation
specified for non-Defer,
Fetch, TS02.
TS03 Identical to operation

specified for non-Defer,
Fetch, TS03.

and re=written. In the Defer state the original pointer plus one is used as the address and the operand

is either read or written into, as it would be in the Fetch state of a normal mode instruction.

CAL can be deferred, but not auto~incremented. In deferred mode, the contents of location 20 are
used as the final address. Operation is identical to that shown in the table, except that an address
of 20 is forced in TSO1 of Fetch.

In a JMP deferred or auto, the Defer State is the final state of the instruction, and thus fetches not an
operand, but the next instruction. In TSO1 of Defer, the final address is strobed into the PC as well

as the OA and MO.

ISZ auto uses the Increment state twice; the major state sequence is Fetch, Increment, Defer, Incre-
ment, Execute. The first increment is for rewriting the address pointer, while the second is for the
normal increment of the operand. The skip=on=zero circuit can only set SKIP during the second

Increment state, while AUTO is zero.

All 18 bits of the auto-increment register are used as an address. This provides another method of ad-

dressing more than 32K of core memory.
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Table 3-7
Auto-Increment Operation

Major State Time State Operation
Fetch 1501 PC 1-5, M1 6=17 to OA,MO
1 -AUTO
Start Read
(MO 6-17 to MDL)
7502
TS03
Increment TSO1 OA to MO
Start Write
(MO 6~17 to MDL)
T502 MI +1 to MO
TS03
Defer TSO1 MI 0-17 + 1
(+XR if indexed) to OA, MO
Start Read or Write
7502 Identical to non-Defer,
Fetch, TS02
TS03 Identical to non-Defer
Fetch, TSO3
0 -AUTO

3.10 CONSOLE OPERATION
3.10.1 Console Cable Multiplexer

Only two 18-conductor flexprint cables are used between the CPU and the console. These are multi-
plexed six ways by a free-running 36 kHz clock and a modulo =6 counter (see KP45, KP46). Three
lines of the cable carry the state identification (console zero=high order), and 24 of the others com-
prise the I bus which carries information to or from the console, depending on the console state. The

I bus assignments and timing are shown in KP72,

During console states 0, 1, and 2, various internal CPU signals are placed on the I bus, and three
different sets of console lights are sequentially enabled to display this information. Each light, when

on, is only enabled for one sixth of each 333 ps console cycle, but brightness is maintained by using
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30 volts instead of the normal 18 volts to drive the lamps. Console state 0 and 2 display permanently
assigned CPU signals; state 1 displays one of 24 registers, as selected by the rotary switch on the

console.

Console states 3, 4, and 5 are used to read the status of the various console switches into the CPU.

In general, these are read into active registers so that they can be referenced by the CPU at any time.
The rotary switch status register is shown in KP44. The various key functions are stored in the flops
shown in KP45 and KP46. The data switch register appears with the main CPU registers in KPO1
through KP18. The address switches are not stored in a register; whenever the CPU references these

switches it must wait for console state 4 (CF pulse).

3.10.2 Key Functions

The control flow of the various console key functions (start, continue, execute, examine, and deposit)
is shown in KP73, This paragraph provides additional explanation. Most of the associated logic ap-
pears in KP34.

The Stop switch causes the RUN flop (see KP21) to drop as soon as the CPU enters phase 3, time state
TS03, of the final major state of an instruction. (Set Fetch is high.) The CPU is effectively frozen STD?

at the end of an instruction, with the next instruction in the MI, but with the PC not yet incremented.

Once the CPU is stopped, deposits and examines may be performed. These start RUN, go through a
forced Fetch state in which a memory word is read or written, then drop RUN again, under control
of the STOP TS RUN flop (see KP34). Executes operate similarly, using a forced fetch to load the

data switches into the MI, then executing this as an instruction. RUN is stopped after this operation
by the XSW IN PROG flop (see KP34).

START and CONTINUE (when stopped at TS03, Set Fetch) both use a forced Fetch state to read in the
next instruction. START uses the Address Switches as an address, while CONTINUE uses the PC. The
PC is incremented, and the CPU resumes normal operation. If CONTINUE is used and the CPU is not
in TSO3 of a Set Fetch state, RUN is simply raised and operation resumed.

Single Instruction, Single Step, and Single Time operate by dropping RUN at the appropriate intervals
(see KP21).

3.11 READ IN

To load binary tapes or bootstraps (refer to Figure 3-4), the PDP-15 uses a hardware read-in function,

which loads core from either the Teletype or the high-speed paper-tape reader, depending on an
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intemnal jumper wire shown in KP66. Each frame of the tape carries data in bits 1-6; three consecutive
frames form an 18=bit word for storage. Bit 7, if punched, causes the last word read to be executed
as an instruction, terminating the read. Bit 8 is always punched. The read=in logic is shown in KP66

and KP49; the flow diagram is in KP75.

In Teletype read-in operation, the address switches are first read into the OA and MO. These give

the core location where loading is to begin. The time states are allowed to run, but are stopped by
STOP TS RUN (see KP34) when TS03 is reached. Meanwhile, the Teletype reader has been started by
the READ IN START signal (KP66), and-eventually this returns with a character. This causes an IOP2
pulse which stores the character in the AC via ALSé (see Paragraph 3.2.2, A bus), restarts the time
states, and increments the character counter (see KP66). When three such characters have been brought
in, they are written into memory, the OA is incremented, and the process continues. When a bit 7
punch is detected, the AC is strobed into the MI instead of being written into memory, dll the read-

in enables are dropped, and the MI is executed like an instruction. Usually this will be a jump to

the start of the program.

Operation using the high-speed reader is quite similar fo Teletype read-in. The principal difference
is that the reader interface, instead of the CPU, packs the three é=bit characters into a word, so each

cycle after the first is a store and read cycle. The character counter and the ALS6 logic is not needed.
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CHAPTER 4
1/0 PROCESSOR

4.1 KD15 INPUT/OUTPUT PROCESSOR

The I/O processor coordinates data transfer between the ceniral processor and peripheral devices and
also between core memory and peripheral devices. Data transfer between the CPU and peripheral
devices is called program control transfer and is implemented by the input/output transfer (IOT) in-
structions. Data transfer between core memory and peripheral devices is accomplished by a request/
grant priority scheme and is referred to as the data channel. Table 4-1 summarizes the PDP-15

input/output facilities.

Program control transfers occur as a result of the IOT instruction execution. These instructions, con-
tained in the body of the main program or in appropriate subroutines, are microcoded to effect response
of a specific device interfaced to the I/O bus system. The microcoding includes the issue of a unique
device selection code and appropriate processor generated pulses to initiate device operations such as
transmitting data from the device to the central processor, or from the processor to the device. All
program control transfers are executed through the accumulator in 18-bit words. This portion of the
I/O processor also contains facilities for skipping on device flags and interrupts which cause a break

in the normal flow of central processor operations.

The data channel facility provides for high=speed transfer of data in blocks between peripherals and
system core memory . Since the /O processor and central processor of the PDP-15 are asynchronous,

a data channel transfer request raises an /O memory request, which is granted and transmitted to mem=
ory at the conclusion of the current central processor memory reference in progress. These requests

will continue to take priority over the central processor until the transfer is completed. The types of
transfers available to the data channel facility are single cycle input and output transfers, multicycle
input and output transfers, add to memory transfers, and increment memory transfers. The I/O processor
consists of five sections:

Timing Generator
Request Synchronizer
10T Control Logic
I/O Bus Control Logic
Data Channel



Table 4-1

Summary of PDP-15 Input/OQutput Facilities

Facility

Remarks

Data Transfers To/From Memory

Multi~Cycle Data Channel Input
Multi=Cycle Data Channel Output

Add to Memory

Increment Memory

Single=Cycle Data Channel Output

Single=Cycle Data Channel Input

Used to transfer 18-bit data words directly to core
memory at high speed (250 kHz).

Used to transfer data directly from memory in 18-bit
words. Maximum speed is 188 kHz.

Used to add the contents of a device register to the
contents of a specified core location in 18-bit words.
Maximum speed is 188 kHz.

This facility allows an external device to increment
the content of a core location by 1. Maximum speed
is 333 kHz.

With this facility a device can transfer a burst of
data from core memory af 1 mHz in 18-bit words.

Used to transfer a burst of data from a device to core
memory at 1 mHz per 18=bit word.

Data Transfers To/From CPU

Addressable I/O Bus

With this facility, devices can transfer data in 18-bit
words to or from the central processor. A typical
rate is one transfer every 200 ps.

Command and Status Transfers

Addressable 1/O Bus

Read Status

Skip

Program Interrupt

Commana and status information can be transferred to
or from the CPU in the same manner as ordinary data.

This is a special facility designed to allow the user fo
monitor all vital flags in the system. Each device is
assigned a bit for its flag(s), which is read onto the
addressable 1/O bus and into the CPU when the Read
Status command is given. No two devices should use
the same bit.

The addressable /O bus allows the computer to test
the status of a flag (typically) by issuing a pulse which
will echo if the addressed flag is up. Every flag that
posts a program interrupt must be identifiable by the
skip facility.

Interrupts

All devices share a common program interrupt line.
When a device posts an interrupt the computer is
forced to location 0, bank 0, and then on to a service
routine designed to identify the requesting device
using the skip facility.
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Table 4=1 (Cont)
Summary of PDP-15 Input/Output Facilities

Facility Remarks

Interrupts (Cont)

Automatic Priority Interrupt This facility reduces the time to service a requesting
device and establishes a priority among devices so
that important interrupts can be handled quickly
and without interference.

4.2 TIMING GENERATOR

The timing for the I/O processor is controlled by an M401 clock located on KP51 which runs freely,
with the exception of waiting for memory, on multicycle and single cycle output transfers. This clock
steps a 2-bit counter which is decoded on KP55 into 4 times called TIME 1, TIME 2, TIME 3 and
TIME 4. This is shown in Figure 4=1. TIME 1 is called I/O SYNC, and is used to synchronize de-
vices on the /O bus to the 1/O processor. The frequency of the 1/O clock is 4 MHz. The overall
frequency of the 1/O processor is 1 MHz and therefore the I/0O clock on KP51, N21-E2 should be

set so that pulses are 250 ns apart.

-—||-250Ns
M401(KP54)Illllllllll‘Illlllllllllllllll

R -~y =" I (N S I R
N ~—--r== [ R N S R

TIME1,2,3,4 1 | I | L I L L_

(KP55)
TIME 1 2 3 4 1 2 3 4 1 2 3 4 1 2

1/0 SYNC J__] I_—l J_—-I ﬂ

Figure 4~1 Basic /O Timing
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4.3 REQUEST SYNCHRONIZATION
A priority structure is set up in the PDP~15 as follows:

a. Data channel request

b. Clock requests

c. Automatic priority interrupt requests
d. Program interrupt request

e. Main program

In order to establish these priorities a two stage synchronizer is provided in the 1/O processor as shown

in KP51. Each priority contains two stages of synchronization. The first stage consists of the DCH,
CLOCK, API, PI, and IOT flops on KP51, The various requests for activity on the data input to these
flops are clocked at TIME 4. Any one or all of these flops may become set at this time. 250 ns later,
at TIME 1, a clock pulse is provided to the sync flops immediately above each of the first stage synchro-
nizer flops, and sets one of these flops. During the previous 250 ns, if a higher priority request had
been set info one of the first stage flops, a clear would have been transmitted to all lower request flops
and, therefore, only one of the second stage synchronizer flops would become set. The setting of the
sync flop will allow highest priority request activity to proceed. Once one of the lower priority sync

flops is set, such as in program control transfers, it will remain set until the transfer is completed.

4.4 10T

The IOT instruction is a command from the central processor to transfer data from the central processor
(accumulator) to the device or to read data back from the device into the accumulator of the central
processor. The instruction format in Figure 4-2 consists of the instruction code; a 6~bit device select
and a 2-bit subdevice select code which are put onto the I/O bus to designate the device with which
the processor wishes fo communicate; a clear the AC bit which if set, will cause the clearing of the

accumulator; and three 1/O pulses; any one or all of which may be given in a single 10T instruction.

GENERATE

OPERATION CODF DEVICE CLEAR AN IOP 2
70g SELECTION AC PULSE
‘ A a¥e A~ ~ ~— ——
(o} { 2 3 4 5 6 7 8 9 10} 11 12 |13 |14 15|16 (17
gY_/
SUB-DEVICE GENERATE GENERATE
SELECTION AN IOP 4 AN IOP1
PULSE PULSE

15-0203

Figure 4-2 1OT Instruction Format
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The general purpose of these pulses is as follows: IOP 1 transmits data to the device, tests the device
flag, and causes the program to skip the next sequential instruction; IOP 2 transmits data to or from

the device via the accumulator; IOP 4 transmits data to the device from the accumulator.

The IOT instruction requires the operation of both central processor and the 1/O processor. The
central processor, upon detecting the IOT instruction, sets the IOT request flip-flop on KP35. If
MI bit 14 is set, the AC will be cleared. When the processor reaches FETCH, TS03, and
CLOCK, it halts and waits for the 1/O processor to finish its execution and respond with IOT
DONE.

The /O processor has to synchronize the IOT on KP51 with the other priority requests. Upon synchro-
nization, the information in the accumulator is enabled to I/O bus lines along with the device select
and subdevice select bits from MI bits 6 to 13, IOP 1 is enabled on the bus if bit 17 in the Ml is set.
IOP 1 in the I/O processor lasts for 1 ps. IOP 1 on the bus is 750 ns long. At the end of IOP 1, if
neither bit 15 nor 16 in the MI is set, IOT DONE is generated. Otherwise, IOP 2 in the I/O processor
is set. If bit 16 in the MI is set, IOP 2 is enabled on the 1/O bus for 750 ns. If READ REQUEST is
true at this time the AC is disabled from the 1/O bus. 750 ns after IOP 2 is placed on the bus, the AC
is strobed and information that was on the 1/0 bus is placed in the accumulator. At the end of IOP 2
if bit 15 of the MI is not set, an IOT DONE is generated. If it is set, IOP 4 is set. IOP 4 is enabled
onto the bus for 500 ns. After this time, an IOT DONE is generated; the IOT and IOT SYNC flops on
KP51 are cleared out and the central processor is restarted. Figure 4-3 shows the IOT instruction
timing, giving the synchronization time between central processor and I/O processor. An 10T flow

diogram is in Figure 4-4.

4,5 I/OBUS

The I/O bus cables are shown in Figure 4~5. The 1/O bus signals are described in Table 4-2.,

4.6 DATA CHANNEL FACILITY (DCH)

Refer to Figure 4~6. The hardware to implement the memory to peripheral device data transfer in=
cludes: a bus buffer for temporary storage (I/O Buffer 0-17, KD04, KD05); a data storage register,
an input mixer and adder used to transfer information from the devices to memory and from memory to
the devices (DSR KDO1, KD02, KDO3); priority logic for the synchronization of requests (KP51) and
generation of GRANT (KD06); and DCH control logic (KDO4, KD05, and KDO06).



0-60NS MAX~»| fe—

cPRUN |
-»| |e-soNs
FETCH [T M
\ -  [|e-160NS MAX.
EXECUTE MM~ L
/ 800 Ns—-l\ e
10T REQ. J« | N N
——{\ho TO 1pSEC \
10T - 1
|
— je—250 NS }
10T SYNC J |
-+ Je- 1 pSEC /
10P 1 N
—.{ \ la— 1 }LSEC /
10P 2 rd N

=1
1
bad
=9

1

-d

10T DONE

|

|

|

|

I

|

| \ /
| - j¢———500NS

10P 4 | [~}

|

|

|

|

i

aconsus ___ | N | I

Figure 4=3 IOT Instruction Timing

Data channel devices on the I/O bus are initialized by IOT commands, and the data transfer process
is initiated also by IOT. After initialization, the device, when ready for a transfer, raises its flag,
which is then synchronized to the 1/O processor. The device then transfers the data through the /'O

processor fo or from memory .
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Figure 4-4 1OT Flow Diagram
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15-0325

Figure 4-5 1/O Bus Cables
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Table 4-2
1/0 Bus Signal Functions

Signal Connector . . e . .
Mnemonic | Pin Number Signal Definition Signal Function

API O 2BL1 This enable signal, one of four in Each device can post a request to

ENH the API system, is a dc level orig- its API level only if the incoming
inating in the I/O Processor and API EN level is true. By posting
daisy chained from device to device a request the device immediately
on the same level. The M104 logic inhibits all controllers below it on
in each controller can interrupt this the bus. In this way priorities on
level, cutting the level off all de- each level are established when
vices that follow it on the bus. A devices request simultaneously .
device receives it as API 0 EN IN H
and transmits it as API 0 EN OUT H.

API 1 2BS1 Same as AP1 0 EN H Some as AP0 EN H

ENH

API 2 2BH2 Same as API 0 EN H Same as API 0 EN H

ENH

API 3 2BP2 Same as API1 0 EN H Some as API 0 EN H

ENH

API O 2BJ1 One of four possible signals issued The device uses this signal to

GRH by the I/O processor indicating gate the address of its API entry
that it grants the API request at location onto the /O ADDR lines.
the corresponding level .

API 1 2BP1 Same as API 0 GR H Same as API 0 GR H

GRH

API 2 2BE2 Same as API 0 GR H Some as API 0 GR H

GRH

API3 2BM2 Some as AP1 0 GR H Same as API 0 GR H

GRH

APIO 2BH1 One of four API request signals The device uses this signal to in-

RQ L on channels 0-3. This signal is form the 1/O processor of its re-
set by the device at /O Sync quest for API priority level 0, the
time. highest of the four.

API'1 2BM1 Some as API 0 RQ L Request API priority level 1.

RQL

API 2 2BD2 Same as API 0O RQ L Request API priority level 2.

RQL

API 3 2BK2 Same as API O RQ L Request API priority level 3.

RQL

DATA 1BD1 This signal is gated onto the bus by This signal is used by the device

OFLOH the 1/0 processor during the third to notify it when an incorrect sum

cycle of an add-to~memory opera~
tion when the sum (1's complement)
of two like~signed numbers has an
opposite sign.

occurs, because of overflow dur-
ing an add-to~-memory operation.
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Table 4-2 (Cont)
I/O Bus Signal Functions

Milegr:g:ﬁc P?:nNnj;f;;r Signal Definition Signal Function
DCH 2BV2 This enable signal is a dc level Each device can post a DCH re-
ENH originating at the I/O processor quest only if the incoming DCH
and daisy chained from device EN level is true. By posting o re=
to device. The M104 logic in quest, the device immediately in=
each device can interrupt this hibits all conirollers below it on
level , cutting the level off all the bus. In this way priorities are
devices that follow on the bus. established when devices request
A device receives it as DCH EN simultaneously .
IN H and transmits it as DCH EN
OUT H.
DCH 2BT2 Issued by the I/O processor when The device uses DCH GR to gate
GRH it acknowledges a device's the address of its word count onto
DCHRQ L. the 1/O ADDR for 3-cycle transfers
and gates memory address during
1=cycle fransfers.
DCH 2BS2 A signal from a device to the I/O This signal is interpreted by the
RQ L processor indicating either a re= I/0 processor in two ways:
quest for a multicycle data chan= If it is present without a single-
nel transfer or, when posted with cycle request, it implies that
a single cycle request, showing that some device wanfts to carry out a
an input transfer must be effected. multicycle transfer, an incre=
The table below shows how the two menf memory, or add to memory.
functions relate. . .
If a single~cycle request is also
DCH SING posted, then the two signals are
RQL CyRrQlL FUNCTION ANDed to inform the /O pro-
0 0 cessor that a single~cycle trans-
fer into memory is to be effected.
0 1 Single Cycle Otherwise, the 1/O processor
Transfer Out assumes an outgoing single~
1 0 Multi Cycle cycle transfer is required.
Transfer (In
or Out)
1 1 Single Cycle
Transfer In
DSOH 2AD2 The first of six device select lines This signal together with DS1-DS5
decoded from bit 6 of the IOT in- is decoded by the device select
struction. logic in the controller, which
responds to its unique code only.
DSTH 2AE2 The second of the six device select See DSO H
lines,
DS2 H 2AH2 The third of the six device select See DSO H

lines.




Toble 4-2 (Cont)
I/O Bus Signal Functions

Mrsx;?::rlﬁc P?norl‘\rl]:r::):.r Signal Definition Signal Function
DS3 H 2AK2 The fourth of the six device select See DSO H
lines.
DS4 H 2AM2 The fifth of the six device select See DSO H
lines.
DS5 H 2AP2 The sixth of the six device select See DSO H
lines.
INC 2BD1 Forces the I/O processor to incre~ This feature allows a device fo
MB L ment the contents of the memory increment memory locations in one
location specified by the 15-bit cycle without disturbing the CPU.
address lines on the I/O bus.
I/O ADDR| 1BH1 One of fifteen lines which consti- This address bus has two uses:
03L tute an input bus for devices which a) To deliver the device's API
must deliver address data to the entry location during its API
processor . break.
b) To deliver the device's word
count address during a multicycle
DCH transfer, an increment mem-
ory operation, or add fo memory .
To deliver an absolute address
during single cycle transfers.
I/O ADDR| 1BJ1 Similar to I/O ADDR 03 L Similar to I/O ADDR 03 L
04 L
/O ADDR| 1BJ1 Similar to 1/O ADDR 03 L Similar to 1/O ADDR 03 L
05L
I/O ADDR| 1BMI Similar to I/O ADDR 03 L Similar to 1/O ADDR 03 L
06 L
I/O ADDR| 1BP1 Similar to I/O ADDR 03 L Similar o I/O ADDR 03 L
07 L
I/O ADDR| 1BS1 Similar to I/O ADDR 03 L Similar to I/O ADDR 03 L
08 L
/O ADDR| 1BD2 Similar to I/O ADDR 03 L Similar to 1/O ADDR 03 L
09 L
I/O ADDR| 1BE2 Similar to I/O ADDR 03 L Similar to 1/O ADDR 03 L
10L
I/O ADDR| 1BH2 Similar to I/O ADDR 03 L Similar to I/O ADDR 03 L
1L
I/O ADDR| 1BK2 Similar to I/O ADDR 03 L Similar to I/O ADDR 03 L
121
I/O ADDR| 1BM2 Similar to I/O ADDR 03 L Similar to 1/O ADDR 03 L
131L




Table 4-2 (Cont)
1/O Bus Signal Functions

M:Iegr::rlric P?:nanafér Signal Definition Signal Function
I/O ADDR| 1BP2 Similar to I/O ADDRO3 L Similar fo I/O ADDRO3 L
14 L
I/O ADDR| 1BS2 Similar to I/O ADDR 03 L Similar to 1/O ADDR 03 L
15L
I/O ADDR| 1BT2 Similar to /O ADDR 03 L Similar to 1/O ADDR 03 L
16 L
I/O ADDR| 1BV2 Similar o 1/O ADDR 03 L Similar to /O ADDR 03 L
17 L
I/O BUS 1AB1 The first of 18 data lines which These data lines (I/0O BUS 00 L
0oL constitute the bidirectional fa- through 1/O BUS 17 L convey
cility for transferring data in data between
bytes of up to 18 bits between a) the AC of the CPU and a selec-
the device and either the CPU ted device information buffer
or memory . This is the MSB. register or
b) the bus buffer of the I/O pro-
cessor and a selected device buf-
fer register during data channel
operations.
/0 1AD1 Data line two See /O BUS 00 L
BUSO1L
/O 1AE1 Data line three See /O BUS 00 L
BUSO02 L
/O T1AH1 Data line four See /O BUS 00 L
BUSO3 L
/0 1A Data line five See /O BUS 00 L
BUS 04 L
/O 1AL1 Data line six See /O BUS 00 L
BUSO5 L ,
I/O 1AM1 Data line seven See /O BUS 00 L
BUS 06 L
/O 1AP1 Data line eight See /O BUS 00 L
BUS 07 L
I/O 1AS1 Data line nine See /O BUS 00 L
BUSO8 L
I/O 1AD2 Data line ten See I/O BUS 00 L
BUS 09 L
/0 1AE2 Data line eleven See I/O BUS 00 L
BUS10L
/O 1AH2 Data line twelve See /O BUS 00 L
BUST1L
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Table 4-2 (Cont)
I/O Bus Signal Functions

Signal Connector . e \ .
Mnemonic | Pin Number Signal Definition Signal Function

/0 1AK2 Data line thirteen See I/O BUS 00 L

BUS 12 L

/O TAM2 Data line fourteen See I/O BUS 00 L

BUS 13 L

74e) 1AP2 Data line fifteen See /O BUS 00 L

BUS 14 L

/O 1AS2 Data line sixteen See 1/0O BUS 00 L

BUS15L

/O 1AT2 Data line seventeen See /O BUS 00 L

BUS 16 L

/O 1AV2 Data line eighteen See I/O BUS 00 L

BUS17 L This is the LSB

I/O 1BE1 This signal is issued during the first This signal indicates to the device

OFLOH cycle of a multicycle data channel that the specified number or words
transfer or an increment memory cy- have been transferred at the com-
cle if the content (2's complement) pletion of the transfer in progress.
of the word count assigned to the It is normally used to turn off the
currently active data channel de- respective device and to initiate
vice becomes zero when incre- a program interrupt or API request.
mented .

IOP1H 2AD1 Microprogrammable control signal Used for I/O skip instructions to
part of an IOT instruction=specified test a device flag or other control
operation within a device. De- functions. Cannot be used to
coded from bit 17 of the 10T. read a device buffer register.

In general , a designer should be
wary of using IOP pulses for mul-
tiple purposes. Never clear and
skip on a flag, with the same 10T,
for examplel

10P 2H 2AE1 Same as IOP 1 H and it is also issued | Usually used to effect a transfer
during a multicycle data channel of data from a selected device to
transfer into memory. Decoded the processor or memory, to clear
from bit 16 of the 10T. a device register, but may be used

for other control functions. May
not be-used to determine a skip.

IOP 4 H 2AH1 Same as IOP 1 H and it is also is= Usually used to effect transfer of

sued during a multi- or single~cycle
data channel transfer out of memory.
Decoded from bit 15 of the IOT.

data from the CPU or memory to
the device or control. May not
be used to determine a skip con-
dition or to effect a transfer of
data from a selected device to the

CPU.
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Table 4-2 (Cont)
I/O Bus Signal Functions

Milegr:::\ic Pﬁ??\?:;g; Signal Definition Signal Function

I/O PWR 2A51 System clear signal generated in This signal is treated as an initial-

CLRH response to: izing signal for all devices (con-
1) Power on or off trollers) attached to the I/O bus.
2) CAF instruction All registers are reset to "“initial"
3) I/O RESET key status.

1 mHz, 250-ns pulse width

I/O 2BB1 This level becomes high when the Can be used to disable a device

RUN H IPU is running. : if the CPU stops.

/O 2AB1 The I/ O processor clock pulse This signal is used to synchronize

SYNC H issued every microsecond; 1 mHz, device control timing such as
250-ns pulse width. API RQ and DC H RQ to the I/O

processor .

PROG 2AL1 This signal can cause the program A device delivers this level to the

INTRQ L to CAL to location 000000. The I/O processor to request interrup-
instruction resident in location tion of the program in progress in
000001 is fetched and executed. order that the device be serviced.

RD 2AM1 Indicates to the processor that the - Used by the device to specify to

RQL device is sending it a data word. the 1/O processor an input-to-

CPU data transfer is required.

RD 2AP1 A signal issued when the CPU is- Used by the device to gate its

STATUS H sues an IORS instruction or when status onto the 1/O bus data lines
the console switch is placed on (one line per status bit) which is
I/O STATUS. then read into the AC of the CPU.

SDO H 2AT2 The first of two subdevice select This signal and DS1 H can be de-
lines decoded from bit 12 of the coded by the device for mode
IOT instruction. selection.

SD1H 2AV2 Same as SDO H except it is de= Same as SDO H
coded from bit 13 of the IOT in-
struction.

SING CY| 2AS2 Indicates when a device wants to ~ This device uses this line to re~
carry out a single =cycle data quest from the /O processor a
transfer to memory . single=cycle transfer. If a DCH

RQ signal is sent with it, then the
1/O processor responds to an in=
put (to computer) transfer. Other-
wise it determines an output
transfer.

SKIP 2A 1 The return of the signal to the 1/O Used by a device to inform the

RQ L processor during IOP 1 indicates program of the state of its inter=

that an IOT instruction test for a
skip condition has been satisfied.
The PC is subsequently incremented
by one.

rupt flag. Also used in Single
Cycle breaks as address line 01.
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Table 4-2 (Cont)
/O Bus Signal Functions

Signal Connector . . e . .
Mnemonic | Pin Number Signal Definition Signal Function
Indicates to the 1/O processor that The device uses this signal to in-
WR 2BB1 the device requires a transfer from form the 1/O processor that it wants
RQL memory during a multicycle data a word from memory (during a mul-
channel. Also used during Single ticycle data channel transfer). Al-
Cycle breaks as address line 02. so used during Single Cycle breaks
as address line 02.
i 2BE1 If the 1/O processor sees this signal | This facility is used by such periph-
CAINHL erals as DECtape and magnetic

during multicycle transfers, it in-
hibits normal incrementing of the

device's assigned current address

memory location.

tape when they search for records.
It is also useful during device
checkout.

4.7 1/0O BUS DEVICE PRIORITY AND SYNCHRONIZATION

In DCH and API, (described in Paragraph 6.4), a priority exists among the eight devices which may

be placed on the DCH or API level 0, 1, 2 or 3 lines. The device closest to the I/O processor is

given priority, The M104 Multiplexer Module is used in determining the priority by issuing the DCH

or API request and controlling the device during the transfer,

An encble signal is daisy=chained from device to device on the bus. An enable signal to a device

allows its request to be raised. When a device raises a request, it disables the enable transmitted to

the next device on the bus, clearing or inhibiting the request of any device further down the bus. The

enable is disabled until the action requested is completed.

The synchronization of a device starts when the device raises its device flag. If the enable (EN IN)
is true the REQ will be set at the next /O SYNC. Approximately 1 ps later, a GRANT signal will
be sent out on the I/O bus and will load the contents of the REQ flip-flop into ENA flop. This micro=

second is used to allow the EN OUT signal that was token away, to propagate down the bus and clear

any other requests which may have been set. ENA is used to gate the address from the device onto
the I/O ADDRESS lines. ENB which is set one microsecond after ENA is used in Multicycle DCH

breaks to specify the data transfer.

Figure 4-7 is a simplified description of the M104 logic. Timing is shown in Figure 4-8.
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Figure 4-7 Simplified M104 Module Diagram
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Figure 4-8 M104 Timing Diagram

4.8 SINGLE CYCLE INPUT TRANSFERS

In utilizing this type of transfer, a device must first be synchronized to the 1/O processor as described
in Paragraph 4-3. Both address and data must then be transmitted over the 1/O bus to the 1/O proces-

sor. The processor then makes a memory request to store data.

In performing this operation (refer to Figure 4=9), the address from the device is loaded into the DSR
register and the data into the 1/O buffer register. A memory write request is generated and, when
the ADR ACK signal is returned from memory, the I/O buffer is loaded into the DSR, the DSR enabled
on the MDL, the MRLS signal is sent back to memory and the 1/O cycle is terminated. Figure 4-10 is

a flow diagram of single cycle input transfers.

If the active device maintains the request signal when the address is strobed into the DSR, a BACK to
BACK transfer will be performed and another GRANT will be sent out to the device, instead of
terminating the cycle. The device can change its address and data when GRANT is removed from the
bus, but it must have both enabled to the bus when GRANT becomes true again. Other devices are

prevented from syncing, because I/O SYNC is disabled from the bus.
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Figure 4-10 Single Cycle Data In Transfer,

Detailed Flow Chart
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After the device has taken all the breaks required (device word count register overflows), it may

interrupt the 1/O processor through the PI or API system.

4.9 SINGLE CYCLE OUTPUT TRANSFERS

For this type of transfer, a device, after synchronizing with the 1/O processor, transmits its address
over the 1/O address lines. The 1/O processor requests memory , reads the data from memory, and

transmits the data back out to the device.

Figure 4-11 shows a block diagram of this type of transfer, in which the address is loaded into the
DSR, a memory read request is made, the DSR is loaded with the memory data when RD RST is received,
.and then enabled on the I/O bus, and an IOP 4 is generated to load the data in the peripheral device.

Back=to-back transfers are detected in a similar manner as input transfers. Figure 4~12 is o detailed

flow diagram of single cycle output transfers.

4.10 MULTICYCLE INPUT TRANSFERS

Multicycle transfers rely on word count and current address registers located in core memory. For
input transfers, the device specifies the word count location by an address on the I/O address lines

and places the data on the /O bus. The I/O processor increments both the word count and the current
address location and writes the data into the memory location specified by the incremented current

address location, This takes 3 /O processor cycles and 3 memory cycles.

Figure 4-13 shows a block diagram of multicycle input transfers. The word count address, specified
by the device on the /O address lines, is loaded info the DSR, and a memory read/pause/write cycle
is requested. One is added to the data read from memory, the result is loaded into the DSR, and then
is rewritten into memory. This is called the word count cycle. The address on the I/O address lines
is then incremented by one, to point to the current address location, loaded into memory, and another
read/pause/write cycle is requested. The data from memory is incremented by one, loaded info the
DSR, and written back into memory. This is the current address cycle. The number now in the DSR
points to the address into which data is to be written. Data from the device is loaded into the /0
buffer during the current address cycle by IOP 2. A memory write request is now made, and then
ADR ACK is received from memory, the I/O buffer is loaded into the DSR, and the data written into
memory. The I/O cycle is then terminated.

If the word count register has overflowed when it was incremented (there was a carry), an I/O OFLO
signal is sent fo the device to prevent it from requesting another break. The current request in pro-

gress is completed. Refer to Figure 4-14 for a timing diagram and Figure 4-15 for a detailed flow diagram.
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4.11 MULTICYCLE OUTPUT TRANSFERS

Output transfers use the word count and current address location as the input transfer. The data is

fetched from memory and loaded info the device in the third cycle.

Both the word count and current address cycles are similar to the input transfers. Figure 4-16 is a
block diagram of the multicycle output transfer. During the data cycle a memory read request is made,
and the I/O processor stopped. When the data is read from memory into the DSR, the 1/O processor

is restarted, data in the DSR put onto the I/O bus, and an IOP 4 generated to load the data into the

device.

Figure 4-17 is a detailed flow chart of the multicycle output transfers.

4.12 ADD TO MEMORY
This feature is similar to the multicycle transfers but differs in that, during the data cycle, data from

memory is added to data from the device, and written info memory and transmitted to the device.

A read/pause/write cycle is requested in the data cycle and, when data is available from memory, it
is enabled through one input on the DSR adder while the 1/O buffer is enabled through the other and
the DSR is then loaded with the result. The data is then rewritten into memory, enabled onto the I/O
bus, and an IOP 4 is generated to load the device buffer if desired.

This type of cycle is performed by the device enabling both RD RQ and WR RQ on the I/O bus.

4.13 INCREMENT MEMORY

This feature increments a memory location in one 1/O processor cycle. Only the word count cycle
of a multicycle bredk is performed. The location specified by the address on the I/O address line

is incremented by one. Enabling the INC MB line on the 1I/O bus along with DCH REQ will cause
this type of cycle.

4.14 INHIBIT INCREMENT THE CURRENT ADDRESS

This line on the I/O bus inhibits the current address from being incremented. ADD ONE is not turned

on during the data portion of the current address cycle.
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4.15 DATA CHANNEL LATENCY

Latency is defined as the amount of time which is required to transfer data after the request is made
by a device. When a worst case latency time is stated, it is assumed that the requesting device has

priority over all other devices on the I/O bus.

Worst case latency in the PDP=15 occurs when a request is granted to a multicycle output device. The

worst case latency for a single cycle output device is 8.5 ps.

4.16 PROGRAM INTERRUPT
The program interrupt facility has two IOTs associated with if:

ION 700042 Enable the PI
b. IOF 700002 Disable the PI

When the PI is disabled, the computer does not respond to any program interrupt requests (PROG INT
RQ). However, when the Pl is enabled, an interruption of normal program flow will occur. Upon
receipt of a PROG INT RQ, the computer proceeds to complete its present instruction before interrupt-
ing. At clock time of TS02, Phase 3 and Set Fetch of an instruction, interrupt acknowledge (INTRPT
ACK - KP35) is set. This causes RUN to be cleared at TS03, Phase 3, preventing the CP from con-
tinuing. During TS03, the I/O address lines are placed on the A Bus. The lines should contain all
zeroes. At clock time of TS03, a PI REQ is raised. This is used in the Request Synchronizer described
in Section 4.2, PI is set at Time 4 and Pl SYNC at Time 1. On the next Time 4, INTERRUPT STB is
issued which loads the MO with the 1/O address, sets INTERRUPT STATE, and sets START RUN allow-
ing the CP.timing to continue. The IR is cleared at TS01, forcing the CP to do a CAL. However, the
CAL is to location zero, because the MO was loaded with zero. A flow diagram of PI/CPU interaction
is in Chapter 6.
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CHAPTER 5
POWER DISTRIBUTION

5.1 PDP-15 POWER

The power distribution system for the basic PDP=15 and 32K of memory is contained in the CP/10
mainframe. It comprises a 715 Power Supply with bulk regulation, regulation at the logic end, and
a power monitoring network. It is designed to offer a high percentage of heat dissipation at the
power supply end, and be able to supply each logic rack with maximum load-to=voltage response.
The power monitoring network was designed to protect the logic and assist troubleshooting with the

loss of dc power.

Figure 5-1 is a block diagram that shows the power distribution of the cabinet. The following para-

graphs will explain each block.

POWER HARNESS
715 POWER SUPPLY r— - | PDP-15 LOGIC POWER

ACINLET _.. AC CONTROL ! CONSOLE CONTROL L

___________ ! RAW VOLTAGE LOCAL

___________ | REGULATION
1 REGULATOR VOLTAGE

= —— = — —————] [ POWEROKSIGNAL | [~ —=—=— —=—"——""
POWER MONITOR RELAY ' POWER MONITOR NETWORK

15-0292

Figure 5~1 Power Distribution Block Diagram

5.1.1 715 Power Supply

The 715 Power Supply has a ferro=resonant transformer and has the capability of accepting 110 Vac or

220 Vac, 50/60 cycle with small modification to the ac power control. (Tables are shown on the



power supplies back door panel to aid in implementing such modifications.) An autotap with multiple

outlets (P8 and P9) is provided for operating the required system fans.

The 715 Power Supply circuit schematic, D-CS-715-0~1, is shown in Volume 2.

5.1.2 AC Control

Power protection is controlled at the ac inlet prior to the primary of the transformer. A two-line cir-
cuit breaker CB1, provides the main transformer T1 overcurrent protection. At the next node the cc
lines are tied to the primary of transformer T2. The next component on the ac line is a 35 A capacity,
double line break relay K1 for remote control of power on/off. At the next node the ac lines are

tied to the main transformer's T1 primary winding, and the autotap plugs. A dual ac outlet is con-
nected through a noise filter network to this same node to provide power for Teletypes plus remote

power control in other cabinets.

Relay K1 is operated by remote control at the console end. Twelve volts are used to energize the
primary coil of the relay. This voltage is supplied by step down transformer T2. The secondary wind-
ing is fused (F13) and is in series to the relay coil and connections that are wired to the console switch

shown in drawing D-CS-5408392-0-1 in Volume 2.

Switch SW1, connected in parallel with the console switch connections in the power supply provides
a console lock out feature. To complete this feature a second section of this switch, a ground signal,
is wired to an outlet plug (P2, pin 6). A wire run to the console, completes the connection, and
locks out the console control switches. This feature prevents the operator from disturbing the running

program,

Transformer T2, besides supplying the relay 12 volts, supplies é volts ac and =6 volts dc. The 6 Vec

is used in the real time clock option and the -6 Vdc is used to bias the console switch card.

5.1.3 DC Power Source

The secondary network of the main transformer T1 is comprised of four full wave rectified windings
and one resonator winding (part of the ferroresonant network). The four windings produce +11V with

80 to 85A capacity, =11V, =30V, and +30V each having 55.5A maximum capacity .

All four raw voltage sources are used for the system logic needs. The +11V is used primarily to bias
all the +5V local voltage regulator units (module G821). The =11V is used to supply a 6V negative

bias for the sense amplifiers on the memory G100 modules through a negative voltage regulator



(module G822). The regulator also supplies the threshold voltage for the sense amplifiers. The =30V
is used to supply a =24V potential for producing x,y and inhibit currents through a voltage regulator
and a passive element (modules G823 and G825 respectively). The +30V is used to power the con-

sole lights,

All the windings are accurately fused for burn out protection at the power supply. A table is provided
on the rear door panel of the 715 Power Supply to facilitate a correlation between the potential voltage

system racks, power supply plug, fuse holder, and fuse capacity.

CAUTION

All fuse capacities noted on table must be used for maximum
system protection,

5.1.4 Bulk Regulation

A bulk regulation network is incorporated to distribute a maximum of 80A to the system from the +11V
source and keep the IR drops, line reflections, and ac ripple at a minimum. The network consists of

three bulk regulator circuits each capable of supplying 30A maximum.

The three regulators provide an 8.1V potential and are accurate from no load to full load. Each 8.1V
is used to supply the current need through the local regulators (G821 +5V regulator module), One
added advantage of using +8.1V instead of +11V is that it minimizes power dissipation in the series
pass element at the local regulator. The harness distribution allows the 8.1V to be distributed to the

system in 10A chunks. Each 10A chunk is fused at the power supply for maximum system protection.

As well as having fused 10A chunks, each bulk regulator has an overcurrent protection in case of power
supply short circuits. This overcurrent protection is fused through circuit breaker CB2 for each
regulator. The circuit breaker reset switch houses a 3=pole single throw with the three poles ganged

together. This switch is located on the front door panel of the power supply .

The bulk regulators are modular in form and are part of the subassembly of the power supply. Each
regulator has a large heat sink attached to it, with one fan blowing air past the three units. This
some subassembly contains the two rectifier diodes for the +11V. The fan must be running properly

at all times to ensure proper heat dissipation. Care must be taken not to block the air path by placing
objects on top of the power supply screen. The screen cover must never be removed from the power
supply for any length of time, to protect hands and prevent foreign objects from falling into the

power supply .



5.1.5 Power Harness

The power harness in this system is built for minimum IR drop and maximum reflection immunity. Each
hot line sent to the logic has a ground return line back to the power supply and is paired in o twistec
form. The wire size used is an AWG #12, and throughout the system not more than 10A flow through
any one line. The wire distribution supplies a total of 16 voltage regulators in a 32K memory system,

console power, real time clock option, and the systems fan assembly .

Volume 2, drawing D-IC-PDP15-0-14 shows a pictoral sketch of the power distribution between the
power supply and the logic racks. Refer to Table 5-1 for the power distribution to each plug.

5.1.6 Local Regulation

Local regulation is incorporated to supply the transient current needs with maximum voltage stability
possible. An added advantage of local regulation in each rack is isolation from the other racks and

minimization of noise flow on the power bus throughout the system.

In a 32K memory system there is a total of eight G821 modules (+5V), four G822 modules (-6V), and
four G823 modules with each having a pass element module G825 (-24V). The G821 modules supply o
maximum of 7A each and have overvoltage protection and undervoltage/overcurrent protection. The
G822 modules supply 2A maximum each and have zero voltage and overvoltage protection. The G823

modules supply 4A maximum each and have zero voltage and overvoltage protection.

Descriptions of these four modules are provided in the PDP-15 Systems Module Manual. Their ad-
justment procedures may be found in Volume 2, drawing D-BS-MM15-0-20.

5.1.7 Power Monitor Network

The power monitor network is incorporated to detect abnormal operation of any voltage regulator and,
upon detection, shut down the =30V source (memory voltage). This, in turn, sequentially halts the

computer, and turns the console PWR light off.

The network in the mainframe and back door consists of a small amount of circuitry on each regulator
module, and a signal line which reaches each regulator slot with a receiver at the CP end to monitor
the line. Each +5V regulator has an open collector inverter on the module that ties the line to ground
if any of the following voltage errors occur:
a. The +5V line is shorted to ground. Result: high current drain, so a +8V fuse blows out
and the low voltage detector turns on.

b. Excess amount of voltage on +5V, >5.5V.



Table 5-1

715 Power Supply Distribution

TO
From Loc Note
P1-1 +11Vv G821 M&N Tab 6 +5V Regulator
-2 + 8V G821 M&N Tab 1 +5V Regulator
-3 6 Vac M515 LO3 Tab 1 Real Time Clock Reference
(60 Hz)
~4 Gnd G821 M&N Tab 5 +5V Regulator
-5 Gnd G821 MA&N Tab 3 +5V Regulator
-6 Gnd M515 LO3 Tab 4 Real Time Clock
P2-1 +11V G821 K&L Tab 6 +5V Regulator
-2 + 8V G821 K&L Tab 1 +5V Regulator
-3 - 6V Console Switch Board - VTab
~4 Gnd G821 Ka&L Tab 5 +5V Regulator
-5 Gnd G821 K&L Tab 3 +5V Regulator
-6 Lock (Gnd) G827 K03 Tab 6 Console Locked
P3-1 +11Vv G827 K03 Tab 1 Monitored Voltage for Power Low
-2 6 Vac Console Switch Board Power On/Off Tabs
-3 +30V Console Switch Board +30V Tab
-4 Power Up (Gnd) G827 K03 Tab 8 Energizes K2 when Power Up
-5 Gnd Console Switch Board Power On/Off Tabs
-6 Gnd Console Indicator Panel Gnd Tab
P4~1 Not Used
-2 Gnd (Floating) G822 Cco1 +V Tab | -6V Regulator
-3 -11V (Floating) G822 Co1 -V Tab | -6V Regulator
-4 Not Used
=5 Gnd G825 D16 Gnd Tab | =24V Pass Element
-6 -30vV G825 D16 -SOVE -24V Pass Element
Ta
P5-1 +11V G821 H&J Tab 6 +5V Regulator
-2 + 8V G821 H&J Tab 1 +5V Regulator
-3 +H1V M515 LO3 Tab 2 Real Time Clock
-4 Cnd G821 H&J Tab 5 +5V Regulator
-5 Gnd G821 ~ H&J Tab 3 +5V Regulator
-6 Gnd M515 LO3 Tab 5 Real Time Clock
P6-1 +11V G821 E&F Tab 6 +5V Regulator
-2 + 8V G821 E&F Tab 1 +5V Regulator
-3 +30V G827 K03 Tab 2 Power Sequencer
-4 Cnd G821 E&F Tab 5 +5V Regulator
=5 Gnd G821 E&F Tab 3 +5V Regulator
-6 Gnd G827 K03 Tab 3 Power Sequencer
P7-1 +11v G821 A&B Tab 6 +5V Regulator
-2 + 8V G821 A&B Tab 1 +5V Regulator
-3 +11V Console Indicator Panel +10V Tab
-4 Gnd G821 A&B Tab 5 +5V Regulator
-5 Gnd G821 A&B Tab 3 +5V Regulator
-6 Not Used
P8-1 115 Vac (Line) Top Chassis ac Tabs
-2 115 Vac (Line) Bottom Chassis ac Tabs
-3 Not Used
-4 115 Vac (Line) Top Chassis ac Tabs
-5 115 Vac (Line) Bottom Chassis ac Tabs
-6 Not Used




b. (Cont) Results: SCR turns on and crowbars the +5V line which blows out a +8V fuse and turns
on the low voltage detector.

c. Low voltage on +5V > 4.75V. Results: low voltage detector turns on.

d. In the memory section only, when the =6V or the =24V regulator has o shorted output io
ground or zero voltage. Results: the respective fuse blows out for both regulators with
a short circuit only, but in both situations a ground signal is sent to the respective +5V
regulator (turning on the power-not-OK inverter).

e. In the memory section only, when the =6V has an excess amount of voltage, >6.5V.
Results: The SCR turns on and crowbars the =6V line, which blows out the =11V fuse
and sends a ground signal to the +5V regulator (turning on the power=not=-OK inverter).

f. In the memory section only, when the =24V has an excess amount of voltage, >26V.,
Results: an operational amplifier switches polarity and a ground signal is sent to the +5V
regulator (turning the power not OK inverter on).

Refer to a complete block diagram of the power monitor network in Volume 2, drawing D-BS~KP15-0-81.

As well as placing a ground on the signal line by each +5V regulator, each regulator has an inverter
which controls a light on the back panel of each rack. When power in the system is OK all the lights
are on. If one rack should show trouble, the respective light will go out, providing aid to quick
troubleshooting. If the +11V, which is o bias voltage for all the regulators, goes to zero, all the

lights will go out.

The remaining portion of the network comprises a redrive section on the G827 module, a power line
from the logic rack to the power supply, and a relay control in the power supply for the =30V source.
The G827, located in the central processor, monitors the signal line observing the regulators and re-
drives the signal noninverted. The output is an open collector driver that draws current through a relay
at the power supply. Once a ground is detected by the redrive network the relay (K2) in the power
supply is energized. This in turn opens the =30V source line not allowing rﬁemory X, Y, and Inhibit
currents to occur while the system is having power problems. The G827 also turns off the PWR light

on the console for troubleshooting assistance.

5.2 PDP-15/C POWER

The PDP-15/C uses a different power distribution system than the PDP-15. Figure 5-2 is a block
diagram of the PDP-15/C power system. Descriptions of the H742 Power Supply, the H744 5V
Regulator, and the H745 =15V Regulator are provided in the ME15 Core Memory Maintenance Manual,
DEC-15-HMEMA-A-D. The 716 Indicator Power Supply and the 856A DC Power Control are
described in the print set. A description of the 861 Power Controller is provided in Paragraph 5.2,1.
Table 5-2 lists the power distribution connections for the PDP-15/C.
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Figure 5-2 PDP-15/C Power Distribution Block Diagram



PDP-15/C Power Supply Source Distribution

Table 5-2

From To Note

P9-2 H742 Power Supply T1-11 856 Power Supply +15V

P9-3 H742 Power Supply P11-4 H745 +15V

P9-10  H742 Power Supply K03T2 KP Backplane AC Low

P9-11  H742 Power Supply LO3R2 KP Backplane Clock

P9-12  H742 Power Supply ME-15 Memory DC Low

P11-1  H745 Regulotor T1-6 856 Power Supply -15v

P12-2  H744 Regulator ME-15 Memory +5V

P12-5 H744 Regulator ME-15 Memory +5V

P13-2  H744 Regulator P6-1 BA15 Power Connector +5V

P13-5 H744 Regulator P10-1 BB15 Power Connector +5V

P14-2  H744 Regulator Rows H & J KP Backplane +5V

P14-5 H744 Regulator RowsE & F  KP Backplane +5V

P15-2 H744 Regulator Rows M & N KP Backplane +5V

P15-5 H744 Regulator Rows K & L KP Backplane +5V

P3-1 861 Power Control Lock Switch Logic Console Lock

P3-3 861 Power Control Lock Switch Logic Console Lock

P7-4 G827 Module Connector Lock Switch Logic Console Lock

P7-6 G827 Module Connector lLock Switch Logic Console Lock

P7-8 G827 Module Connector T1-14 856 Power Supply Energizes 856A
Relay

T1-4 856 Terminal Board Console -6V

T1-5 856 Terminal Board P7-2 G827 Module (Location K03) -15v

T1-5 856 Terminal Board ME-15 Memory =15V

T1-6 856 Terminal Board P6-8 BA15 Power Connector -15v

T1-8 856 Terminal Board Console +15V

5.2.1 861 Power Controls

There are two versions of the 861 Power Control used in the PDP-15/C:

861-B 180-270 Vac, 1 phase, 16A (20A circuit breaker)
861-C 90-135 Vac, 1 phase, 24A (30A circuit breaker)

The following paragraphs describe the operation of the 861 Power Controls in general terms; Figures

5-3 and 5-4 are simplified schematics of the two 861 modules used in the PDP-15/C.
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Refer to Figure 5-3 or 5-4. Power is applied to the terminal block mounted on the power line filter,
which is an L-type L-C filter with series RF chokes and shunt capacitors to ground. If the rated
voltage is present at the indicator terminals, 11 and/or 12 light. All ac lines are connected to
elements at the circuit breaker CB1. All loads connected to the power controller (both switched and

unswitched) are controlled by CB1.

If the current through any of the ac lines exceeds the rating of CB1, CB1 frips, removing power from
the loads. Power outlets P1 and P2 connect across the circuit breaker output. These outlets are
energized whenever the circuit breaker is closed. Each outlet line from CB1 is connected to a
normally open contact on relay K1. The field coil associated with K1 is energized by the output

of CB1 if a relay on the Pilot Control Board is closed.

When K1 is closed, ac power is applied across outlets P3, P4, P5, and P6. The two 0.1 pF capacitors
(C1) connected across the lines at the relay reduce the amplitude of voltage spikes at the output of
the controller when switching inductive loads, thereby preventing interference to nearby electronic

data processing equipment.

Figures 5-3 and 5-4 illustrate the pilot control board simplified circuit schematic. The pilot control
board contains the circuitry that allows remote turn-on and emergency turn-off of the switched power
outlets (P3, P4, P5, and P6) in all 861 Power Controller versions. These functions are accomplished

by controlling the voltage applied to the field coil of relay K1 in the 861 Power Controller.

The circuit consists basically of a full wave rectifier loaded by the center-tapped field coil of o relay.
Three control lines connect to the board. Pin 3 connects to the center-tapped secondary of the full
wave rectifier transformer. Pin 2 is the disable (Emergency Shutdown) line from the signal bus, pin 1
is the enable (Power Request) line from the signal bus. Two additional lines (from the thermal switch)

are connected to the lines associated with pins 3 and 2.

When the LOCAL/OFF/REMOTE switch is in the REMOTE position and pins 3 and 1 are connected,
current flows through the lower portion of the center-tapped relay field coil to the full wave
rectifier transformer. This action closes the relay on the pilot control board and causes an energizing
potential to be applied across the field coil associated with K1 in the power controller energizing
the controlled outlets P3, P4, P5, and P6. When pins 3 and 2 are connected (Emergency Shutdown
is true), current flows through the lower and upper halves of the center-tapped field coil in opposite
directions before returning to the power supply transformer. The resultant current through the field
coil is less than that required for holding the relay closed. Energizing potential therefore is not

present at relay K1 and power is removed from controlled outlets P3, P4, P5, and P6.



Diode D2 provides a current path in the lower section of the coil to prevent closing the relay in

instances where pins 3 and 2 are connected but pins 1 and 3 are not.

Closing T1 (the thermal switch) performs the same function as Emergency Shutdown (connects pins 2
and 3 together). This switch is exposed to the ambient air surrounding the power controller. Temper-
atures above 160°F close the switch (disabling P3, P4, P5, and P6). The switch resets automatically

when the temperature drops below 120°F. '

Placing the LOCAL/OFF/REMOTE switch in the LOCAL position provides a connection between pin 3
and the lower portion of the coil to energize K1, regardless of the state of the Power Request line on
the signal bus. This switch position is normally used for maintenance purposes; operations on the pilot
control board are exactly the same for situations where a connection is provided between pins 3 and 1
of the signal bus connector due to closing of a circuit in an external device. A connection between
pins 2 and 3 disables the switched outlets regardless of the position of the LOCAL/OFF/REMOTE

switch.

The power supply that provides the potential for closing the relay need not be returned fo ground. It
can be operated in a floating configuration where a connection between pins 3 and 2 (as by the thermal
switch or Emergency Shutdown) disables the switched outlets and a connection between pins 1 and 3

(Power Request) enables the switched outlets.

5.2.2 PDP-15/C Power Supply Adjustments
Table 5-3 lists the monitoring points for adjusting the voltage regulators of the PDP-15/C Power

Supply.

Table 5-3
PDP-15/C Voltage Regulator Adjustments

Regulator Plug Monitoring Point

-15V P11 ME15
+5V P12 ME15
+5V P13 BA15, AO1A2
+5V P14 KP15, FO1A2
+5V P15 KP15, LO1A2







CHAPTER 6
OPTIONS

6.1 KE15 EXTENDED ARITHMETIC ELEMENT (EAE)

The KE15 Extended Arithmetic Element (EAE) option facilitates high-speed multiplication, division,

shifting, normalizing, and register manipulation.

The EAE endbles fast, flexible, hardware execution of the following signed or unsigned functions.
a. Shifting the contents of the primary arithmetic registers (AC MQ) right or left, requires
2.9t0 5.2 ps.

b. Normalizes the quantity in the primary arithmetic registers, i.e., shifts the contents left
to remove leading binary zeros (or ones in the case of negative numbers) for the purpose
of preserving as many significant bits as possible. The time required is 2.9 to 5.2 ps.

c. Multiplication is performed in 2.75 to 6.4 ps.

d. Division including integer divide and fraction divide, require 2.75 to 6.6 ps. Divide
overflow indication is fumished by the link when signed division produces a quotient

exceeding 377777g in magnitude, or unsigned division produces a quotient exceeding
777777g in magnitude.

e. Basic setup instructions to manipulate the data in the registers prior to execution of the
above instructions require 1.3 ps.

6.1.1 General Operation

Control logic for the KE15 option consists of a 6-bit event time counter, an instruction decoder, bus
control circuitry, load signals, an instruction register, quotient detection circuitry, and other con-

trol flip-flops. In addition to this control logic there is an 18-bit MQ/shift register.

During event time A, AC modifications occur; MQ transfers happen at time B; AC transfers occur at
time C; nothing takes place at time D. All shifting occurs at time E; complementing takes place at
event time F for multiply and divide operations if necessary. For further information refer to EAE
flow drawing KE06.

There are four types of EAE instructions: SETUP, SHIFT, MULTIPLY, and DIVIDE. SETUP instruc-
tions use only four event times while SHIFT, MULTIPLY and DIVIDE instructions use all six event

times.
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Figure 6-1 is a general flow diagram for EAE instructions. Table 6-1 lists EAE instructions and Table

6-2 lists EAE microinstructions.

Table 6-1
EAE Instructions
Octal Code * Mnemonic Operation
640000 EAE Basic EAE instruction. Acts as an NOP in-
struction.
640001 osC Inclusive-OR the SC with the AC.
640002 oMQ Inclusive-OR the MQ with the AC.
640004 CMQ Complement the MQ,
641001 LACS Load AC12 through 17 with the contents of
the SC.

641002 LACQ Load the AC with the contents of the MQ.
644000 ABS Get the absolute value of the AC,
650000 CLQ Clear the MQ.
652000 LMQ Load the MQ with the contents of the AC.
664000 GSM Get the sign and magnitude of the AC.
6405XX LRS Long right shift.
6605XX LRSS Long right shift, signed.
6406XX LLS Long left shift.
6606XX LLSS Long left shift, signed.
6407XX ALS Accumulator left shift.
6607XX ALSS Accumulator left shift, signed.
640444 NORM Normalize.
660444 NORMS Normalize, signed.
6531XX MUL Multiply.
6571XX MULS MULTIPLY, signed.
6403XX D1v Divide.
6443XX DIVS Divide, signed.
6533XX IDIV Integer divide.
6573XX IDIVS Integer divide, signed.
6503XX FRDIV Fraction divide.
6543XX FRDIVS Fraction divide, signed.

*XX" indicates the number to be loaded into step counter and depends upon the number of
shifis required or answer precision required.
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Table 6-2
EAE Microinstructions

Bit B(i:r;%rey Function

0,1,2,3 1101 SETUP instruction.

4 1 Enters ACOO into the Link for signed operations.

5 1 Clears the MQ.

6 1 Reads ACOO into the EAE SIGN register prior to
a signed multiply or divide operation.

6,7 10 Takes the absolute value of the AC after the
ACOO bit is read into the EAE SIGN register.

7 1 Inclusive=ORs the AC with the MQ and places
the result in the MQ,

8 1 Clears the AC,

9,10, N 000 SETUP instruction code. Accompanies code in
bits 15, 16, 17.

9,10, 11 001 MUL instruction code.

9, 10, 11 010 Unused instruction code.

9, 10, 11 on DIV instruction code.

9, 10, 11 101 LONG RIGHT SHIFT instruction code.

92,10, 11 110 LONG LEFT SHIFT instructions code.

9,10, 1 100 NORMALIZE instruction code.

9,10, 1 111 ACCUMULATOR LEFT SHIFT instruction code.

12-17 Specifies the step count for all EAE codes (9~
11) except SETUP.

15 1 For SETUP instruction code only, complements
the MQ contents.

16 1 For SETUP instruction code only, inclusive=ORs
the MQ with the AC and places the result in
the AC.

17 1 For SETUP instruction code only, inclusive=ORs
the AC with the SC and places the result in the
AC.

6.1.2 Normalize Instructions

The NORM and NORMS instructions are commonly used within a subroutine to convert an integer

into a fraction and exponent for use in floating-point arithmetic. The algorithm for normalize is to
shift the contents of the AC and MQ left until ACOO differs with ACO1. For signed, normalize pos-
itive numbers, this results in ACOO (0) and ACO1 (1). For signed, normalized numbers the sign (AC00)
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EAE*F*TS01 L KP30
EAE*F*TS01 H KP23

A EVENT TIME KEQ4
AC MODIFICATION SHEET 1
B EVENT TIME KEO4
MA TRANSFERS SHEET 1
C EVENT TIME KEO04
AC TRANSFERS SHEET 1
D EVENT TIME KED4
NO TRANSFERS SHEET 1
E EVENT TIME KEO1
SHIFTING SHEET 1
F EVENT TIME KEO4
COMPLEMENTING SHEET 1

15-030t
Figure 6-1 EAE General Flow Diagram

is first duplicated in the Link. For unsigned numbers the LINK is usually initialized to 0. In both
cases the content of MQOD enters AC17, the content shifted out of AC0O0 is lost, and the content of
the LINK enters MQ17, on each shift. When shifting halts, the contents of the SC reflects the num-
ber of shifts executed to reach the normalized condition. The SC contents are available through the
use of the EAE OSC or EAE LACS instruction.

For normalized numbers, the binary point is assumed to be between AC00 and ACO1. The value of
the exponent is in the SC. The number in the SC, after normalization, is actually the sum of the
pre-established characteristic and the exponent (n) in 2's complement form. The characteristic is a
number equivalent to the total number of bit positions in the AC and MQ, 3610 or 448. The NORMS
instruction contains this number in bits 12 through 17 and loads it into the SC in 2's complement to
establish the exponent in excess 44 code. This means that the exponential range of the fraction

when normalized is 20 to 235, or -448 +n.

For example, if the integer +3 is stored in the MQ (MQ16, MQ17 are 1s) and it is desired to convert

this to a fraction and exponent, the following program sequence is required.



NORM(S) /NORMALIZE CONTENTS OF AC, MQ

DAC /DEPOSIT AC IN MEMORY

LACQ /MOVE MQ TO AC

DAC /DEPOSIT MQ IN MEMORY

LACS /MOVE SC TO AC .

TAD (44 /SUBTRACT CHARACTERISTIC FROM STEP COUNT
DAC /DEPOSIT RESULT (EXPONENT) IN MEMORY

In the process of normalization, a total of 33 shifts is required to shift MQ16(1) into ACO1. This

leaves the SC with a step count of:

011100 initialized step count
100001 plus 33 steps

111101 final step count

Because the step count is in 2's complement, the TAD 448 instruction (2's complement add) in effect
subtracts the characteristic from the final step count to arrive at the exponent:

111101 final step count

100100 TAD Choaracteristic

100001 exponent

In order to save the contents of the SC after a NORM instruction if an interrupt occurs, an interrupt
is held off for 2 cycles after a NORM instruction. This allows time to store the SC. Restoration of
the step counter requires that the 2's complemented quantity, taken from the SC at the time of inter-
rupt, be complemented, then combined with the pseudo=NORM instruction. The step count follow-
ing the TAD, AND operation below is one less (1's complement) than the actual value produced by
the previous normalization (2's complement). Execution of the pseudo~NORM instruction, then, 2's
complements the step count into the SC, and in shifting the AC and MQ left one bit position adds
the necessary 1 to the SC to produce the correctly restored step count (the 6404XX present in the AC
from TAD, AND operation shifts to become 501XXX).

Restoration program

LAC SCSAVE

XOR (77 /COMPLEMENT STEP COUNT

TAD (640401 /DEVELOP PSEUDO-NORM

AND (640477 /DELETE POSSIBLE STEP COUNT OVERFLOW
DAC .+1 /PLACE NORM IN SEQUENCE

HLT /STEP COUNT TO SC

LAC MQSAVE

LMQ /LOAD THE MQ

LAC ACSAVE /LOAD THE AC

DBR /RESTORE PC, LINK, ETC.

JMP I SUBENTR
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6.1.3 MUL(S) Instruction

The MUL(S) instruction multiplies the contents of the AC (multiplier) by the contents of the next

sequential core memory location (multiplicand) to form a product in the AC and MQ.

Bits 12 through 17 in the instruction are usually programmed for a step count of 228 (18]0), repre-
senting the multiplication of one 18-bit quantity (the sign bit and 17 magnitude bits for MULS) by
another to produce a 36-bit product. When full precision is not required, the step count may be
decreased by subtracting the appropriate number n from the instruction code. The product is always
scaled 18-n from MQ17. If n is programmed in the instruction, the 18-n lower bits in the long reg-

ister are meaningless.

For a MUL instruction the link must previously have been initialized to 0. During the preparatory
phase, the multiplier is transferred from the AC to the MQ, the AC is cleared, and the step counter
(SC) is set to the 2's complement of bits 12 through 17 of the instruction. A core memory cycle reads
the multiplicand into the MI. The arithmetic phase, executed as multiplication of one unsigned

quantity by another (binary point of no consequence), halts when the SC counts up to 0 (see Figure
6-2).

For a MULS instruction, a previous LAC/GSM/DAC CAND sequence stores the absolute value of the
multiplicand in memory and places the original sign of the multiplicand in the link. During the prep-
aratory phase of MULS, a memory cycle reads the multiplicand into the MI, compares the link (sign
of multiplicand) with ACO0 (sign of multiplier) and sets the product quotient flip-flop if they differ
and resets the link. The multiplier is transferred from the AC to the MQ and is complemented if
negative, the AC is zeroed, and the SC is initialized. The arithmetic phase is complete when the
SC counts to 0. ACO00 and ACO1 each receive the sign of the product; the remaining AC and MQ
bits represent the magnitude. If initially the multiplier and multiplicand had had unlike signs (P/Q

neg (1)), then the resulting MQ after the arithmetic operation would have been complemented.

The algorithm for multiplication using the EAE is simple: add and shift right. Each bit of the multi-
plier is sampled, starting with the least significant bit. If the sampled bit is a 1, the multiplicand
is added fo the partial product. The partial product and the multiplier are then shifted right one
position for the next multiplier bit sampling. If the sampled bit is a zero, zeros are added to the
partial product. With each shift the contents of the least significant bit are lost. Multiplication

ends when the SC, up-counted with each shift, reaches 0.



ACO-Sign
L ¥ ACO -+ P/Q NEG

NO

SIGN (1)

COMP DIVIDEND

MQ17 (1)

:

SHIFT RIGHT
SUM BUS17 ~ MQo
MQ17 - LOST
CARRY - ACO
MQ, -~ MO 4

YES

COMP MQ, AC

I DONE |

Figure 6-2 EAE Multiply
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Programming Example

Multiply 28 X 58
START 200 200100 LAC CAND /Load multiplicand into AC
201 100500 JMS MPY /Store main program address in 500 and jump
to MPY subroutine
202 200101 LAC PLIER /Load multiplier into AC
203 /Main program re-entry
MPY 500 000202 PC /Main program address
501 664000 GSM /Absolute value in AC
502 040505 DAC.+3 /Deposit CAND in 505
503 420500 XCT I MPY /Load multiplier into AC
504 657122 MULS /Fetch |CAND | and multiply
505 000002
506 440500 ISZ PC /Increment main program address
507 620500 JMP T 500 /JMP to main program
CAND 100 000002 MULTIPLICAND
101 000005 MULTIPLICAND
L AC MQ MI SC OPERATION
(multiplier) (multiplicand)
0 0000 0101 0010 1100
0010 ADD
0010
0 0001 0010 0010 1101 SHIFT
0000 ADD
0001
0 0000 1001 0010 1110 SHIFT
0010 ADD
0010
0 0001 0100 0010 1111 SHIFT
0000 ADD
0001
0 0000 1010 0010 0000 SHIFT
ANSWER = ]28

Tables 6-3 through 6-15 illustrate the operations that take place in each instruction.
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Table 6-3

EAE NOP 640000

CP State Event Time Functions Drawings
T502 S sl P
T502 B MQ-MQ | eemee-

MQ1-CL KEQ4, Sheet 1

EAE LD MQH KEO4, Sheet 2
1502 C AC-AC | e

EAE ENAB AC L KEO4, Sheet 2

EAELD ACL KEO4, Sheet 2
TS03 D | mmme——— | mmeee-

Table 6-4
OSC 640001

CP State Event Time Functions Drawings
TS02 . N e
1502 B MQ-MQ | aceeea

MQ1-C L KEO4, Sheet 1

EAE LD MQH KEO4, Sheet 2
TS02 C EAE SC-C L KEO4, Sheet 1

AC -~ C BUS KEO4, Sheet 2

EAE LD AC KEO4, Sheet 2
TS03 5 T

Table 6-5
OMQ 640002

CP State Event Time Functions Drawings
TS02 - N T P
T502 B Same as NOP, | = ——=eeo

Event Time B
7502 C C-MQ2 L KEO4, Sheet 1
EAE ENAB AC L KEO4, Sheet 2
EAE LD AC L KEO4, Sheet 2
TS03 D | mmee—— e
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Table 6-6

CMQ 640004
CP State Event Time Functions Drawings
TS02 - (e —
T502 B MQ1-C L KEO4, Sheet 1
EAE COMPCAL KEO4, Sheet 2
EAE LD MQH KEO4, Sheet 2
TS02 C Same as NOP, | = =—===eo
Event Time C
TS03 D | emme—- | ammee
Table 6-7
LACS 641001
CP State Event Time Functions Drawings
1502 A | e e
TS02 B Same as NOP, | = —===-=
Event Time B
TS02 C EAE SC-CL KEO4, Sheet 1
EAE LD AC L KEO4, Sheet 2
TS03 D | e | e
Table 6-8
LACQ 641002
CP State Event Time Functions Drawings
TS02 - e P
T502 B Same as NOP, | = =—-=-—-
Event Time B
TS02 Cc MQ2-C L KEO4, Sheet 1
EAELD ACL KEO4, Sheet 2
TS03 D | e | e

6-10




Table 6-9

ABS 644000
CP State Event Time Functions Drawings
TS02 A EAE ENAB AC L KEOQ4, Sheet 2
EAE COMP KEO4, Sheet 2
ABS *A L IF AC00 KEO4, Sheet 1
EAE LD AC L KEO4, Sheet 2
1502 B Same as NOP, | = ===
Event Time B
T502 C Same as NOP, | = ——=——-
Event Time C
TS03 D | e | ameema
Table 6-10
CLQ 650000
CP State Event Time Functions Drawings
7502 A | emeee— ] mmeeee
TS02 B MQ1-C L KEO4, Sheet 1
EAE LD MQ H KEO4, Sheet 2
T502 C Same as NOP, | = ——==eo
Event Time C
TS03 D | emem— | -
Table 6-11
LMQ 652000
CP State Event Time Functions Drawings
TS02 A | e memeee
TS02 B EAE ENAB AC L KEO04, Sheet 2
EAE LD MQH KEO4, Sheet 2
T502 C Same as NOP, [ = =—=-=-
Event Time C
TS03 D | memm—— e




Table 6-12

GSM 664000
CP State Event Time Functions Drawings
F*TS02 A EAE ENAB AC L KEO4, Sheet 2
EAE COMP C~AL KEO4, Sheet 2
ABS*A L, if KEO04, Sheet 1
ACO1(1)
EAE LD ACL, KEO4, Sheet 2
if AC00(1), SET
LINK
F*TS02 B Same as NOP, | = —=e=ea
Event Time B
F*TS02 C Same as NOP, | = —<e-