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Preface

The EREP User’'s Guide and Reference applies to all versions of EREP, up to and
including EREP Version 3, Release 3 and all later releases of the EREP program.

The operating systems under which EREP can run are:

e DOS/VS, DOS/VSE, and VSE/Advanced Functions — known collectively in
this book as the VSE systems.

e VSI, VS2, MVS/370, and MVS/XA — known collectively in this book as the
MYVS systems.

e VM/370, VM/SP, VM/SP/HPO, and VM/XA — known collectively in this
book as the VM systems.

If EREP 3.3 is not installed on your system, some of the information in this book
will not apply to your installation. You can find out which level of EREP your
system supports by checking the release number of the EREP tape last installed;
the release number is in the System Control Programming Specifications, which
accompany the EREP tape. Or, for EREP 2.3 and later versions, the TOURIST
output shows which release of EREP is running.

Note: New releases of EREP are always “downward compatible.”

That is, the latest version of EREP will always run on your system. It will also
include new functions that you can only use if you have the latest version of your
operating system; but old functions, generally speaking, are not eliminated. The
same is true of this book, although some very old versions of EREP (for example,
IFCEREP0) are no longer supported.
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Who This Book is For

Who This Book is For

This book is for the people who manage and maintain the data processing equip-
ment in a System/370 installation:

® The system programmer, who must set up and run EREP

e The IBM customer engineer (CE), who must use the EREP reports to diag-
nose problems in the installation’s hardware devices.

e The IBM programming service representative (PSR), who is called in when
there is a problem with the running of EREP.

It is also for anyone who wants to find out what EREP is and how it works.

When reading this book, you will find a working knowledge of the operating
system EREP is to run under very helpful; familiarity with its job control and
entry language is also helpful, but not necessary.

Because your requirements differ according to what you are trying to do, this
book contains two kinds of information:

1. Introductory and explanatory information about EREP, and detailed process
information, for the person who may not know how to set up a job to run
EREP. This is the user’s guide.

2. Reference information in quick-look-up format — for the person who is
familiar with EREP and the process of setting it up, but who wants to check
out syntax or message wording or coding rules.
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Organization and Contents

What and Where

The book has four parts: the user’s guide information is in Part 1 and Part 2; the
reference information is in Part 3 and Part 4.

Each of the four parts is made up of several chapters, which contain the following
information:

Part 1, “Planning for EREP” is the introduction to EREP.

Chapter 1, “Introduction to EREP” is a brief explanation of what EREP
is and what it does.

Chapter 2, “EREP Reports” describes the EREP reports in some detail,
including examples of the different types of reports. It also includes a
checklist you can use when planning your EREP run.

Part 2, “Setting Up and Running EREP” describes in detail what you have
to do to run EREP under each of the S/370 operating systems.

Chapter 3, “Setting Up EREP” is a general introduction to the way
EREP works with an operating system. It includes sections on managing
your error data for EREP, on automating your EREP procedures, and on
modifying an EREP job.

Chapter 4, “Running EREP” presents sample procedures that run EREP
under each of the three system control programs, followed by descriptions
of the required system controls and usage notes.

Chapter 5, “Correcting Coding Problems” describes the possible reasons
for problems with EREP processing or output and the ways you can
correct those problems.

Part 3, “Reference Information” is the first half of the reference section of
the book. It includes:

Chapter 6, “Introduction to EREP Controls,” which explains the presen-
tations that follow.

Chapter 7, “EREP Parameters,” which presents the syntax and coding
rules for all the EREP keyword parameters.

Chapter 8, “EREP Control Statements,” which presents the format and
coding rules for the EREP control statements.

Chapter 9, “CPEREP Operands - Syntax and Coding,” which presents
syntax and specific information about EREP controls as CPEREP oper-
ands.

Chapter 10, “Error Records for EREP,” which introduces each type of
error and operational record that EREP uses, showing its format and
what it contains.
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Organization and Contents

— Chapter 11, “EREP Messages,” which lists all the IFC-prefixed messages

as they appear in EREP output, with explanations and recommended

responses.

— Chapter 12,

“Summary of Tables and Charts,” which contains several

tables and figures to be used for quick reference. Also included are such
problem determination aids as the EREP return codes, standard problem
determination tables, and the DEBUG parameter.

Part 4, “Product-Dependent Information” is the second half of the reference
section of the book. It contains information specific to particular IBM
machines and device types supported by EREP; information that does not

apply to all users of EREP but is important to the installations that have the *

devices. The product-dependent information is presented by product group,

as follows:

— Chapter 13,
— Chapter 14,
— Chapter 15,
— Chapter 16,
— Chapter 17,
— Chapter 18,
— Chapter 19,
— Chapter 20,
— Chapter 21,
— Chapter 22,
— Chapter 23,
— Chapter 24,

“Card Readers and Punches”
“Consoles and Displays”
“Direct-Access Storage Devices (DASD)”
“Diskette Unit”

“Magnetic Tape Drives”
“OCR/MICR devices”

“Printers”

“Processors (CPUs)”

“Punched Tape Devices”
“Teleprocessing (TP) Devices”
“Other Devices”

“System Control Programs (SCPs)”

Finally, the book also includes a Glossary of terms, a list of Abbreviations
used in the EREP reports, and a Bibliography of the IBM publications men-
tioned in the EREP User's Guide or associated with the use of EREP.

vi

EREP User’s Guide

I



C

How To Use This Book

How To Use This Book

Here are some suggestions on how to get the most out of the information in the
EREP User's Guide and Reference.

Before You Start to Set Up an EREP Run

If you are a first-time user of EREP, you should read Chapter 1 and
Chapter 2, to get an idea of how EREP works and what you have to do to
run it, and to familiarize yourself with the EREP reports.

Then, go on to Chapter 3 for a general introduction to running EREP under
an operating system, and for information on managing error data for EREP
— a very important item.

If you are experienced as an EREP user, you may review the annotated
sample EREP runs in Part 2, to see how a no-frills EREP run would be set
up, and perhaps to run the sample code as is before tailoring it to your instal-
lation.

As You Set Up Your EREP Run

Read and follow the procedures recommended for your operating system
control program (SCP), and illustrated in the annotated samples in
Chapter 4.

Use the information in Chapter S and the messages in Chapter 11 as needed
during the process of setting up and testing your EREP run.

Use the reference information in Part 3 for quick checks on syntax or other
requirements. You may also need to refer to Part 4 for information specific
to one or more devices or products in your installation.

After Your EREP Run is Set Up

Read Chapter 2 for insights into the way EREP edits the records for its
reports.

Read Chapter 3 for a general discussion of the ways to modify an EREP run
or automate the EREP run.

Use the tables and charts in Chapter 12 to refresh your memory of how the
EREP parameters and controls work.

See Chapter 10 to check on the formats and expected contents of the records
used for EREP reports.

The table on the following pages gives you more specific pointers into the book
according to what you need to do.
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Where To Find It

WHAT YOU WANT TO DO

WHERE TO LOOK

Get a general idea about EREP

Chapter 1, “Introduction to EREP”
Chapter 2, “EREP Reports”

Decide which reports to run

Chapter 2, “EREP Reports”

Figure 12-3 in Chapter 12, “Summary of Tables and Charts”

Manage your error data for EREP

Chapter 3, “Setting Up EREP”

Create control statements for your
hardware configuration

Chapter 8, “EREP Control Statements”

Create an EREP Run:
General information

Under VSE:
Sample JCS procedure
Required system controls (JCS)
Storage requirements
Notes

Under MV'S:
Sample JCL procedure
Required system controls (JCL)
Storage requirements
Notes

Under VM:
Sample procedure
Required System Controls
Storage requirements
Notes

Chapter 3, “Setting Up EREP” on page 3-1

“Running EREP under VSE” on page 4-2
“VSE System Controls” on page 4-14
“VSE Storage Requirements” on page 4-16
“VSE Notes” on page 4-19

“Running EREP under MVS” on page 4-20
“MVS System Controls” on page 4-32
“MVS Storage Requirements” on page 4-34
“MVS Notes” on page 4-36

“Running EREP under VM” on page 4-38
“VM System Controls” on page 4-49
“Defining Files for CPEREP” on page 4-49
“VM Notes” on page 4-51

Figure 1-1 (Part 1 of 2).

Where to Find Information in this Book
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WHAT YOU WANT TO DO WHERE TO LOOK
Find out what went wrong with your
EREP run:
In general Chapter 5, “Correcting Coding Problems”
Under VSE “VSE Notes” on page 4-19
“Information about the VSE SCP” on page 24-2
Under MVS “MVS Notes” on page 4-36
“Information about the MVS SCP” on page 24-5
Under VM “VM Notes” on page 4-51
“Information about the VM SCP” on page 24-8
Using EREP messages Chapter 11, “EREP Messages”
Run EREP automatically “Automating the Running of EREP” on page 3-8.
Review the syntax for an Chapter 7, “EREP Parameters”
EREP parameter “Syntax Rules and Conventions” on page 6-1.
Change an EREP job to get a “Modifying Your EREP Run” on page 3-8.
different report
Find out if EREP supports a device | Part 4, “Product-Dependent Information”
(Look under the device type within the product group.)

Figure 1-1 (Part 2 of 2). Where to Find Information in this Book
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Part 1. Planning for EREP

How to Use Part 1

This part of the EREP User's Guide tells about the EREP program — what it is,
what it does, how it works.

If you are interested in learning all about EREP, you can start at the beginning
and read Part 1 in its entirety.

If you only want to learn about certain aspects of EREP — what it requires of a
user, for example, or what kind of output to expect — use the Section Table of
Contents to locate what you want to read.

And, if you want to see a list of the questions you should ask yourself before and
while you set up your EREP run, see “A Planning Checklist” on page 2-95.

Reference information is in Part 3.
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Chapter 1. Introduction to EREP

|

The purpose of EREP, the Environmental Record Editing and Printing program,
is to help the IBM Service Representative manage and maintain your data proc-
essing installation. It is a diagnostic aid — an application program that runs
under all three of the IBM System/370 operating systems.

How Does EREP Work?

EREP reads error and other environmental records generated by hardware and
software, edits the records, and produces printed reports at your request. The
reports show how things are — with the entire installation, with an I/O subsystem,
with an individual device. The error and environmental records are the basis for
the reports.

Where Do the Records Come From?

The operating system creates records from data captured by hardware or software
whenever an error or other noteworthy event occurs — for example, a read error
on a direct-access device or tape volume; or a machine check on a processor; or
an IPL of the operating system.

Where Do the Records Go?

Each operating system includes error recovery procedures that write the records
onto the system error recording data set (ERDS).

The ERDS goes by different names in the various operating systems: in the VSE
systems, its symbolic name is SYSREC; in MVS, it is SYS1.LOGREC; in VM, it
is not a data set but the error recording area. Figure 1-1 on page 1-2 represents
the ERDS as initialized by the operating system.
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Header record

System service programs
initialize the ERDS; Other
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ERDS.

ERDS

e SYSREC
SYS1.LOGREC
® Error-recording area

Figure 1-1. ERDS — The Error Recording Data Set, Initialized

What Does EREP Do with the Records?

When you run EREP, it reads records directly from the ERDS and processes
them to produce the report you have requested.! EREP processing includes:

e Filtering the records through the selection parameters set up (or implied by
default) for the requested report

e Sorting and formatting the records for the report
e Counting the different kinds of records used in the report

e Copying the records onto a separate output data set, if you requested it.

1 You do not have to request a report when you run EREP; you can also use it just
to move the records from the ERDS to another data set. See “The History Data
Set” on page 1-6 and “Managing Error Data” on page 3-1 for more information.
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How Do You Run EREP?

You run EREP by executing the program named IFCEREPI, accompanied by
various parameters and controls. The parameters and controls tell EREP what
you want it to do.

You execute the EREP program differently depending on which operating system
you want to run it under. Following are brief summaries of how this is done;
more detailed information is in Part 2, “Setting Up and Running EREP.”

Under the VSE systems, you set up a JCS job, defining input and output data
sets using TLBL or DLBL statements, and the necessary logical units using
ASSGN statements. You list your EREP controls as instream data to be read
from the SYSIPT logical unit, and submit the job.

Under the MVS systems, you set up a JCL job, defining input and output
data sets using DD statements, and including your EREP parameters on the
EXEC statement or as SYSIN instream data. Other EREP controls are
SYSIN instream data.

Under VM, you define the input and output files using FILEDEFs and then
issue the CPEREP command from the CMS environment. You can enter the
CPEREP and EREP operands individually or together, depending on which
CMS interface you choose to use.

What Output Does the EREP Program Produce?

Each time you run EREP, you can get three things:

1.

2.

3.

A listing of messages and other program information — the TOURIST output
A printed report — one of the EREP reports

A data set containing the records that passed filtering for the report — the
history data set.

The first of these is automatic; you always get the TOURIST output. The second
and third items you control with EREP parameters included when you execute the
EREP program.
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The TOURIST Output

The EREP Reports

While it is running, EREP puts valuable information about what it has done into
a separate data set, named TOURIST.2 The contents of the TOURIST data set
are printed automatically at the end of the EREP run, unless you change the
output class.

The TOURIST output shows exactly which parameters, including defaults, EREP
applied to the input records to produce the report; and the number of records
actually processed for the report. It also shows how EREP has interpreted any
control statements you set up for the report. If the program has issued any mes-
sages during its processing, they appear in the TOURIST output. These are the

same messages that are in Chapter 11, “EREP Messages,” in Part 3 of this book.

You have to define the TOURIST data set to your system before running EREP.
The process is described in “Defining Data Sets for EREP” on page 1-15.

An example of TOURIST output is in Chapter 12, “Summary of Tables and
Charts.”

The main reason to run EREP is to get one of the EREP reports. Each EREP
run can produce one of several different kinds of reports to help you monitor and
maintain your installation’s I/O devices, controllers, channels, and processors.

Figure 1-2 on page 1-5 shows the general report types EREP produces using the
records from the ERDS.

How Do You Get a Report? You request an EREP report by coding one of the
report parameters, shown in Figure 1-5 on page 1-10. You tailor the report to
contain the information you need to see by including EREP selection parameters,
shown in Figure 1-6 on page 1-11.: You can use only one of the report parame-
ters each time you execute the EREP program. However, some of the reports
have several parts, so you can generate a lot of output. Unless you specifically
ask for no printed report, EREP produces some kind of report output for each
run, writing it to the EREPPT data set.

2 In the VSE systems, the TOURIST messages are written to the SYSLST logical
unit. For the sake of simplicity, we refer to the messages as the TOURIST output
and to the data set/logical unit as the TOURIST data set throughout this book.
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Figure 1-2. EREP Processing Produces Reports from ERDS Records

What Kinds of Reports Does EREP Produce? Most of the EREP reports summa-
rize error-record data within various groupings. Others give you quite specific
information about the error records. Listed from most general to most specific,
the reports are:

System Summary

Trends report

Event History

System Exception reports, including

— System Error Summary

— Subsystem Exception reports for processors, channels, DASD and tape
devices

— A series of summaries of the records, analyzed according to different cri-
teria, for DASD and tape subsystems

e Threshold Summary for some tape devices

e Detail (PRINT) Reports, including:

— Detail Summaries of selected records

— Data Reduction reports for specific I/O devices

— Detail Edits of selected records

All of these report types are discussed in more detail in various places in this
book; see Chapter 2, “EREP Reports” for a start.

You must define the output data set named EREPPT before running EREP to
produce a report. The EREPPT data set holds the report until it is printed. See
“Defining Data Sets for EREP” on page 1-15 and the sections on system controls
in Part 2 for further details.
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What If You Need More Than One Report? You run EREP again, requesting
another report. EREP users often set up a group of jobs (or commands, if EREP
is to run under VM) that execute the EREP program several times to produce a
collection of reports. This group of EREP jobs is then run on a regular basis,
giving a continuous picture of the performance of the installation’s hardware and
software systems. Part 2 of this book shows samples of such job streams.

The History Data Set
Besides requesting a report, you can also use EREP to copy (or “accumulate”) the
records from the ERDS to another output data set — the history data set.
Figure 1-3 adds the history data set to the EREP output.
Tourist
C P Messages
Header record Summary
Reports
Tourist
) EREP Messages
.S)’_S.te'_" service programs takes records from
initialize the ERDS; Other the ERDS and -
recording routines format records edits them to Statistical
and write records on the produce reports. Reports
ERDS.
Tourist
Messages
Detail Edits
ERDS of
Records

e SYSREC
® SYS1.LOGREC
® Error-recording area

HISTORY

DATA
SET

Figure 1-3. EREP Processing Produces a History Data Set

You define the output history data set as the ACCDEYV output data set? before
executing the EREP program. See “Defining Data Sets for EREP” on page 1-15.

You can have EREP accumulate the records even when it doesn’t produce a
report; this is the way you create a working copy of the ERDS. The process is
described in “Managing Error Data” on page 3-1.

3 The VSE systems use different control statements to define the input and output
data sets for EREP; they are described in “VSE System Controls” on page 4-14.
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Introduction

Using the History Data Set as Input for EREP: After having EREP accumulate
the records onto the output data set defined by the ACCDEV DD statement, you
can then use the records as input for another EREP run, instead of or in addition
to the ERDS. In this case, you redefine the data set in your job controls as the
ACCIN input-data set. It is now an input history data set. “Defining Data Sets
for EREP” on page 1-15 has more information about ACCIN, and “HIST” in
Chapter 7, “EREP Parameters” has more information about history input.

Other Ways You Can Use a History Data Set: You can use EREP’s accumu-
lation function to control and maintain your error data for EREP. Some of the
possibilities are:

Before running any reports at all, you can copy the records from the ERDS
to another data set and clear the ERDS so it can hold new records created
while the EREP reports are being run. The second data set becomes the
history input for the EREP reports, and all the reports are run against the
same set of input records. This is described in “Managing Error Data” on
page 3-1.

After running all the reports for a given day or week, you can copy the
records from the history data set onto yet another output data set, which
becomes a weekly — or monthly — history data set, holding all the records
used for EREP reports for the period. If you run a Trends report against this
updated history data set at regular intervals, you have a good overall picture
of the frequency of errors in your installation. The sample EREP runs for
your operating system in Chapter 4, “Running EREP” show this sequence of
processing.

You can merge the records from a history data set and the ERDS to get a
report that uses all the records collected on the history data set plus the latest
records on the ERDS. For more information, see the description of the
MERGE parameter in Chapter 7, “EREP Parameters.”

If your installation runs more than one operating system, one for for each
system. You can copy the records from one ERDS onto a history data set
that you then merge with the ERDS from the system EREP is to run under.4
Thus, you get EREP reports that use all the possible records for your various
hardware systems, regardless of which operating system created the records.

“Information about the MVS SCP” in Part 4 includes some suggested proce-
dures for running EREP in a multisystem environment.

In MVS systems, you can concatenate multiple data sets on the ACCIN DD
statement, combining the records from several history data sets as input to
EREP.

Note that merging history and ERDS input from different systems is not a simple
task; see Chapter 24, “System Control Programs (SCPs)” in Part 4.
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Figure 1-4 summarizes the possible kinds of input to EREP and output from
EREP.

INPUT PROCESS oUTPUT

Messages
“~—— (Tourist)

AND/OR

EREP
Program AND/OR
(IFCEREP1)

EREP SYSTEM
CONTROLS and CONTROLS

Figure 1-4. Summary of EREP’s Input-Process-Output
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EREP Controls

What Are EREP Controls?

C

In setting up an EREP run, you are doing five things:

1. Indicating which report, if any, you want EREP to produce

2. Selecting the appropriate records for the report

3. Controlling how EREP processes the records and the report output
4. Describing your installation’s configuration to EREP

5. Defining the input and output data sets and requesting the storage EREP
needs from the operating system.

You use EREP parameters to accomplish the first two of these tasks; the third
and fourth require other parameters and the EREP control statements. The fifth
task requires system controls, which are different for each operating system
control program (SCP).

Introducing EREP Parameters and Control Statements

The EREP controls can be grouped according to the kinds of information they
convey to the EREP program.

o Some parameters tell EREP which report, if any, you want it to produce.
W These are the report parameters.

o Some parameters tell EREP which records to use for the requested report.
These are the selection parameters.

e Some parameters control the way EREP processes the records and the report
output. These are processing parameters.

e The EREP control statements convey to the program still other kinds of infor-
mation — primarily about your hardware configuration.

Figure 1-5 through Figure 1-8 describe all the EREP parameters and control
statements.

The actual syntax for each parameter and control statement, and more detailed
usage notes, are in Part 3, “Reference Information” and Part 4, “Product-
Dependent Information.”
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EREP Report Parameters

REPORT
PARAMETERS | WHAT THEY DO
EVENT Produces an Event History report, a chronological pres-
entation of one-line abstracts from the selected records.
It has two parts.
PRINT Produces a series of Detail Edit and/or Summary reports

for the selected record types. The number of reports
depends on the input and selection parameters.

Note: PRINT is the default report parameter. The only
way to run EREP without producing any report
output is to code PRINT= NO.

SYSEXN Produces a System Exception report series, reports cov-
ering processors, channels, DASD and tape subsystems.

SYSUM Produces a System Summary, a condensed two-part
report of all errors for the principal system elements -
CPU, channels, storage, SCP, I/O Subsystem.

THRESHOLD Produces a summary of a tape subsystem, including
media statistics and permanent errors that exceed the
limits set on the parameter itself.

TRENDS Produces an expanded version of the System Summary,
presenting error records logged by or for the various
system elements during 30 days, at most. Like the
System Summary, it has two parts.

Figure 1-5. Report Parameters for EREP

The parameters in Figure 1-5 are the ones you use to request reports from EREP.
You execute the EREP program once for every report you want, specifying the
report parameter and other parameters in the job controls you use to submit the
EREP program. For example:

//ERRUN EXEC PGM=IFCEREP1,PARM='EVENT,DATE=(86302),ACC=N'

This MVS JCL EXEC statement, if combined with the other required system con-
trols, would produce an Event History report of all the error records logged on
October 29, 1986.

DATE is one of the EREP selection parameters; see Figure 1-6 on page 1-11 and
Chapter 7, “EREP Parameters.”

ACC is one of the EREP processing parameters shown in Figure 1-7 on
page 1-12 In this example, it indicates that the records are not to be copied to
another data set.

Figure 7-1 on page 7-4 shows the selection parameters you can use for each of
the EREP report parameters.
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SELECTION

PARAMETERS | WHAT THEY DO

CPU (Processor serial and machine type numbers) Tells EREP to use only the
records associated with this particular processor.

CPUCUA (Processor serial number and device address) Tells EREP to use only the
records associated with this device attached to this processor.

CUA (Device address or number) Tells EREP to use only the records associated
with this particular device address or device number.

DATE Tells EREP to use only the records created during this date range.

DEV (Device type) Tells EREP to use only the records associated with this partic-
ular device type; or, conversely, not to use the records associated with this
device type.

DEVSER (Device serial number) Tells EREP to use only the 34XX tape records associ-
ated with this tape device serial number.

ERRORID (Error identifier) Tells EREP to use only the MVS software records con-
taining this particular error identifier.

LIA/LIBADR (Line interface [base] address) Tells EREP to use only the 3705 or 3725 com-
munication controller records containing this line interface address.

MOD (Processor model) Tells EREP to use only the records containing this
processor machine type (number).

MODE (370 or 370-XA) Tells EREP to use only the records created in this operating
mode.

SYMCDE (Fault symptom code) Tells EREP to use only the 33XX DASD records con-
taining this particular fault symptom code.

TERMN (Terminal name) Tells EREP to use only the VTAM or TCAM OBR records
containing this terminal name.

TIME Tells EREP to use only the records created during this time range.

TYPE (Record type) Tells EREP to use only the records of the specified type(s).

VOLID (Volume serial number) Tells EREP to use only the 33XX DASD or 34XX
tape records containing this volume serial number.

Figure 1-6. Selection Parameters for EREP

EREP Selection Parameters

The parameters in Figure 1-6 are the ones you use to select the records EREP is
to use in a requested report. Some of the parameters are mutually exclusive, as
shown in Figure 12-1 on page 12-2. The correct syntax and other details about
these parameters are in Chapter 7, “EREP Parameters.”
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PROCESSING \
PARAMETERS | WHAT THEY DO J
ACC (Accumulate) Tells EREP to copy the records used for
the report onto an output history data set.
HIST (History) Tells EREP that its input consists of records on
a history data set.
LINECT (Line count) Tells EREP that each page of the report
output is to contain this number of lines.
MERGE (Merge) Tells EREP that its input consists of records
from both the ERDS and a history data set.
SHORT (Short OBR) Tells EREP to print out short-form OBR
records in Detail Edit report output.
TABSIZE (Table size) Tells EREP that the sort table it uses for
internal processing is to be this big.
ZERO (Zero ERDS) When this report is complete, EREP is to
clear the error-recording data set (SYSREC, or
SYS1.LOGREQC, or the error recording area).

Figure 1-7. Processing Parameters for EREP

EREP Processing Parameters

The parameters in Figure 1-7 are the ones you use to control the way EREP
processes the records you have selected. Their functions differ widely; they are
described in the individual topics in Chapter 7, “EREP Parameters.” )
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CONTROL
STATEMENTS WHAT THEY DO

CONTROLLER Tells EREP to combine the error records associated
with this particular control unit and its attached
devices.

DASDID Tells EREP that this is the configuration of the 33XX
DASDs within each subsystem; identifies those that do
not provide physical IDs for the System Exception
report series. This control statement applies only to the
System Exception Report series.

ENDPARM Tells EREP that this is the end of the instream EREP
parameters; the instream data that follows consists of
EREP control statements.

LIMIT Tells EREP not to produce any output for the System
Exception reports when the number of errors is below
the values specified here. This control statement
applies only to the System Exception Report series.

SHARE Tells EREP to combine the records for these devices
that are shared between systems. This control state-
ment applies to all the reports that generate I/O device
summaries.

Figure 1-8. Control Statements for EREP

EREP Control Statements

The statements shown in Figure 1-8 are control statements for the EREP
program. They give EREP more permanent information about your configura-
tion, and set overall criteria for the way EREP is to create a report. They are
described in detail in Chapter 8, “EREP Control Statements.”
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Introducing System Controls

When you run EREP, you must ask the operating system to allocate storage and
space on devices to hold EREP’s input and output data and work spaces. You
must also define the data sets and space required by the operating system for its
own purposes. And you must present EREP to the operating system as a job to
be executed. System controls do these things for you.

Each of the three operating systems uses different system controls for EREP: each
has different names for the data sets it requires, and each has a different way for
you to execute a job. See the sections headed “System Controls” in

Part 2, “Setting Up and Running EREP” for detailed information about the dif-
ferent system job controls. What follows here is a general explanation of the dif-
ferences in the way EREP works with the VSE, MVS, and VM systems.

When you run EREP to request a report, you have to submit a job to the oper-
ating system you want EREP to run under. Ifitis a VSE or MVS system, you
supply JCS or JCL statements defining the necessary data sets, units and/or
logical units and directing the system to execute the program named IFCEREPI.
Having created the job or series of job steps, you submit it to the system as a
batch job or interactively via TSO.

If you want to run EREP under VM, you enter the CPEREP command from the
CMS environment. You have the option of being prompted for each of the
CPEREP operands (EREP parameters and control statements) you want to apply
to this execution of EREP, or of stacking the operands for the system to read, or
putting the operands into a file named on the CPEREP command.

How EREP Runs Under an Operating System

Once EREP is executing, it works the same way regardless of the operating
system it is running under:

e It obtains virtual storage from the system, in which it builds various tables
needed to sort the records for the report.

e It then reads each record from the input data set(s), selecting for the report
those that meet the criteria set up by record selection parameters.

e It sorts the selected records according to the way the report is to present
them, and builds a line of the report in the EREPPT (or SYSLST) data set.

e When all the selected records are processed and the report is complete, it
prints the EREPPT and TOURIST data sets.

e Finally, it frees the virtual storage it used for its sort tables, and returns
control to the system.

The storage requirements for EREP vary widely, depending on the kind of report
you request. You can adjust the amount of storage available for EREP, within
system limits. The process is described in the sections headed “Storage Require-
ments” in Part 2, “Setting Up and Running EREP.”
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System Controls

Defining Data Sets for EREP

Before you execute the EREP program, you must define two unique data sets for
it to use:

1. The TOURIST data set (in VSE, the SYSLST logical unit), to which EREP
writes messages and other processing information

2. The EREPPT data set (again, the SYSLST logical unit), in which EREP
builds the report you are requesting.

In addition to these two, you must also define the other input and output data
sets, depending on where the input records are and whether or not you want them
copied to an output data set after processing.

Figure 1-9 shows all the system controls required for EREP by each operating
system. See the sections headed “System Controls” in Part 2, “Setting Up and
Running EREP” for more detailed descriptions.

DSN=SYS1.LOGREC

INPUT AND OUTPUT VSE JOB MVS JOB YM
FOR EREP CONTROLS (JCS) CONTROLS (JCL) CONTROLS
The ERDS SYSREC! SERLOG DD statement; SERLOG? FILEDEF

History Input

T/DLBL HISTINT/D;
ASSGN SYS008

ACCIN DD statement

ACCIN? FILEDEF

Work Data Set for History
Input

DLBL 1JSYSO1, EXTENT
SYS001 . . . ; ASSGN
SYS001

DIRECTWK DD statement

DIRECTWK? FILEDEF

History Output

T/DLBL HISTOT/D;
ASSGN SYS009

ACCDEYV DD statement

ACCDEV? FILEDEF

EXEC statement)

EREP Messages SYSLST! TOURIST DD statement TOURIST? FILEDEF
EREP Reports SYSLST! EREPPT DD statement EREPPT? FILEDEF
EREP Controls SYSIPT! SYSIN DD statement (or CPEREP operands

Figure 1-9. System Controls for EREP, by System Control Program

Notes:

1. These logical units should already have been assigned at system/partition initial-

ization.

2. CPEREP issues the FILEDEF commands for these files; you may override some

of them.
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Chapter 2. EREP Reports

The EREP reports are designed to give you a variety of views of the data being
processed. EREP produces:

e Overview reports, from which you can determine if there are problems
®  Analysis reports, from which you can determine where there are problems
e Detail reports, from which you can determine what the problems are.

In order to monitor your installation — and, thus, catch problems early — you
need to see certain EREP reports regularly. The sample EREP runs in
Part 2, “Setting Up and Running EREP” are set up to accomplish this.

In order to decide which report to run at which time, you need to understand
what each one is telling you. The following text describes the different kinds of
EREP reports individually, to give you an idea of what they show and help you
decide which reports to include in your EREP runs. It presents the reports in the
order of most general to most specific.

IMPORTANT NOTE

The exact format of the reports depends upon the hardware devices installed and the
version of EREP which you are running. However, the general examples should
help as you plan your EREP run. For more detailed information about the various
parts of the reports, see the maintenance documentation for the product involved.
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System Summary

System Summary

System Summary Part 1

System Summary Part 2

The System Summary report, produced when you code the SYSUM report
parameter, is an overview of errors for each of your installation’s principal parts,
or subsystems: processors, channels, subchannels, storage, operating system
control programs (SCPs), and 1/O subsystems.

The report has two parts, the first part summarizing errors from all but the I/O
subsystem, and the second summarizing errors recorded in the I/O subsystem.

Useful parameters for customizing your System Summary report are:

DATE
MODE
TIME

Care should be taken when specifying report parameters other than these as
report results could be misleading. See Figure 12-1 on page 12-2 in Part 3 for
any restrictions on using the parameters in combination.

The first part of the System Summary report varies according to the mode of the
records it summarizes. For records logged when a processor is running in 370
mode, you see counts of machine checks (MCH records) and channel checks
(CCH records) by channel; for records recorded in 370-XA mode, in addition to
the machine-check totals, you see counts of subchannel logouts (SLH records) by
channel path ID, and channel report words (CRW records) created by both hard-
ware and software.

The rest of the first part of the System Summary shows counts of software events
that may or may not be associated with errors: IPLs and system termination. For
MYVS only, it also includes actual software error records.

The record counts are listed by processor (CPU); each processor is identified by a
letter. See “How EREP Assigns Letters to CPUs” on page 2-92 for an explana-
tion of the way these letter identifiers are assigned. The System Summary can
only report on 10 processors; if your installation has more than 10, EREP
produces the report using records from the first 9 processors it encounters. It also
issues a message (IFC134I; see Chapter 11) explaining what is going on.

The second part of the System Summary is a condensed report of every perma-
nent and temporary error recorded for the I/O devices in your installation, listed
under the processor associated with the error. If your processors share I/O
devices, you must use SHARE control statements for the System Summary if you
want to see I/O errors combined for all the possible paths to a device that is
common to different systems. See “SHARE Control Statement.”
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System Summary

Permanent and Temporary I/O Errors: In the System Summary, as well as in
several other reports, EREP divides I/O errors into permanent errors and tempo-
rary errors. A temporary error is a read or write operation that failed, was retried,
and eventually succeeded. A4 permanent error is a read or write operation that
failed and was retried several times without success. See “Tape Subsystem Excep-
tion Report” on page 2-47 for more information about permanent errors.

The temporary errors that appear in Part 2 of the System Summary are totals of
temporary read/write errors and statistical data.

Part 2 of the System Summary puts the temporary and permanent I/O errors in
product or device groups. Following is a list of the product groups in the order
they appear in Part 2 of the System Summary.

1. Console and unit record devices:
a. Operator’s console
b. Card reader

c. Card punch
d. Printer
e. OCR/MICR
2. Direct-access storage devices:
a. Disk

b. Drum/fixed-head file
c. Mass storage system
Tape devices
Displays (channel-attached)
Teleprocessing (TP) communications controllers
Terminals
Other devices:
a. Channel-to-channel adapter
b. Cryptographic unit
c. Dynamic pathing availability (DPA)
8. Unknown devices:
a. Unrecognized device types

NovwawWw

The System Summary presents the errors by control unit or device address for
each device type. The device address can be the CUA, for 370-mode records, or
the device number, for 370-XA-mode records. If the report includes both 370-
and 370-XA-mode records, the errors are combined. If your installation includes
products that have physical IDs, the errors are listed according to the entire phys-
ical ID. See “DASDID Control Statement” for the explanation of DASD phys-
ical identifiers.

EREP summarizes the I/O error data by the control unit/device address or
number of the device reporting each error.
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Figure 2-1, Parts 1 and 2, is an example of the System Summary, Parts 1 and 2.
Following are the MVS JCL statements that produced the report.

//SYSUM EXEC PGM=IFCEREP1,PARM=(SYSUM,
'MODE=ALL' , 'ACC=N"',HIST)

//TOURIST DD SYSOUT=R

//EREPPT DD SYSOUT=R

//DIRECTWK DD UNIT=SYSDA,SPACE=(CYL,5,,CONTIG)

//ACCIN DD DSN=EREP .WEEK1.HISTORY,DISP=0LD

//SYSIN DD DSN=D58ELM.SHARE.STMTS ,DISP=0LD

[SHARE statements for appropriate I/O devices]

/*

Specific fields and abbreviated headings are explained in the numbered notes fol-
lowing each part of the figure. For more detailed information about hardware pro-
ducts included in the report, see the maintenance documentation for the product
involved.
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SYSTEM SUMMARY REPORT DATE 025 84
(PART 1) PERIOD FROM 329 83
CPU/CHANNEL/STORAGE/SCP TO 334 83
TOTAL CPU-A
IPL 0 0

MACHINE CHECK

RECOVERABLE 0 0
NON-RECOVERABLE 0 0
CHANNEL CHECK
CHANNEL 0 0 0
CHANNEL 1 0 0
CHANNEL 2 0 0
CHANNEL 3 0 o]
CHANNEL 4 0 0
CHANNEL 5 0 o]
CHANNEL 6 0 0
CHANNEL 7 0 0
CHANNEL 8 o o
CHANNEL 9 0 0
CHANNEL A 0 0
CHANNEL B 0 0
CHANNEL C 0 0
CHANNEL D (o] 0
CHANNEL E o] 0
IICHANNEL F o] 0
PROGRAM ERROR
PRGM INTF (o} 0
ABEND 13 13
RESTART 0 0
END OF DAY 0 0
TOTAL RECORDS 13 13

CPU MODEL SERIAL NO.
A 3081 220864

Figure 2-1 (Part 1 of 2). System Summary
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SYSTEM SUMMARY REPORT DATE 025 84
(PART 2) PERIOD FROM 329 83
I/0 SUBSYSTEM TO 334 83

TOTAL CPU-A

PERM TEMP PERM TEMP
DASD STRINGS **kkkkx kX hkhkkhhhhhhhk

3350 25X 0 2 0 2
3350 26X 0 22 0 22
3350 35X 0 2 0 2
3350 36X 0 40 0 40
3350 5AX 0 1 0 1
3350 71X 0 1 0 1
3350 76X 0 43 0 43
3350 77X 0 1 0 1
B6-XX-XX 0 2 - -
0 65 - -
3400 4DX 0 24 0 24
3400 F7X 0 81 0 81
3400 FFX 0 4 0 4
TP CNTRL khkkkhkkhkhkhkhhkhkhkkkkkhkkkhhk
3705 015
LINES 8 1324 8 1324
3705 01C
LINES 1 37 1 37
3705 OBE
LINES 0 155 0 155
3705 603
LINES 4 155 4 155
TOTALS 13 1959 13 1957

CPU MODEL SERIAL NO.
A 3081 220864

Figure 2-1 (Part 2 of 2). System Summary
Notes:

1. CHANNEL CHECK.If there are 32 channels, then the channel check summary
will display channels X' 10’ through X'IF only if there is any activity on those
channels.
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Trends Report

Trends Report

The Trends report, which you request using the TRENDS report parameter, is
similar to the System Summary. The main difference between the two is that, in
the Trends report, the error data is presented by the Julian day, in chronological
order. Part 1 presents IPL, MCH, CCH/SLH/CRW, and Program Error (soft-
ware) records for each processor. Part 2 shows permanent and temporary 1/O
errors for the same product/device groupings listed on page 2-3. Within product
groups, the errors are presented by device address or number or physical ID
within generic device or product types. The processor (CPU) associated with the
record! appears on the line with the device address/number.

As in the System Summary, you must provide SHARE control statements if you
want EREP to combine all the errors reported by a single I/O device that is
common to different systems. Without SHARE statements, the Trends report
shows separate entries for the device — one for each processor it is connected to.
See “SHARE Control Statement” for details.

Useful parameters for customizing your Trends report are:

CUA
DATE
DEV
MODE
TIME
TYPE

Care should be taken when specifying report parameters other than these as
report results could be misleading. See Figure 12-1 on page 12-2 in Part 3 for
any restrictions on using the parameters in combination.

In addition, see “DEV” on page 7-11 for some restrictions on the record types
you can select.

For the Trends report, you can use the DATE parameter to see records other
than those created in the last 30 days, the default. However, you may not select
more than 30 consecutive days of records.

1 Except in the case of devices providing physical IDs; they are associated not with a
CPU, but with the control unit.
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Figure 2-2, Parts 1 and 2, is an example of the Trends report, Parts 1 and 2.
Following is the MVS JCL that produced the report.

//TRENDS EXEC PGM=IFCEREP1l,PARM='CARD'

//TOURIST DD  SYSOUT=R

//EREPPT DD  SYSOUT=R

//DIRECTWK DD UNIT=SYSDA, SPACE=(CYL,5, ,CONTIG)

//ACCIN DD DSN=D24RBH1.XAFULL.HISTORY,DISP=0OLD
DD DSN=R24RBH1.SP211FT.FULL.HISTORY,DISP=0LD

//SYSIN DD  *

TRENDS

HIST

ACC=N

TABSIZE=200K

DATE=(82085-82114)

CPU=(020022.3081,220022.3081,020015.3081,220015.3081)

ENDPARM

[SHARE statements for appropriate I/O devices]

/*

Specific fields and abbreviated headings are explained in the numbered notes fol-
lowing each part of the figure. For more detailed information about hardware pro-
ducts included in the report, see the maintenance documentation for the product
involved.
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Trends Report

TRENDS

REPORT
PART 1)
CPU/CHANNEL/STORAGE/SCP

90

oococo osrom

91

ococoo C T

0 0 0

99 298 123 120
0 0 0 0
161 192 155 999

JULIAN 82
nnnv 85 36 87 83 39
1PL
CPU A 0 0 0 1 2
CPU B 0 0 0 0 0
CcPU C 0 0 0 2 2
CcPU D 0 0 0 0 0
MACHINE CHECK
CPU A o 0 o0 o
cPU B o 0 0 o
CPU C 0 0 0 0 0
CPU D 0 0 0 0 O
CHANNEL CHECK
[ 0 0 o 0 0
K ceu B8 0 0o 0o 0 0
CPU C 0 0 0 0 O
CPU D 0 0 0 0 0
PROGRAM ERROR
CPU A 0 0 0
CPU B 0 0 0
CPU C 0 0 0
CPU D 0 0 0
CPU  MODEL  SERIAL NO.
A 3081XA 220015 n
B 3081 220015
c 3081XA 020015
D 3081 020015
TRENDS REPORT
(PART 1 CONTINUED)
SUBCHANNEL/CHANNEL
JULIAN 82
DAY 85 86 87 838 89
SUBCHANNEL
CPU A
NO ERRORS FOR THIS CPU
cPU B
NO ERRORS FOR THIS CPU
cPU C
CHPID 00 0 0 0 0 O
CHPID OS5 0 0 o0 0 2
CHPID 10 0 0 0 0 O
CHPID11 0 0 ©0 0 0
CHPID 16 0 0 0 0 0
CHPID21 0 0 o0 0 0
CHPID 26 0 0 o0 0 0
CPU D
CHPID 15 0 0 0 26 0
CHANNEL REPORT WORD
CPU A
HARDWARE 0 0 0 0 0
SOFTWARE 0 0 ©0 0 0
cPU B
HARDWARE 0 0 0 0 0
SOFTWARE 0 0 0 0 0
CPU C
HARDWARE 0 0 0 0 0
SOFTWARE 0 0 0 0 0
CPU D
HARDWARE 0 0 0 0 0
SOFTWARE 0 0 0 0 O
CPU  MODEL  SERIAL NO.
A 3081XA 220015
] 3031 zzooun
c 3081XA 020015
D 3081 020015

Figure 2-2 (Part 1 of 2).

Trends Report

ocococo~o

91

oo oo oo

REPORT DATE 014 34

PERIOD FROM 038 3
T0 114
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2-2 (Part 2 of 2).

Figure

Notes:

System error types, by processor (CPU).

1.

2. Each column contains error counts for one day; unless you specify a shorter date

range, the report covers 30 days.

3. For CCH (and SLH) records, only those channels (channel paths) with errors

appear in the report.

9

Processors, identified from filtered data and|or share statements. XA indicates

that the processor was running in 370-XA mode.

4.

AN
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This section of the report appears only if 370-XA mode records are present.
Device group.

Each column represents one day. A field of all 9s indicates that this number
was larger than the print positions allowed.

Device type.

CPU-CUA (or device number) path.
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Event History Report

The Event History report consists of one-line abstracts of selected information
from each record, listed in chronological order. You request the Event History
using the EVENT report parameter. Its primary value lies in showing you errors
and events in context, letting you see the frequency, order, and pattern of their
occurrence.

Because it is so highly condensed, however, the Event History can be difficult to
read. To make things easier, the first part of the report output is a template
showing the headings used for the record-dependent data from each type of
record. The second part of the output is the Event History itself. The third part
is a summary, by processor (CPU) identifier, of all the records presented in the
report, with totals for each record type. See “How EREP Assigns Letters to
CPUs” on page 2-92 for the explanation of the letter identifiers.

Useful parameters for customizing your Event History report are:

CPU
CUA
DATE
DEV
MODE
TERMN
TIME
TYPE
VOLID

Care should be taken when specifying report parameters other than these as
report results could be misleading. See Figure 12-1 on page 12-2 in Part 3 for
any restrictions on using the parameters in combination.

Note: Control statements (CONTROLLER and SHARE) are not appropriate for
the Event History, because it is a chronological presentation of errors.

Figure 2-3 and Figure 2-4 show the heading templates for 370 and 370-XA mode
records, respectively. Figure 2-5 is an example of the Event History report.
Figure 2-6 is an example of the Event History summary. Following are the MVS
JCL statements that produced the report.

//EVENT EXEC PGM=IFCEREP1,PARM=(EVENT, 'DATE=(82124)"',
'MODE=ALL"', 'ACC=N',HIST)

//TOURIST DD  SYSOUT=R

//EREPPT DD  SYSOUT=R

//DIRECTWK DD  UNIT=SYSDA,SPACE=(CYL,5,,CONTIG)

//ACCIN DD DSN=EREP .WEEK1.HISTORY,DISP=0LD
//SYSIN DD DUMMY
/*

Note the absence of SHARE statements; the Event History does not use them.

Specific fields and abbreviated headings are explained in the numbered notes fol-
lowing the figures. For more detailed information about the various parts of the
reports, see the maintenance documentation for the product involved.

2-12  EREP User’s Guide



Event History Report

EVENT HISTORY TEMPLATE (S/370)

FOR RECORD TYPES: RECORD DEPENDENT DATA

MCH: PSW-MCH /PROG-EC ERROR-ID

CCH: CUA DEVT CSW

OBR: CUA DEVT CMD CSW

MDR: CUA DEVT VOLUME/TERM NAME
MIH: CUA DEVT CSID VOLUME/TERM NAME
DDR: CUA DEVT VOLUME/TERM NAME
OBR-DMT, OBR-EOD: CUA DEVT VOLUME/TERM NAME

OBR-PRM, OBR-TMP: CUA DEVT CMD CSW SENSE 04 06 08 10 12 14 16 18 20 22 VOLUME SEEK SD CT

OBR-DPA: CUA DEVT SCUA SNID

SFT: REASON PSW-MCH /PROG-EC RCYRYXIT COMP/MOD CSECTID ERROR-ID

IPL: SSYS ID REASON

MDR-DAS: CUA DEVT SENSE 04 06 08 10 12 14 16 18 20 22 VOLUME SEEK SD CT

EOD: * ONLY COMMON PREFIX DATA FOR THIS RECORD TYPE.

COMMON PREFIX: (FOR ALL RECORD TYPES)
TIME JOBNAME RECTYP CP

Figure 2-3. Event History Template for 370 Mode Records

Note: See the list of abbreviations following the Glossary for explanations of the abbreviations used in the
template.
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EVENT HISTORY TEMPLATE (S/370XA) J
FOR RECORD TYPES: RECORD DEPENDENT DATA
MCH: PSW-MCH /PROG-EC ERROR-ID
SLH: DNO DEVT CHP SCSwW ESW
CRW: DNO CRW
OBR: DNO DEVT CMD SCSW
MDR: DNO DEVT CHP VOLUME/TERM NAME
MIH: DNO DEVT CHP REASON CSID VOLUME/TERM NAME
DDR: DNO DEVT VOLUME/TERM NAME
OBR-DMT, OBR-EOD: DNO DEVT CHP VOLUME/TERM NAME

OBR-PRM, OBR-TMP: DNO DEVT CHP CMD SCSW SENSE 04 06 08 10 12 14 16 18 20 22 VOLUME SEEK SD CT

OBR-DPA: DNO DEVT CHP CMD SCSW SPID SNID
SFT: REASON PSW-MCH /PROG-EC RCYRYXIT COMP/MOD CSECTID ERROR-ID
IPL: SSYS ID REASON
MDR-DAS: DNO DEVT CHP SENSE 04 06 08 10 12 14 16 18 20 22 VOLUME SEEK SD CT
EOD: * ONLY COMMON PREFIX DATA FOR THIS RECORD TYPE. J
COMMON PREFIX: (FOR ALL RECORD TYPES)
TIME JOBNAME RECTYP CP

AN ASTERISK(*) PRECEDING THE CPU LETTER INDICATES A S/370XA MODE RECORD

Figure 2-4. Event History Template for 370-XA Mode Records

Note: See the list of abbreviations following the Glossary for explanations of the abbreviations used in the
template.

2-14 EREP User’s Guide



Event History Report

EVENT HISTORY (57370 3 S/370XA) REPORT DATE 124 82
PERIOD FROM 124 82
PERIOD TO 124 82
SPID SNID
BYTES DATA CK SEEKS OVERRUN
1 RD/SRCHD COR/RTRY CNT/ERR COM/DATA

SSYS ID REASON PSW-MCH /PROG-EC RCYRYXIT COMP/MOD CSECTID ERROR-ID
T cMD 18 20 22

TIME JOBNAME RECTYP CP CUA DEV CSW  SENSE 0¢ 06 08 10 12 14 16 VOLUME SEEK SD CT
X DNO CRW CHP SCSW ESW
DATE 124 82
07 10 10 16 MSTRJCL SFTPI B 800C4000 070C000000099AD8 IEAVIMMT  IEAVTMMT IEAVTMMT 0030000000010003F033
07 13 25 &1 MSTRJCL SFIPI B 800C4000 070C000000099ADS IEAVTMMT  IEAVTMMT IEAVTMMT 0032000000010003F7D3
07 29 28 06 BRTMP C 0E2 3277 RPO7L0O
07 34 28 48 D24RAC1 SFTABN A 0013E000 070C000000C70846 ICVCMEO2  IGCO013I ICVDSDO3 00330000001E00042929
07 36 11 25 MSTRJCL SFIPI B 800C4000 070C000000099AD8 IEAVIMMT  IEAVIMMT IEAVIMMT 00350000000100042D2D
07 36 14 69 MSTRJCL SFTPI A 800C4000 070C000000099ADS IEAVTMMT  IEAVIMMT IEAVIMMT 00370000000100042D50
07 46 23 28 OBRTMP D 0E5 3277 RPO7LO
07 ¢4 23 28 OBRTMP D O0E8 3277 RPO7LO
07 44 23 29 OBRTMP D O0E6 3277 RPO7L0O
07 46 23 29 OBRTMP D 0E? 3277 RPO7LO
07 44 23 30 OBRTMP D OE0 3277 RPO7LO
07 44 23 30 OBRTMP D 0E9 3277 RPO7LO
07 44 23 31 OBRTMP D OEA 3277 RPO7LO
07 44 23 32 OBRTMP D OEC 3277 RPO7LO
07 44 23 32 OBRTMP D OEB 3277 RPO7LO
07 44 23 34 OBRTMP D OED 3277 RPO7LO
07 46 23 45 OBRTMP C O0E¢ 3277 RPO7LO
07 45 04 56 OBRTMP C 0E3 3277 RPO7LO
07 46 47 13 OBRTMP D OFE 3705 OFE-$
07 47 23 71 N/A MR D OFE 3703
07 47 23 87 N/A MDR D OFE 3703
07 48 24 74 0BR D 6B6 3277 03 8200 RPO7LG
07 51 46 17 OBRTMP C 60F 3800
07 33 37 50 D83WJMI MIH %A 7CS 3330 START PENDING D92722
07 33 51 94 DI5MBP1 OBRIMP. C 9CA 3330 0% 0200 10000000 2A420630 2EBO0000 00040000 00000000 00000000 D9249% 66 6
07 8 98 WMASTER MIHEFR "B 7CS 3330 START PENDING D92722
07 54 40 46 WMASTER MIHERMI*B 7C5 3330 START PENDING D92722
07 54 56 69 D53PAH1 OBRTMP C 9CF 3330 04 0200 10000000 07640030 2EB00O0O 00040000 00000000 00000000 IPO004 100 0
07 55 11 93 WMASTERN 330 START PENDING D92722
07 55 27 00 D60JDNL 330 04 0200 10000000 1C640030 2E300000 00040000 00000000 000 IPOLOL 100 0
07 55 43 41 WMASTERN 0 START PENDING D92722
07 56 14 89 WMASTERN 0 START PENDING D92722
07 36 14 97 D71DJB1 0 12 31 0C00 00F72F48 06000005 10000000 1C640030 2E300000 00040000 IPOLO1 0
07 56 46 37 WMASTERNW 0 START PENDING D92722
07 56 46 &3 FRANKXAL 0 12 04 0C00 OOF31338 06000006 10000000 1C350930 2EBO000O 00040000 D24PAK 0
07 57 17 83 WMASTER® MIH 0 START PENDING D92722
07 57 17 87 FRANKXA1 0 12 04 0CO0 OOF6FB38 06000006 10000000 1C3AOF30 2EB00000 00040000 D24PAK 0 0
7 57 49 32 WMASTERN START PENDING D92722
49 34 SMITHXAL 0 12 04 0C00 OOF369B8 06000006 10000000 1C360330 2EB00000 00040000 D24PAK 0 0
7 37 59 22 D15KTK 0 04 29 0C00 00F72560 0E00002C 10000000 550D001F 08000000 00000002 POK150 0 0 o0
7 58 03 95 D24JALL 3330 4 0200 10000000 38000130 2E300000 00040000 00000000 00000000 CLR12A ] 1
8 20 80 WMASTERN 3330 TART PENDING D92722
8 30 47 NONE-FRR 000AB000 070C100000866B40 IKTIOFRR  IKTIOMO2 IKTOMLUO 00390042001B0004617E
8 .52 28 MMASTERN 30 TART PENDING 92722
8 52 33 D15SDES1 30 12 31 0C00 00F72D48 06000005 10000000 2A420630 2E300000 00040000 D92494 0 [}
9 23 76 WMASTERW 30 TART PENDING D92722
9 55 23 WMASTERNW 30 ART PENDING D92722
9 35 27 DAVEXAL 3330 12 0C00 00F71448 06000005 10000000 1C330030 2E300000 00040000 D24PAK 0 0
0 10 37 D1SDFY 0 ART PENDING D9287
0 25 39 D13MBP1Z 0 0200 10000000 2A020030 2E300000 00040000 00000000 00000000 D9268 2 0
0 26 71 NMASTERX 0 ART PEN D
0 41 16 D15MBP1Z 0 0200 10000000 2A001230 2EB0000O0 00040000 00000000 000 18
08 00 42 45 WMASTERN 330 TART PENDING
08 09 58 19 NMASTERN 330 TART PENDING
08 01 31 2 0BR C BBD 3277 8200 ]
08 02 32 77 MSTRJCL SFIPI B 800€4000 07 99ADS IEAVIMMT  IEAVTMMT IEAVTMMT 00046AF5
08 04 10 86 MSTRJCL SFIPI B 800C4000 070C000000099ADS IEAVIMMT  IEAVIMMT IEAVIMMT
08 05 34 24 MSTRJCL SFIPI B 8004000 07 00099ADS IEAVIMMT  IEAVIMMT IEAVTMMT
08 03 40 95 MSTRJCL SFTPI A 800C4000 070C000000099ADS IEAVIMMT  IEAVTMMT IEAVTMMT
08 035 44 34 DI10SCBY SLH uB 208 3330 02 0502441700FE4EB800020006 00807484
08 07 04 9 0BR € BE1 3277 8200
08 07 20 79 NONE-FRR SFTABN A ABOOO 070C100000B66468 IKTIOFRR  IKTIOMO2 IKTIMLUO
08 13 51 73 MSTRJCL SFIPI A 800C4000 070C000000099AD8 IEAVIMMT  IEAVIMMT IEAVIMMT
08 13 34 26 MSTRJCL SFIPI A 800C4000 070C000000099AD8 AVINMT  TIEAVIMMT IEAVTMHT
08 14 15 12 MSTRJCL SFIPI A 800C4000 070C00000009 IEAVIMIT  IEAVIMMT IEAVTMMY
08 15 29 85 MSTRJCL SFIPI A 800C4000 070C000000099AD8 IEAVIMMT  IEAVTMMT IEAVIMMT 005C00000C0100068950
08 15 33 72 DSSHBMI SFTABN A 0013E000 070€000000C70846 ICVCMEO2 I1GC00131 ICVDSDO3 005D0000005400048976
08 15 41 37 MSTRJCL SFTPI B 800C4000 070C000000099AD8 IEAVTHMMT  IEAVTMMT IEAVIMMT 005F00000001000489C3

Figure 2-5. Event History Report
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Notes:

1. The header is a universal type. Headers for each record type are provided on
the templates illustrated in Figure 2-3 and Figure 2-4.

2. CPU models and serial numbers associated with the letter identifiers are shown
at the end of the report summary. The letter identifiers are internal to the
Event History (high-order serial number assigned letter A) and should not be
confused with external CPU machine identifiers.

3. Under SEEK is the DASD cylinder head or block number, under SD CT is the
storage director/controller physical ID for DASD.

4. An asterisk (*) preceding the processor (CP) letter indicates a 370-XA mode

record.

Special Note: For any products that record OBR records asynchronously, only the

sense data reflect the origin of an error record. The other informa-
tion in the record might reflect the recording device rather than the
device that has the problems.
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RECORD TYPES TOTAL CPU-A CPU-B CPU-C CPU-D
MCH 0 0 0 0 0
MCHTRM 0 0 0 0 0

MACHINE CHECK 0 0 0 0 0
OBR 3 0 0 2 1
OBRSHT 0 0 0 0 0
OBRDMT 0 0 0 0 0
OBREOD 0 0 0 0 0
OBRDPA 0 0 0 0 0
OBRTMP 28 0 7 10 11
OBRPRM 0 0 0 0 0

OUTBOARD 31 0 7 12 12
SFT 0 0 0 0 0
SFTABN 4 4 0 0 0
SFTMCH 0 0 0 0 0
SFTPI 13 6 7 0 0
SFTRST 0 0 0 0 0

SOFTWARE 17 10 7 0 0
IPL 0 0 0 0 0

SYSTEM INITIALIZATION 0 0 0 0 0
DDR 0 0 0 0 0
DDROPR 0 0 0 0 0
DDRSYS 0 0 0 0 0

SYSTEM RECONFIGURATION 0 0 0 0 0
EOD 0 0 0 0 0

SYSTEM TERMINATION 0 0 0 0 0
MDR 2 0 0 0 2
MDRDAS 0 0 0 0 0

BUFFER OFFLOAD 2 0 0 0 2
CCH 0 0 0 0 0
CCHINC 0 0 0 0 0
CCHCRH 0 0 0 0 0

CHANNEL CHECK 0 0 0 0 0

Figure 2-6 (Part 1 of 2). Event History Summary
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RECORD TYPES TOTAL
MIH 0
CHANNEL END 0
DEVICE END 0

MISSING INTERRUPT 0

OVER ALL TOTALS 50
RECORD TYPES TOTAL
MISSING CSCH 0
MISSING HSCH 0
IDLE DEVICE 0
START PENDING 17
MOUNT PENDING 0
MISSING PRI STATUS 0
MISSING SEC STATUS 0
MISSING INTERRUPT 17
HARDWARE 0
SOFTWARE 0
CHANNEL REPORTS 0
CHPID-02 1
SUBCHANNEL LOGOUTS 1
OVER ALL TOTALS 68

CPU MODEL SERIAL NO.

3081 020015
3081XA 020015
3033 020863
3033 020862

oow»

Figure 2-6 (Part 2 of 2). Event History Summary

CPU-A CPU-B CPU-C CPU-D

0

0
0
0

10

CPU-A CPU-B CPU-C CPU-D

N O O0OO0OwNOOOo

o o

17

0

0
0
0

14

= =
Ooocoooooo

o

25

0

0
0
0

12

O O0OO0OO0OO0OO0OO0OO0

o o

12

0

0
0
0

14

OO0 O0OO0OO0OO0OO0OO0

o o

14

2-18 EREP User’s Guide



Event History Report

Notes:

1.

RECORD TYPES. If 370 and 370-XA mode records are used, the records
common to both modes are combined. Exception: 370-mode MIH records are
totaled separately.

OVER ALL TOTALS. These totals include only those records common to 370
and 370-XA modes and the MIH errors for 370-mode records.

MISSING INTERRUPT. These MIH errors are for 370-XA mode records.

OVER ALL TOTALS. These totals include all errors recorded in both proc-
essing modes.

CPU information. Processors, identified from filtered data. XA indicates that
the processor was running in 370-XA mode.
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System Exception Reports

Depending on the types of processor and I/O subsystems your installation has, the
EREP System Exception reports can help you identify problems within those sub-
systems. EREP produces System Exception reports for only some hardware sub-
systems, however; see the product groups in Part 4, “Product-Dependent
Information” for product subsystems included in the System Exception reports.

When you code the SYSEXN report parameter for an EREP run, EREP analyzes
hardware and software error records to produce a series of reports that provide
information about how your installation’s hardware subsystems are working.

You will want to set up additional controls for the System Exception reports,
using the DASDID, LIMIT and SHARE control statements, before you actually
request the report series. See the descriptions of the control statements in
Chapter 8, “EREP Control Statements” and Part 4 for more information.

The System Exception report series comprises several separate reports: a two-part
System Error Summary, Subsystem Exception reports for each category of sub-
system, and more detailed summaries for DASD and tape subsystems.

For the Subsystem Exception reports and related summaries, EREP accumulates
error data and, when available, usage statistics — as for a DASD or tape sub-
system — and summarizes the information by component.

In order to avoid reworking the same errors, and to make sure that the probable
failing unit analysis is accurate, you should run the System Exception report series
every day. See Chapter 4, “Running EREP” for examples of EREP runs that
include daily System Exception reports.

Care should be taken when specifying selection parameters other than DATE and
TIME as report results could be misleading.

System Error Summary Format

The System Error Summary presents processor (CPU) errors and channel checks
in Part 1, and permanent DASD and tape errors in Part 2. Part 1 also includes a
summary of IPL, EOD, and restart records, if present. The data is presented in
chronological order.

For each of the four sources of errors, the System Error Summary includes the
probable failing unit (PFU). The PFU is the component (unit) on which EREP
has determined that the error most likely occurred.

The printed output for Part 1 is one page for each supported CPU in the installa-
tion; Part 2 combines the I/O errors for all supported subsystems. EREP does
not print out duplicates of records occurring together; see the example in

Figure 2-7 on page 2-24.
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Subsystem Exception Report Formats

EREP formats each of the Subsystem Exception reports according to the require-
ments of the hardware involved.

o The Processor Subsystem Exception report is organized around the service
level indicators for termination, hard, and soft machine checks. For soft
machine checks, the report shows the number of 60-minute intervals in which
the LIMIT value was exceeded. See “LIMIT Control Statement” in
Chapter 20, “Processors (CPUs).”

o The Channel Subsystem Exception report is organized according to the pos-
sible source of channel checks: the channel, the storage control unit, and the
controller. It shows the number of times each of these error types exceeded
the LIMIT values for specific channels or controllers, and includes the
60-minute exception count for each channel or controller.

e The DASD Subsystem Exception report is organized by the probable failing
units (PFUs), starting with the units closest to the processor and working
toward the volume. (A DASD subsystem consists of a storage control unit, if
present, a controller or storage director, and the string(s) of devices attached
to the controller.) The units are ordered, within each PFU grouping, from
that with the largest number of permanent errors to that with the smallest
number of temporary errors.

A probable failing unit is identified through the physical ID of the device.
The physical ID is the combined identifiers of storage controller, control unit,
and device. In order for EREP to recognize units common to different
systems and to arrive at the correct PFUs, you must code DASDID control
statements to establish physical IDs for those DASD in your installation that
do not provide their own physical IDs.

e The Tape Subsystem Exception report is organized by exception type — per-
manent errors and temporary errors that exceeded the LIMIT values; and by
the suspected source of the error — either hardware or the volume and the
drive it was created on. A tape subsystem consists of a control unit and its
string(s) of drives.
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DASD and Tape Summaries

For DASD and tape subsystems, EREP also produces more detailed summaries of

the errors shown in the Subsystem Exception reports.

For DASD subsystems, the additional summaries present errors within the
following categories:

— Symptom Code: lists the errors by fault symptom code within each PFU
(probable failing unit) group.

— Data Transfer: further broken down according to whether the PFU is the
volume or something other than the volume.

— Storage Control Unit (SCU): groups overruns under each interface
between channel or subchannel and SCU.

In addition, EREP produces two other reports for DASD that can be useful
in determining the source of a DASD problem:

— The printout of Informational Messages could help you define a problem
to IBM customer service personnel.

— The DASD String Summary could help you determine if a problem is
unique to a particular device, or is also occurring on other devices in the
controller string.

For tape subsystems, the additional summaries group errors and sources as
follows:

— Permanent Errors: lists them by CUA (or device number) and
volume/creating drive.

— Temporary Errors: lists all temporary errors, regardless of whether or not
they exceeded the LIMIT values and appeared in the Subsystem Excep-
tion report. See “LIMIT Control Statement” in “34XX Tape Devices” in
Part 4.

— DEVNO/CUA Statistics: reports on each device number or CUA
appearing on the Subsystem Exception report, showing the breakdown of
all activity recorded against it.

— Volume Statistics: lists all activity for all volumes that appeared on the
Subsystem Exception report, by volume serial number (volid) in chrono-
logical order. -
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Figure 2-7 through Figure 2-21 are examples of the System Exception report
output, in the order discussed here. Because the reports are hardware-specific, the
output might not match what you see when you request the System Exception series
Jor yourself. However, the general examples should help as you plan your EREP
run. Following is the MVS JCL used to request the System Exception series.

//SYSEXN EXEC PGM=IFCEREP1,PARM=(SYSEXN, 'DATE=(82347)"',
// ('ACC=N', 'TABSIZE=512K',HIST)

//TOURIST DD SYSOUT=R

//EREPPT DD  SYSOUT=R

//DIRECTWK DD  UNIT=SYSDA,SPACE=(CYL,5,,CONTIG)
//ACCIN DD DSN=EREP .DAYLY.HISTORY,DISP=0OLD

//SYSIN DD DSN=CNTRL.STMTS.SYSEXN,DISP=0LD
[DASDID, LIMIT, and SHARE statements for this report]

/*

Specific fields and abbreviated headings are explained in the numbered notes fol-
lowing each report example. For more detailed information about the various parts
of the reports, see the maintenance documentation for the product involved.
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SYSTEM ERROR SUMMARY

(PART 1)
MODEL 3033 SERIAL 020557 CPU A
IPL/RESTART/TERMINATION
RECORD  TIME SINCE
TIME TYPE LAST ACTIVE
DATE 347/82
08:01:30:95 IPL 09:01:29:56
15:23:09:29 TERM
15:26:30:76 IPL 00:02:29:56
19:15:56:22 RESTART
PROCESSOR CHECKS
TIME JOBNAME  CUA/TYPE
DATE 347/82
08:40:55:52 N/A N/A
15:23:03:72 N/A N/A
cHANNEL cHEcks |3
TIME JOBNAME  CUA/TYPE

DATE 347/82

REPORT DATE 348 82
PERIOD FROM 347 82
TO 347 82

REASON PROBABLE CAUSE

NM NORMAL SYSTEM INITIALIZATION
MCH FORCED TERMINATION
NM NORMAL SYSTEM INITIALIZATION

RESTART ABEND CODE 071

PROBABLE

ERROR DESCRIPTION FAILING UNIT

BUFFER ERROR PROCESSOR
REGISTER/PSW INVALID PROCESSOR
PROBABLE

ERROR DESCRIPTION FAILING UNIT

10:39:11:04 PAYROLL1l 0384/3330
13:11:18:64 JOBLOADA 0233/3380

t2 2221

13:14:33:09 JOBLOADA 0233/3380

CHANNEL CONTROL CHECK
INTERFACE CONTROL CHECK

INTERFACE CONTROL CHECK

CHANNEL
CONTROL UNIT

2 DUPLICATE LINES WITHIN THIS TIME INTERVAL HAVE NOT BEEN PRINTED

CONTROL UNIT

SYSTEM ERROR SUMMARY
(PART 1)

MODEL 3081XA SERIAL 020559 CPU B
IPL/RESTART/TERMINATION [
RECORD TIME SINCE
TIME TYPE LAST ACTIVE
DATE 347/82
07:15:32:31 IPL-XA 12:10:52:16
10:39:49:91 TERM-XA
10:40:32:31 IPL-XA 00:01:10:16

Figure 2-7 (Part 1 of 2).

REPORT DATE 348 82
PERIOD FROM 347 82
TO 347 82

REASON PROBABLE CAUSE

NM NORMAL SYSTEM INITIALIZATION
EOP IOS ERROR
NM NORMAL SYSTEM INITIALIZATION

System Error Summary (Part 1)
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System Error Summary

SYSTEM ERROR SUMMARY REPORT DATE 348 82
(PART 1) PERIOD FROM 347 82
TO 347 82

MODEL 0158 SERIAL 023123 CPU C
IPL/RESTART/TERMINATION [H

RECORD TIME SINCE
TIME TYPE LAST ACTIVE REASON PROBABLE CAUSE

DATE 347/82

08:01:30:52 IPL 19:01:32:16 NM NORMAL SYSTEM INITIALIZATION

PROCESSOR CHECKS

PROBABLE
TIME JOBNAME  CUA/TYPE ERROR DESCRIPTION FAILING UNIT
DATE 347,82
18:40:55:52  N/A N/A BUFFER ERROR PROCESSOR
cHANNEL cHEcks |4
PROBABLE
TIME JOBNAME  CUA/TYPE ERROR DESCRIPTION FAILING UNIT
DATE 347,82
10:39:11:04 TEST12GS 0194/3330 CHANNEL CONTROL CHECK CHANNEL

Figure 2-7 (Part 2 of 2). System Error Summary (Part 1)

System Error Summary, Part 1

Part 1 of the System Error Summary is a chronological listing of all machine
checks and channel checks and, if applicable, IPL, restart (software), and termi-
nation records.

Notes:

1. CPU information. The report is generated by CPU. This line contains the
CPU model and serial numbers and a letter indicator that corresponds to the
CPU letter indicators used throughout the System Exception reports. XA fol-
lowing the model number indicates the processor was running in 370-XA mode.
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IPL/Restart/Termination section. This section presents records of system
events. It appears only when the operating system is MV'S or VSE|Advanced
Function. The columns headed by REASON and PROBABLE CAUSE contain
IPL reason code|restart abend code|reason code, and a brief explanation of the
code. The IPL reason codes are included in Figure 10-11 in

Chapter 10, “Error Records for EREP”; the possible termination reason codes
are:

EOD  End-of-day record
MCH  Machine check forced termination. Non-restartable.
EOP End of processing from I0S. Restartable wait state.

PROCESSOR CHECKS. This section appears when EREP encounters MCH
records. If the JOBNAME field is blank, the failure is within an operating
system task.

Possible ERROR DESCRIPTIONS are:

HIR SUCCESSFUL

POWER WARNING

INVALID LOGOUT

SYSTEM DAMAGE
INSTRUCTION PROCESSOR
HARD STORAGE ERROR
STORAGE PROTECT KEY ERROR
REGISTER OR PSW INVALID
EXTERNAL DAMAGE
BUFFER ERROR
UNDEFINED ERROR

Possible PROBABLE FAILING UNITS are:

UNPROCESSED ENTRY
PROCESSOR

CHANNEL
CHANNEL/DIRECTOR
STORAGE

CONTROL UNIT
UNDEFINED

CHANNEL CHECKS. This section appears if EREP encounters CCH
records. If the JOBNAME field is blank, the failure is within an operating
system task.

Possible ERROR DESCRIPTIONS are:

INTERFACE CONTROL CHECKS

CHANNEL CONTROL CHECKS

CHANNEL CONTROL/INTERFACE CONTROL CHECKS

CHANNEL DATA CHECKS

CHANNEL DATA/INTERFACE CONTROL CHECKS

CHANNEL DATA/CHANNEL CONTROL CHECKS

CHANNEL DATA/CHANNEL CONTROL/INTERFACE CONTROL CHECKS

Possible PROBABLE FAILING UNITS are the same as those appearing in the
processor section of the report.
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SYSTEM ERROR SUMMARY
(PART 2)

TIME

DATE 347/82

10:
10:
11:
:06
13:

12

16

18:
18:
19:

22

22:

11:
31:
41:

16

:06
10:
:02
00:
:05:
10:

25

Figure

11:
11:
22:
:40
122
:40

05

00
10
00

11
12
13

:00

10

:01
:49
:49
:03
:01
:04

2-8.

JOBNAME CPU

DASDO0001
DASDO0001
DASD0002
PERM101

PRIV101

PRIV221

TRENDSO1
370DXC11
PAYROLLF
PAYROLLG
ATTEND12

B
B
B
B
B
A
C
B
A
A
B

TYPE ADDRESS

1]
PHYSICAL
ID
N/A 3830
04-XX-XX 3880
N/A 3830
N/A 3410
N/A 3430
N/A 3420
N/A 3480
N/A 3480
N/A 34XX
N/A 34XX
N/A 34XX

REPORT DATE 348 82
PERIOD FROM 347 82

PHYSICAL ERROR

0372
02c4
0372
0685
0880
882
A80
0581
9B6
98F
0127

System Error Summary (Part 2)

System Error Summary, Part 2

Part 2 of the System Error Summary is a chronological listing of permanent
DASD and tape errors and DDR calls.

Notes:

1.

PATH

00-0373
01-02c4
02-0373
04-0685
13-0880
882
A80
06-0581
N/A
N/A
N/A

TO

VOLUME

663E02
57ST02
TESTO02
ABCl123
PAYROL
MASTER
TPCTRL
370DXA
FICAOl
FICAO2
ATTEND

347 82

ERROR DESCRIPTION

PERMANENT BUS OUT PARITY CHECK
PERMANENT BUS OUT PARITY CHECK
PERMANENT EQUIPMENT CHECK

LOAD POINT

N/A

LO ROS/IC/BC MP2

N/A

N/A

DDR INDICATES SWAP TO PCUA  9B3
DDR INDICATES SWAP TO PCUA  98C
DDR INDICATES SWAP TO DEVNO 0128

PROBABLE
FAILING UNIT

UNDETERMINED
scu
UNDETERMINED
VOLUME/CD
VOLUME/CD
HARDWARE
HARDWARE
HARDWARE
N/A

N/A

N/A

PHYSICAL ID. For DASD providing physical ID or DASDID statements, this
field contains some combination of SCUID-CTLID-DEVID, depending on the

probable failing unit. (See “Subsystem Exception Report Formats” on
page 2-21.) The field contains N|A for tape or for DASD without physical ID
or DASDID statements.

ERROR DESCRIPTION. Subsystem-dependent information. The DDR swap
description appears in this field.

Possible PROBABLE FAILING UNITS are:

CHAN (CHANNEL)
SCU (STORAGE CONTROL UNIT)

CONTROLLER

DEVICE
VOLUME (FOR DASD) OR VOLUME/CD (FOR TAPE)
UNDETERMINED
UNKNOWN
HARDWARE

A PFU of N/A appears in the case of a DDR record.
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SUBSYSTEM EXCEPTION REPORT DATE 180 82
PROCESSOR PERIOD FROM 179 82
TO 179 82

MODEL 3033 SERIAL 066666 CPU B

TERMINATION ERROR 1] 2]

SERVICE LEVEL INDICATOR TOTAL COUNT  DATE/TIME OF LAST ERROR
POWER WARNING . . « + & v o s o o v e e v o 2 179/82  11:23:45:37
INVALID LOGOUT .+ &+ & « & o o o e e e e e e 2 179/82  23:24:35:87

HARD ERROR

SERVICE LEVEL INDICATOR TOTAL COUNT  DATE/TIME OF LAST ERROR
REGISTER/PSW INVALID e e e e 8 179/82  13:25:46:57
HARD STORAGE ERROR e e e e e 4 179/82  13:35:58:77
SYSTEM DAMAGE e e e e 2 179/82  14:34:34:87
INSTRUCTION PROCESSOR DAMAGE . . . . . . . . 2 179/82  11:43:45:47
STORAGE PROTECT KEY ERROR e e e e 2 179/82  11:23:45:37

SOFT MACHINE CHECK EXCEPTION COUNT

SERVICE LEVEL INDICATOR 60 MINUTE REFERENCE TOTAL COUNT  DATE/TIME OF LAST ERROR
EXTERNAL DAMAGE e e e 2 ... 4 179/82  13:35:58:77
BUFFER ERROR e e e 2 ... 2 179/82  17:54:45:87
HIR SUCCESSFUL e e 1 ... 1 179/82  12:22:33:46

LIMITS APPLIED EXTD=01,BUFE=01,HIRS=01 Ii
0 UNIT(S) EXCLUDED DUE TO LIMITS

20 MCH RECORD(S) PROCESSED
1 MCH RECORD(S) UNDEFINED TO MCH ALGORITHMS |3

Figure 2-9. Processor Subsystem Exception Report
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Processor Subsystem Exception Report
Notes:

1. SERVICE LEVEL INDICATOR. May be:

TERMINATION ERROR
HARD ERROR
SOFT MACHINE CHECK

2. TOTAL COUNT. The actual count of input records containing this particular
error.

3. DATE/TIME OF LAST ERROR. Date and time from the last MCH record
that included this error. If the date and time are the same for several service
level indicators, it means that a single record included all the indicators.

4. EXCEPTION COUNT. The number of unique 60-minute intervals that had at
least the LIMIT value number of this kind of soft machine check.

5. LIMITS APPLIED. The LIMIT values applied to this report.

Note: If the LIMIT value is zero, the EXCEPTION COUNT field is also
zero.

6. Execution-time notes. These may be:
nn UNITS EXCLUDED DUE TO LIMITS (If LIMIT values are present)

nn MCH RECORDS UNDEFINED ( Not identifiable to EREP as valid MCH
records)

nn MCH RECORDS IGNORED DUE TO CCH DUPLICATION (0158 models only,

Jrom which MCH records might be double-reporting an assumed channel
failure.)

7. This space is used for self-explanatory SCP- and device-dependent messages
specific to this Subsystem Exception report. For example:
**WARNING** REPORT SPANS MORE THAN 3 DAYS.

Chapter 2. EREP Reports 2-29



Subsystem Exception Reports

SUBSYSTEM EXCEPTION REPORT DATE 180 82
CHANNEL PERIOD FROM 179 82
TO 179 82

MODEL 3033 SERIAL 066666 CPU B

SERVICE LEVEL INDICATOR EXCEPTION COUNT TOTAL COUNT DATE/TIME OF LAST ERROR
60 MINUTE REFERENCE

CHANNEL ERROR

CHANNEL 6XX 3 4 179/82 18:47:38:67

CHANNEL 1XX 1 1 179/82 21:22:23:43

CHANNEL 2XX 1 1 179/82 11:34:43:65

CHANNEL 8XX 1 1 179/82 11:43:32:87
DIRECTOR ERROR

DIRECTOR #1 1 1 179/82 19:32:54:89

DIRECTOR #2 1 1 179/82 13:25:46:57

DIRECTOR #3 1 1 179/82 11:24:36:57
CONTROL UNIT ERROR

CONTROL UNIT 34X 1 1 179/82 13:25:44:57

CONTROL UNIT 456 1 1 179/82 13:32:22:37

LIMITS APPLIED CHAN=01,DRCT=01,CTRL=01 Ia
0 UNIT(S) EXCLUDED DUE TO LIMITS

2 CCH RECORD(S) UNDEFINED TO CCH ALGORITHMS
2 CCH RECORD(S) IGNORED BECAUSE OF MCH DUPLICATION I’

Figure 2-10. Channel Subsystem Exception Report
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(’ Channel Subsystem Exception Report
Notes:

1. SERVICE LEVEL INDICATOR. May be:

CHANNEL ERROR (31XX/303X)
CHANNEL STORAGE ERROR (31XX) OR DIRECTOR ERROR (303X)
CONTROL UNIT ERROR

2. EXCEPTION COUNT. The number of unique 60-minute intervals that had at
least the LIMIT value number of this kind of channel check.

3. TOTAL COUNT. The actual count of input records containing this particular
error.

4. DATE/TIME OF LAST ERROR. Date and time from the last CCH record
that included this error. If the date and time are the same for several service
level indicators, it means that a single record included all the indicators.

5. LIMITS APPLIED. The LIMIT values applied to this report.

Note: If the LIMIT value is zero, the EXCEPTION COUNT field is also
zero.

6. Execution-time notes. These may be:
W nn UNITS EXCLUDED DUE TO LIMITS (If LIMIT values are present)

nn INPUT RECORDS UNDEFINED ( Not identifiable to EREP as valid CCH
records)

nn CCH RECORDS IGNORED DUE TO MCH DUPLICATION ( The number of
0158 or 0168 channel storage errors, or 303X channel errors, ignored
because they might be double-reporting a processor storage error.)

nn CCH RECORD(S) FOUND GENERATED FOR SOFTWARE RECOVERY ( The
number of sympathetic channel errors found; for 303X only.)

7. This space is used for self-explanatory SCP- and device-dependent messages
specific to this Subsystem Exception report. For example:
**WARNING** REPORT SPANS MORE THAN 3 DAYS.
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SUBSYSTEM EXCEPTION

REPORT DATE 179 82

DASD PERIOD FROM 173 82
TO 174 82
B-BUS OUT PARITY CHK C-CHECK DATA CHK D-DISKETTE CHK I-INVOKED OFFSETS |H
PROBABLE ---IMPACT OF TEMPORARY ERRORS---  ---USAGE---
FAILING FAILURE PHYSICAL ---TOTALS--- EQU 1000  MB.
UNIT AFFECT CPU ADDRESS  PERM TEMP CHK SKS RD  OVRN OTHER SKS  READ
-------------- B i D Sl it it T T A R
H O 5 | a 8] 9]
khkkhkhhhhkhkhkhkhkhhhhkhhkkhkhkhkhhhhkhkhkhkhhkhhhhkhkhkhhkhkhkhhhhkkhkhkhkhhhhkhkhkhkhkhkhkhkhkhhkhkhkhhhkhkhkhkhhhhkhhkhkhkhkhhhkhkkkhkhkhkhhkhhhhhkhkhkhhhkhkhkhkkkkk
CHAN O1XX CHAN/SCU TOTAL 1 N/A  N/A
B 21-XX-XX 1 118 3204
01 CHAN/SCU TOTAL 1 N/A  N/A
A 0121 1 65 4294
-------------- B i T ST e T S S RS
** WARNING ** INVALID PHYSICAL ID ON NEXT LINE
SCU 01-XX-XX CHAN/SCU TOTAL 1 N/A  N/A
3880 B 01-XX-XX 1 59 268
EO-XX-XX SCU TOTAL 1 N/A  N/A
3830 B 0123 1 64 4026
-------------- i e T T T S i T SR SRS
CTLR XX-03-XX CTLR TOTAL 1 1 N/A  N/A
3375 B 21-03-04 1 1 58 251
XX-E2-XX CTLR TOTAL 1 1 N/A  N/A
3330 B 0125 1 1 63 3758
—————————————— T T T v PR Y
DEV XX-E2-07 DATAXFR TOTAL 2 2 N/A  N/A
3330 B 0127 2 2 62 3489
XX-03-04 SEEK TOTAL 1 1 N/A  N/A
3375 B 21-03-04 1 1 58 251
—————————————— e T T T e T TSRS U
VOL  VOL0OO2  DATAXFR TOTAL 1 N/A  N/A
3375 B 21-14-04 1 60 2952
VOLOO1  DATAXFR TOTAL 1 1 N/A  N/A
3330 A 0121 1 1 65 4294
-------------- i ST S S S T P
** WARNING ** NO DASDID CARD FOUND OR INVALID PHYSICAL ID - PROBABLE UNIT NOT ASSIGNED FOR THE FOLLOWING:
DATAXFR TOTAL 1 1 N/A  N/A
3330 B *0223 1 1 57 234
—————————————— T W S S S SR e |
UNK UNKNOWN TOTAL N/A  N/A
3830 B %0139
I R R R R R R R R R R R R R R R R R R R R R R R R R RS XX R E R R R RS R R R SRR LRSS RS EEES SRR R Y]
0 UNIT(S) EXCLUDED DUE TO LIMITS
CPU MODEL serIaL Numer R4
A 3081XA 020097
B 3033 020557

** ENTRIES WITH AN ASTERISK INDICATE THAT DASDID CARDS WERE NOT FOUND FOR THE UNIT.

NOTE: "IMPACT OF TEMPORARY ERRORS" IS THE NUMBER OF TIMES ERROR THRESHOLD HAS BEEN EXCEEDED.
NOTE: BLANK ENTRIES INDICATE ZERO VALUES OR NOT APPLICABLE. N/A NOT AVAILABLE.
NOTE: ZERO ENTRIES INDICATE RECORDS EXIST IN EREP REPORTS BUT THRESHOLDS WERE NOT EXCEEDED.

Figure 2-11. DASD Subsystem Exception Report
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DASD Subsystem Exception Report

This report can be used to determine if the DASD subsystem has excessive errors
or is operating within acceptable limits. You can specify LIMIT controls to
prevent the printing of excessive temporary errors. See “LIMIT Control
Statement” under “33XX DASD” in Part 4.

The DASD exception report is organized by probable failing unit from channel to
volume; within each section, the PFUs are ordered from most permanent errors to
fewest temporary errors.

If this exception report indicates that corrective action is necessary, the DASD
reports that follow provide the details needed for correction. See Figure 2-12
through Figure 2-16.

Notes:

1. This space is used for self-explanatory SCP- and device-dependent messages

specific to this Subsystem Exception report. For example:
**WARNING** REPORT SPANS MORE THAN 3 DAYS. PFU ANALYSIS
MAY BE IN ERROR.

2. Definitions of the suffixes for the counters that can appear in the OTHER column
under IMPACT OF TEMPORARY ERRORS.

3. PROBABLE FAILING UNIT. The PFU is the unit most likely to be the
source of the failure; the actual failure could be recorded against another unit or
units. EREP identifies the PFU based on the failure affect and the units
reporting errors. The accuracy of this analysis for devices without physical ID
depends on DASDID control statements. The possible PFUs are:

CHAN Channel (channel, program, or CPU)
SCU Storage control unit (3830, FTA, ISC, for example)
CTLR Controller (drive string controller, or something common to more

than one device on the string)

MULTIPLE Failure common to more than one device.

DEV Device (addressable unit)
VOL Volume (data on volume)
UNK Unknown (cannot be determined by report algorithms)

If no DASDID entry exists, or the physical ID is invalid, a warning message
replaces the PFU line.

In the line for PFU are its identifier, the failure affect, and the total errors
attributed to this combination of PFU and failure affect. Usage counts are not
available (N/A) because the total usage of the device is not determined in gen-
erating the report (non-failing devices are not considered).
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4. PFU identifier. An identifier appears for each PFU. Their formats are as

Jfollows:

CHAN

SCU

CTLR

DEV

where:

VOL

Channel

02XX 02 is the channel address from the SCUAs reporting the
Sailures.

01 In 370-XA mode, the channel path ID.

Storage Control Unit

§8-XX-XX

Controller
XX-CC-XX

Device (the addressable unit)

XX-CC-DD

SS storage control unit/director ID
cc controller 1D

DD physical device ID.

nnnnnn ( The volume serial number from the OBR/MDR device-
dependent VOLID field.)

When information in the DASDID is not adequate, the format is
(*nnnn), where * indicates that DASDID information was inadequate
and nnnn is the PCUA or device number.
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FAILURE AFFECT. This field defines the function or machine area affected
by the failure. The possible failure affects are:

CHAN/SCU The channel, CPU, or program, or the channel/storage
control unit interface.

SCU The storage control unit.

SCU/CTLR The storage control unit/controller interface.

CTLR The controller.

CTLR/DEV The controller/device interface.

MULTIPLE Failure common to more than one device.

DEV The device, including problems with a volume that must be

handled by a service representative.

SEEK The function of accessing the track; the failure may be in
the controller, the drive, or the volume.

DATAXFR Data transfer: the function of reading or writing data; the
failure may be in the controller, the drive, or the volume.

DATAXFR(HDA) Data transfer, where the failure is in the head disk
assembly.

UNK Unknown; it is possible that two failures exist, providing
conflicting information.

CPU. The report is limited to 16 CPUs.

PHYSICAL ADDRESS. The physical address is the means for locating infor-
mation on other EREP reports. For devices providing physical IDs, the physical
ID is used. For non-physical ID devices, the address is the PCUA (its physical
address) or device number.

TOTALS.

PERM The count of permanent errors recorded against the unit and totaled for
the PFU within the given failure affect. (A permanent error is indi-
cated by a zero temporary error bit in the OBR record.)

TEMP  The sum of the counts shown for the line under IMPACT OF TEMPORARY
ERRORS.
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9.

10.

11.

12,

13.

14.

IMPACT OF TEMPORARY ERRORS. These fields indicate the number of
temporary errors when the count exceeds a LIMIT value. Definitions of the
counts of temporary errors are in the DASD maintenance manual. Types of
temporary errors are:

EQU CHK Temporary equipment checks

SKS Temporary seek checks

RD Temporary data checks during reading, corrected by retrying or by
ECC (error correction code).

OVRN Overruns (only applicable to a PFU of CHAN and if system
retried). See “DASD Storage Control Unit Summary” on
page 2-46 for total overrun count.

OTHER All other temporary errors. The types are identified by the letter
suffix; in the case of multiple error types, multiple letters follow the
counter.

USAGE. The usage figures are in units of one thousand for seeks and mega-
bytes for data read.

**WARNING** INVALID PHYSICAL ID. This message appears when
EREP detects an SCUID of X'00' or X01’ or a CTLRID of X'00' or X' FF .
In these cases, devices might be included in the report under a PFU of CHAN,
SCU, or CTLR showing only 0 or null for temporary errors.

Device type.

UNIT(S) EXCLUDED DUE TO LIMITS. You can limit the amount of
printed output by preventing the printing of PFUs with fewer temporary errors
than the limits defined on LIMIT statements. See “LIMIT Control Statement”
on page 15-5. When such limits are in effect, and some PFUs would have been
printed were the limits not in effect, EREP prints a message at the end of the
report stating the number of PFUs not printed and the LIMIT values in effect.

Note: Use of the LIMIT control statement is not valid for 9332 and 9335
devices.

XA following the CPU model number indicates that the processor complex was
running in 370-XA mode.
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DASD INFORMATIONAL MESSAGES REPORT DATE 363 82

PERIOD FROM 362 82

TO 363 82
PHYSICAL SYMPTOM
ID CODE COUNT MESSAGE

LI R T T e T T
02-03-01 1010 1 SECTOR RETRY THRESHOLD EXCEEDED RBN 33694
02-03-01 1313 1 THRESHOLD LOGGING COMPLETE FOR EQUIPMENT CHECKS
02-03-01 1616 1 THRESHOLD LOGGING COMPLETE FOR SEEK CHECKS
02-03-01 1919 1 THRESHOLD LOGGING COMPLETE FOR DATA CHECKS
02-03-01 2121 1 ALTERNATE BLOCKS NEARLY EXHAUSTED
06-XX-XX N/A 1 SD/SD TEST FAILED AT IML
06-XX-XX 3A00 1 TRACE SAVED FOR STORAGE DIRECTOR
14-XX-XX N/A 1 SD/SD TEST FAILED AT IML
22-23-01 101F 1 SECTOR RETRY THRESHOLD EXCEEDED RBN 260753
22-23-01 2072 1 CALL FOR SERVICE
40-XX-XX 000F 2 THRESHOLD LOGGING COMPLETE FOR SUBSYSTEM STORE CHECKS
40-40-XX 0002 2 THRESHOLD LOGGING COMPLETE FOR DATA CHECKS WITHOUT OFFSET
40-40-04 0001 2 THRESHOLD LOGGING COMPLETE FOR SEEK CHECKS
40-40-04 0003 2 THRESHOLD LOGGING COMPLETE FOR DATA CHECKS WITH OFFSET

Figure 2-12. DASD Informational Messages

DASD Informational Messages

This report provides information for the hardware service representative. The
records involved are not standard sense records resulting from an error condition;
rather, they may relate to a hardware failure that could degrade performance.

The DASD informational messages appear automatically following the DASD
Subsystem Exception report.

Note: Information about the actions required for the various messages is in the
maintenance library for the device identified in the first field.
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DASD Subsystem Summaries

The next several pages present examples of the various DASD summaries

included in the System Exception report series. The records and events covered in
the summaries are the same ones that appear on the DASD Subsystem Exception

report.

Corresponding summaries for the 34XX tape subsystem follow the “Tape Sub-

system Exception Report” on page 2-47.

DASD STRING SUMMARY REPORT DATE 188 83
PERIOD FROM 061 83
TO 090 83
STRINGS WITH ANY DRIVE REPORTED ON THE SUBSYSTEM EXCEPTION DASD REPORT
WITH PHYSICAL ID FROM DASDID CONTROLS OR FROM DEVICE SENSE RECORD AND
FAILURE AFFECTS OF: CTLR, CRLR/DEV, DEV, SEEK, OR DATAXFR

ERROR TYPES SEEK MEGABYES
EQU. |SEEK |DATA ACCESSES MEGABYTES WRITTEN
PHYSICAL ID VOLUME CHKS | |XFER X 1000 READ W/VERIFY
hkhkhhhhhkhkhkhhhhhhhhhkhkhkhkhkhkhkhhhhhkhkhkhkhhhhhhhhkhhkhhhkhkhhhhhhhkhhkhkhkhhkhhhhhkhhhkhkhkkd
XX-1C-02 PAK181 Y
XX-1E-02 SPOOL2 Y B
XX-12-00 PAK105 Y
04 PAK109 Y
XX-16-04 PAK117 Y
XX-20-02 PAK162 Y
XX-22-00 PAK187 Y
XX-80-00 MVS120 40 3612
01 MVS130 39 3605
02 MVS150 38 174
03 MVS160 45 202
04 IBM354
05 IBM355 Y
06 IBM356
07 IBM357
XX-84-00 CPDSKB Y Y
01 PAK164 Y
04 PAK167 Y
06 PAK169 Y
ALL DASD PROCESSED FOR EXCEPTION REPORT 479 10146 I!

L2 2R E SRR R X222 2 R R 2 22 22 222 R 222 2222222 2 2R R 2R Rt R Rl

CPU  MODEL  SERIAL NUMBER
a 3081 220402
B 3081 020402
c 3081 020033
D 3081 020631
E 3081 020063
F 3081 220063
G 3081 220631
H 3081 220033

NOTE: THE COUNTS FOR SEEK ACCESSES x 1000, MEGABYTES READ, AND
MEGABYTES WRITTEN W/VERIFY ARE SIX DIGIT POSITIONS. 1IF THE
SPACE IS EXCEEDED, THE COUNT IS DIVIDED BY 1000 AND A K IS
PLACED AT THE END OF THE NUMBER. IF THE COUNT IS EXCEEDED
WITH A K AT THE END, 99999K WILL BE PRINTED.

Figure 2-13. DASD String Summary
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DASD String Summary

The usage information in the DASD String Summary can help you determine
whether a failure affect reported in the DASD Subsystem Exception report is
unique to a particular drive or is common to more than one device in the same
controller string. The String Summary is in three parts.

Notes:

1.

The first part shows failure affect and usage data for each unique combination
of volume and physical ID belonging to every controller string that appeared on
the Subsystem Exception Report with one of the following failure affects:

CTLR
CTLR/DEV

DEV

SEEK

DATAXFR
DATAXFR(HDA)
MULTIPLE

The first three of these failure affects are grouped under the heading of
EQU.CKS; SEEK and DATA TRANSFER errors are noted under their own
headings.

The usage data for each volume|/physical ID appears under three possible
headings:

® SEEK ACCESSES X 1000
® MEGABYTES READ
® MEGABYTES WRITTEN WITH VERIFY

However, without valid physical IDs for the devices, or relevant failure affect
data from the exception report, or usage data for the selected devices, EREP
cannot generate a DASD String Summary. In these cases, the first part of the
report is replaced by a message explaining the absence of report data.

The second part of the String Summary shows the usage statistics for ALL
DASD processed for the Subsystem Exception report, regardless of failure
affect, physical ID, and whether any failures were reported.

The third part of the summary shows all CPUs processed for the exception
report, by letter identifier, model number, and serial number.
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DASD SYMPTOM CODE SUMMARY REPORT DATE 179 82
PERIOD FROM 173 82
TO 174 82
SEUENCB BY PROBABLE FAILING UNIT ﬂ
SYMPTOM PHYSICAL OCCUR-  FAILURE DATE AND TIME OF
CODE ID RENCES  AFFECT FIRST OCCURRENCE LAST OCCURRENCE
SENSE FROM FIRST OCCURRENCE
DEVICE 0000 00O0O0OO 0011 1111 1111 2222
TYPE PRM/TMP 0 123 4567 8901 2345 6789 0123
a
PHYSICAL ERROR
ADDRESS PATH CPU(S)

&k KKk kK

t R RS R R R R R R AR R RS2 R R R R 22 R R R R R R R R R XS X SRR RS R R L ]

PROBABLE FAILING UNIT: CHANNEL === === = oo o oo o o o e
SEUENCE BY SCUID, SYMPTOM CODE === === === oo o o o o o oo oo

a8 a (9]
OF01 * 21-XX-XX 1 0 CHAN/SCU 174/82 08:10:30:07 174/82 08:10:30:07
3880 04010.203 04050607 08091011 12131415 16171819 20210F01
7

21-XX-XX 012cC A
0901 * E0-XX-XX 1 0 CHAN/SCU 174/82 08:10:30:01 174/82 08:10:30:01
3830 04010203 04050607 08091011 12131415 16171819 20210901

0121 0121 A

PROBABLE FAILING UNIT: STORAGE CONTROL UNIT--==—=—=m===m— oo mmm e mmmmm e
SEQUENCE BY SCUID, SYMPTOM CODE === === == oo m o oo e e o o e e

OF01 * 01-XX-XX 1 0 CHAN/SCU 174/82 08:10:30:08 174/82 08:10:30:08
3880 04010203 0405063B 08091011 12131415 16171819 20010F01

01-XX-XX 012E A
0908 * EO-XX-XX 1 0 SCu 174/82 08:10:30:02 174/82 08:10:30:02
3830 00010203 04050607 08091011 12131415 16171819 20210908

0123 0123 A

PROBABLE FAILING UNIT: CONTROLLER-======== === oo oo e oo mmm e memeeee
SEQUENCE BY CTLID, SYMPTOM CODE ==========mm oo mmmmmmm oo

191D * XX-03-XX 0 1 CTLR 174/82 08:10:30:09 174/82 08:10:30:09
3775 04010203 04050613 08091011 12131415 16171819 2021191D
21-03-04 0134 A

PROBABLE FAILING UNIT: NO DASDID CARD OR UNKNOWN=--====—=========—--ommoemmmom
SEQUENCE BY PCUA, SYMPTOM CODE === === === oo o e e e e e

090B N/A 0 0 UNKNOWN 174/82 08:10:30:13 174/82 08:10:30:13
3830 00010203 04050603 08021011 12131415 16171819 2021090B
0139 0139 A
191A * N/A 0 1 DATAXFER 174/82 08:10:30:06 174/82 08:10:30:06
3330 04011203 04050643 08091011 12131415 16171819 2021191a
022B 022B A
2 I e T S R R R R R R R R R I T T T T T R P T T T T T T Y
CPU MODEL SERIAL NUMBER
A 3081xaAa 020097
B 3033 020558

NOTE: SYMPTOM CODES WITHOUT AN ASTERISK ARE INFORMATIONAL ONLY
NOTE: PHYSICAL ID OF N/A MEANS THERE WERE NO DASDID CARDS

Figure 2-14. DASD Symptom Code Summary
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DASD Symptom Code Summary

This report provides information required for hardware maintenance. Each sense
(OBR) record reported in the exception report is listed by PFU, fault symptom
code, and physical ID.

The symptom code is to be used with the maintenance procedures for the device.
The report allows the service representative to locate the failures noted in the
DASD Subsystem Exception report and to note the symptom code and first sense
record for each failure. Data checks (symptom codes 4XXX and SXXX), which
appear in the DASD Data Transfer Summary, also appear here, for use when
hardware repair is required.

Notes:

1.

2.

The overall sequence of this report is by probable failing unit.

SYMPTOM CODE. A fault symptom code recorded for this PFU. All
symptom codes except those for records collected in logging mode are followed
by an asterisk (*). (Records collected in logging mode do not appear on the
subsystem exception report.) The symptom code that appears for the format 5
( ECC-correctable) OBR record is a dummy created by duplicating the contents
of sense byte 7. (If sense byte 7=153, the symptom code is 5353.)

In the report, the first line for each symptom code shows the code itself, the
physical ID of the device, the count of permanent and temporary errors for that
symptom code, the failure affect for that symptom code, and the date/time of
recording the first and last sense records received for that symptom code.

The second line of each entry shows the device type and the first sense record
received for the particular symptom code.

The following lines show the physical and logical addresses involved with
recording the particular symptom code, and the CPU on which the record was
created.

PHYSICAL ID. For DASD providing physical IDs or DASDID statements,
this field contains some combination of SCUID-CTLID-DEVID, ? depending on
the probable failing unit. For other devices, the field contains N/A. Refer to
the DASD Subsystem Exception Reports PFU Identifier for the format of the
physical ID.

DEVICE TYPE.

OCCURRENCES. The number of permanent and temporary errors encount-
ered for this symptom code, this physical ID, and this failure affect.

(8]

See the DASD section of Part 4, “Product-Dependent Information” for exceptions.
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6. FAILURE AFFECT. This field defines the function or machine area affected
by the failure. The possible failure affects are:

CHAN/SCU

SCu

SCU/CTLR

CTLR

CTLR/DEV

MULTIPLE

DEV

SEEK

DATAXFR

DATAXFR(HDA)

UNK

The channel, CPU, or program, or the channel/storage
control unit interface.

The storage control unit.

The storage control unit/controller interface.
The controller.

The controller/device interface.

Failure common to more than one device.

The device, including problems with a volume that must be
handled by a service representative.

The function of accessing the track; the failure may be in
the controller, the drive, or the volume.

Data transfer: the function of reading or writing data, the
failure may be in the controller, the drive, or the volume.

Data transfer, where the failure is in the head disk assembly.

Unknown; it is possible that two failures exist, providing
conflicting information.

7. PHYSICAL ADDRESS. If the device provides physical ID, this is the same as
the physical ID. Otherwise, it is the PCUA or device number.

8. ERROR PATH. The address from which the record was received. In 370-XA
mode, the format is CHPID-device number (01-0120).

9. DATE AND TIME. The date and time of the first and last occurrences of the
sense records for this symptom code.

10. CPU(s). The EREP-assigned CPU letter indicator.

11. SENSE FROM FIRST OCCURRENCE. The first sense record received for
this symptom code. There may be either 24 or 32 bytes of sense data.
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DASD DATA TRANSFER SUMMARY REPORT DATE 176 82
PROBABLE FAILING UNIT - VOLUME PERIOD FROM 173 82
TO 174 82

SENSE COUNTS
TEMPORARY
OFFSET INVK THRESHOLD
PERM NO VYES LOGGING
KRR RRARKR AR AR R AR RN AN RRARRR AR R AR AR RRRRAARRRRRARAR AR AR AR AR AR ARk kh

SEQUENCE BY VOLUME LABEL. PHYSICAL ADDRESS, HEAD, CYLINDER

H
UNITADDRESS 0134 DEVTYPE 3375 VOLUME VOLO002
CPU A PHYSICAL ADDRESS XX-14-04

FAILURE AT ADDRESS: CYLINDER 0005 HEAD 06 1 0 0 0 E’
LAST SENSE AT: 174/82 08:10:30:11
04010203 04050643 08091011 12131415 16171819 20214941
THE FOLLOWING ENTRIES HAVE ONLY MDR RECORD TYPES. THEREFORE, NO CYLINDER/HEAD IJ
ADDRESSES ARE REPORTED. SEE THE EXCEPTION REPORT FOR THE ERROR COUNTS.

UNITADDRESS 0121 DEVTYPE 3330 VOLUME VOLO001
CPU A PHYSICAL ADDRESS 0121

DASD DATA TRANSFER SUMMARY REPORT DATE 176 82
PROBABLE FAILING UNIT - OTHER PERIOD FROM 173 82
TO 174 82

SENSE COUNTS
TEMPORARY
OFFSET INVK THRESHOLD

PERM NO YES LOGGING
L T T I T T T T T T

a
UNITADDRESS 0126 DEVTYPE 3330 VOLUME DEVO001
CPU A PHYSICAL ADDRESS 0127

FAILURE AT ADDRESS: CYLINDER 0005 HEAD 06 0 1 0 0 Ia
LAST SENSE AT: 174/82 08:10:30:04
00011203 04050643 08091011 12131415 16171819 2021191A

UNITADDRESS 022A DEVTYPE 3330 VOLUME UNKOO1
CPU A PHYSICAL ADDRESS 022B

FAILURE AT ADDRESS: CYLINDER 0005 HEAD 06 0 1 0 0
LAST SENSE AT: 174/82 08:10:30:06
04011203 04050643 08091011 12131415 16171819 2021191A
L e  E T T T T T 2T T R T T T T R R PPy
CPU MODEL SERIAL NUMBER
A 3081XA 020097
B 3033 020558

NOTE: CYLINDER/HEAD/BLOCK NUMBERS ARE DECIMAL VALUES
NOTE: UNITADDRESS IS THE LOGICAL ADDRESS OF THE DEVICE

Figure 2-15. DASD Data Transfer Summary
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DASD Data Transfer Summary

This report lists each volume for which data checks appeared in the DASD Sub-
system Exception report, giving the error locations for each. It can be in two
parts: PFU of volume and PFU of other than volume. In general,

o A PFU of volume implies that the first attempt at correction should be data
correction by a utility program such as the Device Support Facility.

e A PFU of other implies that the first attempt at correction should be per-
formed by a service representative. See the IBM Disk Storage Management
Guide - Error Handling for recommended actions.

Notes:

1. UNITADDRESS. The keyword used by the Device Support Facility to identify
the device. It is the logical address (SCUA) or device number of the volume
reporting the error.

2. VOLUME. The volume serial number of the volume reporting the error.
3. CPU. The CPU identified for the last sense record.

4. PHYSICAL ADDRESS. For devices providing physical IDs, this is the phys-
ical ID; for other devices, it is the PCUA or physical device number.

5. FAILURE AT ADDRESS. The location of the data check. For count key
data (CKD) devices, the “address” is expressed as cylinder and head; for fixed
block (FBA) devices, it is expressed as block number. The values are in
decimal. When a volume records data checks at more than one location, this
report includes an entry for each location; they are in ascending order of the
head|cylinder or block.

6. LAST SENSE AT. The date and time of the last sense record received for this
cylinder/head or block. The sense data precedes this line. There may be either
24 or 32 sense bytes. The format of the sense record is in byte 7. For format-4
records, the symptom code is in the last two sense bytes; for format-5 records, it
is the value in byte 7 repeated. The date and time follow the sense bytes.

7. SENSE COUNTS. These columns contain counts of the data checks for the
particular cylinder/head or block. The permanent data checks appear in the
first column. The temporary data checks are broken down as follows:

® OFFSET INVK (offset invoked) NO/YES indicates the number of temporary
data checks that were recovered, and whether it was necessary to offset the
access mechanism.

® THRESHOLD LOGGING indicates the number of temporary data checks
recorded when the device was in logging mode because the threshold for
data checks was exceeded.
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8. THE FOLLOWING ENTRIES . . . In cases where the only error data is
Jfrom error counters, meaning that failure addresses are not available, only the
lines that define the device and volume appear.
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DASD STORAGE CONTROL UNIT SUMMARY REPORT DATE 363 82
PERIOD FROM 362 82
TO 363 82

2 T I T I T T T I T T T T T2
PHYSICAL ID 02-XX-XX DEVTYPE 3880

OVERRUNS INTF-A INTF-B INTF-C INTF-D INTF-E INTF-F INTF-G INTF-H

CMND 5 15 25 35 45 55 65 75
DATA 10 20 30 40 50 60 70 80
DISKETTE READER SEEK DATA
TEMPORARY CHECKS 1 1

PHYSICAL ID 04-XX-XX DEVTYPE 3830 PHYSICAL ADDR 084X CPU(S) ABCD

OVERRUNS INTF-A INTF-B INTF-C INTF-D

CMND 10 30 5 120
DATA 20 10 10 5
PHYSICAL ID N/A DEVTYPE 3830 PHYSICAL ADDR 089X CPU(S) A

OVERRUNS INTF-A INTF-B INTF-C INTF-D
CMND 5 0 0 0
DATA 80 0 0 0

t 2222222222 222222222 22222 222 2222222 222 2222222222222 2222222222222 2222222222222

CPU MODEL SERIAL NUMBER

A 0l68 060328
B 4341 022222
(o 3081XA 012345
D 3032 076543

Figure 2-16. DASD Storage Control Unit Summary

DASD Storage Control Unit Summary

This report defines the physical channel interface over which overruns occurred
for the 3830 and 3880 storage control units (SCU).

Notes:

1. INTF-A ... INTF-H. The Storage Control Unit channel interface.
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1]
L SUBSYSTEM EXCEPTION REPORT DATE 341 82
TAPE PERIOD FROM 340 82
TO 340 82
---------------------- 3420 ---------—-——————————— -—=-=-—--- 3410 ---------
1600 BPI 6250 BPI 1600 BPI
TEMP WRT(CT) TEMP RD(CT) TEMP WRT(CT) TEMP RD(CT) TEMP WRT(CT) TEMP RD(CT)
CURRENT LIMITS HARDWARE 4 (15) 26 ( 2) 4 (15) 26 ( 2) 4 (15) 26 ( 2)
MBY;:S/ERR(CT) VOLUME 4 (15) 26 ( 2) 4 (15) 26 ( 2) 4 (15) 26 ( 2)
2
c
VOLUME DEVNO P EQU ---MB/ERR PERM--- ---MB/ERR TEMP--- BUS OVR TOTAL-MBYTES DEN- HDR
EXCEPTION SERIAL /CUA U CHK READ(CT) WRITE(CT) WRITE(CT) READ(CT) OUT RUN I/O CNT READ WRITE SITY SER
a 6] (8]
HARDWARE
PERMANENT ERROR
057X A o --(C 0 --( 0) -- ( 0) 271 (21) 0 0 2M 5701 4391* --
0576 A 4 6 ( 2) --( 0) --( 0) =--1(0) 0 0 4K 12 11* 6250

VOLUME OR CREATING DRIVE
PERMANENT READ OR WRITE ERRORS OR RESET KEY ON MORE THAN ONE DRIVE

T73759 0571 A O O ( 2) --( 0 --( 0 --(0) 0 0 54 0 0* -- 03433
VOLUME
FAILED TEMPORARY READ OR WRITE LIMITS
74347 0570 A 0 -- ( 0) -- ( 0) 1 (16 --(0 0 0 3K 0 21% --
TOTAL NUMBER OF DRIVES ON REPORT 1 ( 10%) TOTAL NUMBER OF VOLUMES USED = 76
NOT ON REPORT 9 ( 90%) TOTAL NUMBER OF VOLUMES LISTED = 2
(*) AN AVERAGE BLOCK LENGTH WAS USED BECAUSE A ZERO BLOCK LENGTH WAS FOUND IN ONE OR MORE OBR RECORDS
AVERAGE BLOCK LENGTH = 6324
CPU  MODEL  SERIAL NUMBER
A 3081XA 020098

Figure 2-17. Tape Subsystem Exception Report

Tape Subsystem Exception Report

This report indicates if the tape subsystem has permanent errors or is operating
within acceptable limits. You can use LIMIT controls for both hardware and
volume to prevent the printing of excessive temporary errors. See “LIMIT
Control Statement” in the 34XX Tape Devices section of Part 4.

Note: When you do not specify limits for temporary errors, only permanent errors
appear on the Subsystem Exception report.

If the Tape Subsystem Exception report indicates that corrective action is neces-
sary, the summary reports that follow provide the details required for correction.

The Tape Subsystem Exception report format and contents vary somewhat
according to the device type involved. See Chapter 17, “Magnetic Tape Drives”

h on page 17-1 for more information about specific products. The notes that
follow are related to the report example in Figure 2-17.
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Notes:

1.

This space is used for self-explanatory SCP- and device-dependent messages
specific to this Subsystem Exception report.

CURRENT LIMITS. These two lines show the limits set in LIMIT control
statements included when the report was requested. The limits are set for tem-
porary read and write errors occurring in the HARDWARE (device) and on the
VOLUME. They prevent the printing of all temporary errors but those that
occurred at the specified frequency level. These lines do not appear on the
report for a 9347 device. Use of the LIMIT control statement is invalid for
9347 devices. See “LIMIT Control Statement” on page 17-4 for details on
using the LIMIT statement.

In the tape reports, the current limits are grouped under device type (3420 and
3410, in this example), tape density (1600 BPI and 6250 BPI), and TEMP
WRT and TEMP RD. They show the specified number of megabytes read or
written per error (MBYTES/ERR) and the specified total number of errors
recorded (CT). In this report, for example, temporary write errors recorded
against a 3420 drive (hardware) at a density of either 1600 or 6250 BPI will
not appear as exceptions unless there are at least 15 errors occurring at a rate
of 1 or more errors in each 4 megabytes of data written. Temporary read errors
on a 3420 at either density will qualify as exceptions if there are 2 or more
errors occurring at a rate of 1 or more errors in each 26 megabytes of data
read.
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3. EXCEPTION. Errors are presented in this report according to exception type;
the type of exception serves as an indicator of the suspected source of the
problem. There are five exception types listed on the Tape Subsystem Excep-
tion report:

a. HARDWARE — PERMANENT ERROR: All CUAs with a tape perma-
nent error are listed here or under part 3c. If the CUA (ADDR) has an X
as its last digit, the problem is likely to be with the control unit rather than
the tape drive. Details of the permanent errors can be found in the Tape
Permanent Error Summary, Figure 2-18.

b. HARDWARE — FAILED TEMPORARY READ OR WRITE
LIMITS:All CUAs with an error rate equal to or below the specified hard-
ware limits are listed here. For more detail, see the Tape DEVNO/CUA
Statistics Summary (Figure 2-20) and the Tape Volume Statistics
Summary (Figure 2-21).

¢. VOLUME OR CREATING DRIVE — PERMANENT READ OR
WRITE ERRORS OR RESET KEY ON MORE THAN ONE
DRIVE:The volume indicated under VOLUME SERIAL has permanent
errors on more than one drive. The problem could be with the tape itself, or
with the drive where the tape was created. For more detail, see the Tape
DEVNO|CUA Statistics Summary (Figure 2-20) and the Tape Volume
Statistics Summary (Figure 2-21).

d. VOLUME OR CREATING DRIVE — FAILED TEMPORARY READ
OR WRITE LIMITS ON MORE THAN ONE DRIVE:The volume indi-
cated under VOLUME SERIAL has an error rate equal to or below the
specified volume MBYTE/ERROR limit on more than one drive. The error
count LIMIT value is not used for this category of exceptions. The
problem could be with the tape itself, or with the drive where the tape was
created. For more detail, see the Tape DEVNO/CUA Statistics Summary
(Figure 2-20) and the Tape Volume Statistics Summary ( Figure 2-21).

e. VOLUME — FAILED TEMPORARY READ OR WRITE LIMITS:All
CUAs or device numbers that had a temporary error rate equal to or below
the specified volume limits are listed here. The problem could be with the
device or with the volume/tape. For more details, see the Tape
DEVNO|CUA Statistics Summary (Figure 2-20) and the Tape Volume
Statistics Summary (Figure 2-21).

4. DEVNO/CUA. This column contains the device numbers or CUAs
(channel/unit addresses) against which the permanent and temporary errors
were recorded.

5. EQU CHK. Count of equipment checks.

6. MB/ERR PERM and MB/ERR TEMP. These columns list the actual numbers
of errors recorded during the report period, and the actual error rate, for this
CUA. For example, CUA 37F recorded 1 permanent read error in 28 mega-
bytes of data read; CUA 9B8 recorded a total of 7 temporary write errors in
164 megabytes of data written.
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10.

11.

12.

13.

14.

BUS OUT. The bus out check count from the statistical data recorder (SDR)
counters.

OVR RUN. The overrun count from the SDR counters.

I/O CNT. The number of START I/O instructions issued against this CUA
during the report period, in thousands.

TOTAL MBYTES READ WRITE. Total number of megabytes read or
written during the report period.

DENSITY. The tape density, from the mode byte in the OBR record.
HDR SER. The serial number of the creating drive, from the tape header.

Number of drives (hardware) and volumes appearing on this report, in compar-
ison to the total number of drives and volumes.

The model and serial number(s) of the CPU(s) designated in the report by
letter. XA following the model number indicates that the processor was running
in 370-XA mode.
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TAPE PERMANENT ERROR SUMMARY REPORT DATE 341 82
PERIOD FR2M 340 82
TO0 340 82
c R a n SEMSE...
CHP DEVND P H u 8C31:64-93/ 1 1 ] HDR
=-ID /CUA U DTE TIME VOLID & CMD FLG CNT CCl32-63 O 4 ] 2 6 0 EXPLANATION SER

NNRR HARCHARE wiwn

03 0571 A 340 161934 73373 R 02 00000050 OE400050 08C2000C 00482000 00080000 002DC221 0C9170D9 001A0002 START RD CHECK 08460
(1] 037 A 390 161251 73373 R 02 €00C0050 0E4000Z0 028C200CC €0922D00 CCC20000 002CC221 0CP170D9 001A0002 START RD CHICK 08160
0S 0574 A 340 161521 T71972 R 02 24001008 OE001008 08C2¢000 00483200 00037000 0020C221 0S9170CA 001A0012 START RD CHECK 08433
05 0574 A 360 163 123 P3TJL 0C 0000AC38 OEC01008 €2420000 00403790 00020000 002cS221 039170K7 001A00C0 133D CHT 2E0 08453
€S 0574 A 310 1712 37 00000030 E6CIC001 09410000 00402000 0002C000 COTDS221 0S9170EF 001A0010 KOT CAPABLE 08453

WRNN VOLUME OR CREATINI DRIVE wuwn

05 0570 A 340 115423 773579 R 02 44001008 OE400A19 0BC2FFB8 00443000 00380000 0020C220 F19170BE 001A0003 PARTIAL RECORD 08433
03 0571 A 340 1157¢8 773379 R 02 44001008 OE400A19 OCC2FFES 004¢3C00 00330000 00ZCC221 CCO170FS 001A0006 PARTIAL RECCRD 08433

NNTE: TO CCMVERT 'HOR SER' TO CUA' USE 'TAPE UNIT SER' IN 'TAPE TEMPCRARY ERROR SULNARY' (NEXT REPORT).

CPU MODEL SERIAL NUMIER
A J081XA 020068

Figure 2-18. Tape Permanent Error Summary

Tape Permanent Error Summary
This report describes in more detail the permanent errors that appear on the Tape
Subsystem Exception report. The errors are grouped under hardware or
volume/creating drive, and listed by CUA or VOLID (volume serial number) in
the order they occurred.
Notes:

1. CHPID. The channel path ID from the permanent OBR record.

2. R W E. These letters indicate which kind of permanent error is involved:
READ, WRITE, or EQUIPMENT CHECK.

3. CMD. The command code from the CCW in the OBR record.
4. FLG. The flag byte from the CCW in the OBR record.
5. CNT. The byte count from the CCW in the OBR record.

6. SCSW64-95/CSW32-63. Bits 64-95 of the SCSW, or bits 32-63 of the CSW,
in the OBR record.

7. SENSE. The sense bytes from the OBR record.

8. HDR SER. The serial number of the creating drive.
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TAPE TEMPORARY ERROR SUMMARY

REPORT DATE 341 82
PERIOD FROM 340 82

<

TO 340 82
(1 2] B B a a
TAPE WRITE READ .

DEVNO UNIT P DEN- TOTAL TOTAL  STATISTICS STATISTICS ENV MTE SRC EDC VEL SKEW R/W WTM PAR/ OVER IBG
/CUA SER U SITY I/O CNT MOUNT MB/ERR(CT) ERSGAP MB/ERR(CT) CLNACT VRC LRC /PC CRC CHG ERR VRC CHK TACH RUN DET
0570 N/A A 6250 99938 20 - ( 0) 0 - ( 0 8 1 0 0 0 0 O0 1 0 1 0 0
0570 N/A A OTHR 2 2 -- (0 0 --( 0 6 0 0 0 0 O ©O0 0 0 O0 0 0
0571 88460 A 6250 332788 42 249( 4) 4 - ( 0 132 5 1 9 0 0 6 2 0 0 0 0
0571 88460 A 1600 94562 7 35( 8) 8 --( 0) 92 12 6 6 0 0O 4 0 0O 0 0 2
0571 88460 A OTHR 1 1 --( 0 0o - ( 0 0 0 0 0 0 0 0O O O O 0 O
6250BPI TOTALS: 432726 62 ( 4) 4 ( 0) 150
1600BPI TOTALS: 94562 7 ( 8) 8 ( 0) 2 H
OTHRBPI TOTALS: 3 3 ( 0) 0 ( 0) 0

TOTALS : 527291 72 (  12) 12 ( 0) 242

AVERAGE MEGABYTES/TEMPORARY READ ERROR = 178

AVERAGE MEGABYTES/TEMPORARY WRITE ERROR = 116

AVERAGE MEGABYTES/PERMANENT READ ERROR = 513 :I

AVERAGE MEGABYTES/PERMANENT WRITE ERROR = = —------

AVERAGE MEGABYTES/PERMANENT ERROR = 919

TOTAL MEGABYTES PROCESSED = 10107
CPU  MODEL  SERIAL NUMBER
A 3081XA 020098

Figure 2-19. Tape Temporary Error Summary

Tape Temporary Error Summary

This report presents all the temporary read/write errors recorded for tape hard-
ware during the report period. The LIMIT control values specified when
invoking EREP are ignored for this report.

Notes:

1. DEVNO/CUA and DENSITY. The errors are listed by CUA or device number
and density.

2. TAPE UNIT SER. The serial number of the tape unit. If this information is
not available because the CUA did not have a permanent error, N|A appears in
this field.

3. TOTAL I/O CNT. The number of STARTIOs issued against this device at this
density.

4. TOTAL MOUNT. The number of volume mounts for this device at this
density.
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WRITE STATISTICS. The actual number of megabytes written per temporary
write error, and the actual number of temporary write errors, by this device at
this density. The number of erase gaps on this device at this density are totalled
under ERSGAP.

READ STATISTICS. The actual number of megabytes read per temporary
read error, and the actual number of temporary read errors, by this device at
this density. The number of cleaner actions on this device at this density are
listed under CLNACT.

These columns contain counts from the statistical data recorders, as follows:

ENV VRC total envelope/vrc count
MTE LRC total mte/lrc count
SRC/PC for 3420, the total start read check count; for 3410, the total

parity compare count

EDC CRC total edc/crc count

VEL CHG total velocity change count

SKEW ERR total skew error count

R/W VRC total rw/vrc count

WTN CHK total write tape mark check count

PAR/TACH for 3420, total partial record count; for 3410, total tach check
count

OVER RUN total overrun count

IBG DET total ibg detected count

Totals of STARTIOs, mounts, write and read statistics for each tape density.

Averages and totals for megabytes of data processed during the report period.
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