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Your conversion hints, please...

This book will be updated periodically. You can submit conversion hints for possible publication in this
book. Use the reader’s comment form in the back of this manual or send your information to:

International Business Machines Corporation
Department 52Q/MS 458

Neighborhood Road

Kingston, New York 12401

It is understood that IBM and its affiliated companies shall have the nonexclusive right, in their
discretion, to use, copy, and distribute all submitted information or material, in any form, for any and all
purposes, without any obligation to the submitter.

When submitting conversion hints, please indicate the system from which you are converting and the
licensed programs installed on it.

Second Edition (September 1988)

This is a major revision of, and obsoletes, SC23-0357-0. See “Summary of Changes” on page 297 for a
summary of the changes made to this manual.

This edition applies to Release 2 of the Virtual Machine/Extended Architecture System Product (VM/XA SP)
Licensed Program 5664-308. Changes are made periodically to the information herein; before using this
publication in connection with the operation of IBM systems, consult the latest IBM System/370, 30xx, 4300,
and 9370 Processors Bibliography, GC20-0001, for the editions that are applicable and current.

References in this publication to IBM products, programs, or services do not imply that IBM intends to
make these available in all countries in which IBM operates. Any reference to an IBM licensed program in
this publication is not intended to state or imply that only IBM’s licensed program may be used. Any
functionally equivalent program may be used instead.

Publications are not stocked at the address given below. Requests for IBM publications should be made to
your IBM representative or to the IBM branch office serving your locality.

A form for readers’ comments is provided at the back of this publication. If the form has been removed,
comments may be addressed to International Business Machines, Department 52Q/MS 458, Neighborhood
Road, Kingston, N.Y. 12401. IBM may use or distribute whatever information you supply in any way it
believes appropriate without incurring any obligation to you.

Virtual Machine/Extended Architecture and VM/XA are trademarks of the International Business Machines
Corporation.

© Copyright International Business Machines Corporation 1987, 1988
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(‘ Preface

Purpose

This publication describes how to plan and implement:

¢ A conversion from VM/SP HPO Release 4.2 or 5 to VM/XA SP Release 2
* A conversion from VM/XA SF Release 2 to VM/XA SP Release 2
¢ A migration from VM/XA SP Release 1 to VM/XA SP Release 2.

This manual does not address CMS application conversion in detail. For that
information, see VM/XA SP CMS Application Program Conversion Guide.

( Audience

This publication is for system programmers, system analysts, and system support
personnel.

Prerequisite Knowledge

This publication assumes that you are familiar with the system from which you are
converting.

How to Use This Publication

For those converting from VM/SP HPO Release 4.2 or 5: Read Part 1, “Converting
from VM/SP HPO to VM/XA SP” on page 1.

For those converting from VM/XA SF Release 2: Read Part 2, “Converting from
VM/XA SF to VM/XA SP” on page 147.

For those migrating from VM/XA SP Release 1: Read Part 3, “Migrating from
VM/XA SP Release 1 to Release 2” on page 237.

Note on the Scope of This Notebook

The information in the notebook is designed for those interested in converting from
VM/SP HPO or VM/XA SF, or migrating from VM/XA SP Release 1. You will
find little information about exploiting the new and improved functions in VM/XA
SP. IBM advises you to do your conversion or migration first, then exploit new
functions on VM/XA SP as a second step. If you make improvements to your
system while converting or migrating, this adds to the size of the project and
hampers your ability to return to your previous system. While converting or
migrating, make note of improvements you can make and return to them after you
have completed the first step. In addition to making the scope of your job more
manageable, converting or migrating first helps you set a clear criterion for the
success of your conversion or migration; the same work you could do on your old
system is what you can do on the new VM/XA SP system.

You can find more information about exploiting the advanced functions of VM/XA
SP in the VM/XA SP publications.

Preface il



If you are looking for more information about licensed programs or the hardware
that VM/XA SP supports, see VM/XA SP General Information and the latest
announcement materials. You can also get help from your IBM representative.

Related Publications
See the Bibliography at the back of this publication.
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VYM/SP HPO Conversion

Chapter 1. Overview: Systems Comparison

This chapter compares the Virtual Machine/Extended Architecture™ System Product
(VM/XA™ SP) to the Virtual Machine/System Product High Performance Option
(VM/SP HPO) by providing:

s A table summarizing compatibility
* Greater detail for key items in the table.

Summary of Compatibility between VM/SP HPO and VM/XA SP

IBM designed VM /XA SP to satisfy the growth needs of large VM systems and to
offer an attractive growth path for VM/SP HPO customers. In general, VM/XA SP
provides more addressing capability and processing power than VM/SP HPO.

While one of the primary objectives of VM/XA SP is to ease conversions by
providing maximum compatibility with VM/SP HPO, factors such as architectural
differences prevent full compatibility. IBM has made every effort to ease the
conversion from VM/SP HPO by keeping, where possible, command syntax,
responses, and message texts the same.

IBM designed the CP differences to minimize their effect on the end user and on
application programs. Differences in CP functions between VM/XA SP and VM/SP
HPO are in the areas of architecture, systems design, and enhancements to the
VM/XA SP system. In addition to functional differences, CP commands,
DIAGNOSE codes, and messages may also differ.

The CMS component in VM /XA SP is generally upwardly compatible with the CMS
component in VM/SP HPO Release 5. If you are converting from VM/SP HPO
Release 4.2, you must evaluate changes to CMS between VM/SP Release 4 and
Release 5. Refer to VM/SP Release 5 publications to make this evaluation. See
VM|XA SP CMS Application Program Conversion Guide for information about
converting your applications to the VM/XA SP CMS.

Table 1 shows a summary of the compatibility between VM/SP HPO and VM/XA
SP. In the table, “compatible” means the item has equivalent syntax, responses, and
functions. “Upwardly compatible” means there are differences in syntax, responses,
or functions, but invocations using previous syntax should continue to execute
unchanged in application programs.

Table 1 (Page 1 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

Virtual machines

VM/XA SP supports System/370 and 370-XA mode virtual
machines, whereas VM/SP HPO supports only System/370 virtual
machines.

Virtual Machine/Extended Architecture and VM/XA are trademarks of the International Business Machines

Corporation.
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Table 1 (Page 2 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

Virtual Processors

In VM/XA SP, virtual machines can have up to 64 virtual
processors, allowing you to test the multiprocessing configurations of
guest operating systems. Note also that any virtual machine can
control all but one of the real processors of the real machine as
dedicated processors. Additional virtual processors run on the
master processor. In contrast, VM/SP HPO allows up to two virtual
processors for the preferred virtual machine only (one dedicated and
one virtual that shares the other instruction processor).

Single-image mode

VM/XA SP runs on all 370-XA multiprocessors in singie-image
mode regardless of the number of instruction processors (N-way
support), whereas VM/SP HPO supports up to two real instruction
processors on a multiprocessor. For example, VM/SP HPO supports
the 3090 Model 400 in partitioned processing mode only while
VM/XA SP supports all four processors in single-image mode.

Preferred machine assist

In VM/SP HPO, the preferred machine assist microcode allows an
MVS/SP preferred virtual machine to directly control separate
channels dedicated to it, thus gaining a performance improvement.
The start interpretive-execution assist, available on most supported
processors, gives a similar benefit on VM/XA SP, but without the
need to dedicate separate channels to the preferred virtual machine.
This may make it simpler for you to configure a preferred virtual
machine’s I/O.

CP control blocks

In VM/XA SP, CP control blocks can be anywhere in real storage.
In VM/SP HPO, in which large numbers of CMS users or a
preferred guest can cause storage below the 16Mb line to be at a
premium, system control blocks have to be kept in the first 16Mb of
real storage.

Real storage size

VM/XA SP supports the architected real storage size of 370-XA, 2
gigabytes. VM/SP HPO supports a maximum of 64Mb.

Virtual storage addressing

VM/XA SP supports 24-bit or 31-bit virtual storage addressing,
giving a range of 2Gb. The current virtual addressing range
supported by CP is 999Mb, providing 62 times the addressing
capability as with VM/SP HPO. VM/SP HPO supports 24-bit
addressing only.

Expanded Storage

VM/XA SP allows you to share Expanded Storage among CP and
virtual machines. VM/SP HPO uses Expanded Storage for CP
paging and swapping only.

Preferred virtual machine

VM/XA SP allows up to six preferred guests (V=R and V=F; there
can be only one V=R) whereas VM/SP HPO supports one (V=R).

System/370 architecture

System/370 mode virtual machines are compatible with System/370
architecture.

4 VM/XA System Product Conversion Notebook
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Table 1 (Page 3 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

I/O management

VM/XA SP uses the 370-XA channel subsystem, which moves the
management of I/O from the processor and operating system into the
channels themselves. Devices are addressed by any available path
and an I/O interrupt does not always have to return on the same
path from which it was started. This gives you improved
performance, reliability, availability, and serviceability characteristics
over those available when using System/370 I/O. Refer to “How I/O
Differs” on page 10 for more information.

Real channel programs

As in VM/SP HPO, programs running in System/370 V=V machines
may build and execute real channel programs, and use DIAGNOSE
code X'98"' or GCS macros to do this. But in VM/XA SP, you
must reserve the real storage for these channel programs by
specifying the RIO370 parameter of the SYSSTORE macro during
system definition. (This same requirement exists in VM/XA SP for
370-XA V=YV machines running in 24-bit addressing mode, but not
for 370-XA V=V machines running in 31-bit addressing mode.)

Device numbers

VM/XA SP uses four-digit real and virtual device numbers, while
VM/SP HPO uses four-digit real device addresses (VM/SP HPO is
limited to channel X'1F' while VM/XA SP can support up to
X'FF') and three-digit virtual device addresses. This difference does
not affect command invocation, but does result in an incompatibility
in command responses and messages, since some responses and
messages carry four-digit device numbers.

Swapping

Block paging provides similar function. Refer to “How Block
Paging Differs from Swapping” on page 15

Saved segment support

In VM/XA SP, you do not define saved segments in a systems name
table (DMKSNT) at system initialization time. Rather, you define
saved segments using CP commands. Refer to “How Saved Segment
Support Differs” on page 17.

Spool files

The spool file format is different in VM/XA SP. As a result, you
must use the SPTAPE command (along with a cold start) or RSCS
to migrate spool files from VM/SP HPO to VM/XA SP. This is
discussed in “Spool Files” on page 21.

Migrating system files

VM/XA SP does not support migrating system files between VM/SP
HPO and VM/XA SP. System files include the following:

¢ Files created by the VM/SP HPO ACNT, CPTRAP, and
MONITOR commands

¢ VM/XA SP named saved systems, saved segments, image
libraries, user class restructure (UCR) files, and system trace
files.

e Virtual machine dumps, CP abend dumps, and CP stand-alone
dumps from either VM/SP HPO or VM/XA SP.

Journaling

VM/XA SP supports RACF, which provides similar function. Refer
to “Replacement for Journaling” on page 22.

Chapter 1. Overview: Systems Comparison
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Table 1 (Page 4 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

Networking facilities

As in VM/SP HPO, you can use the group control system (GCS)
component of VM/XA SP to implement a native SNA
communication network. There are several differences. Refer to
“Networking Facilities” on page 23.

User minidisks

CMS minidisks are fully compatible and those that reside on
VM/XA SP-supported devices can be used unchanged.

CMS commands

All VM/XA SP CMS commands are compatible except the DEBUG
command. There are new CMS commands that invoke new function
and there are enhanced commands to invoke enhanced function.

The enhanced commands are upwardly compatible.

CMS macros

CMS macros in VM/XA SP are upwardly compatible.

CMS external control blocks

CMS external control blocks in VM/XA SP are compatible.
VM/XA SP CMS does not have the FREELOWE field in NUCON.
Particularly sensitive to the conversion are programs that “steal
PSWs” or field external interrupts.

CP command privilege classes

Privilege classes for some VM/XA SP CP commands and
DIAGNOSE codes may differ for the corresponding CP commands
in VM/SP HPO.

Message action indicators

Action indicators (for example, the “E” in message 204E) on
VM/XA SP CP messages may differ for the corresponding messages
in VM/SP HPO, even though the message number may be the same.

Nonzero return codes

The nonzero return code and accompanying message that VM/XA
SP returns for errors may not be the same as the nonzero return
code that VM/SP HPO returns for corresponding errors.

Leading zeros

VM/XA SP suppresses leading zeros more often than VM/SP HPO
does.

EXECs written in CMS EXEC,
EXEC 2, or REXX

Generally, these EXECs are upwardly compatible. However, EXECs
that use CP commands or DIAGNOSE codes must be examined for
compatibility. You should also check return codes or CP responses.
EXEC, EXEC 2, and REXX programs run in System/370 mode or
370-XA mode virtual machines but only below the 16Mb line.

Programs written in high-level
languages

Programs written in the high-level languages (not the EXEC
languages) that VM /XA SP supports are source and object code
compatible.

Assembler application programs
and any program using 24-bit
addressing

They should execute without change. Exceptions could be programs
that:

¢ Depend on internal CP or CMS structure or control blocks
¢ Depend on functions that CP does not provide

¢ Depend on incompatible CP externals

¢ Depend on explicit System/370 architecture implementation.

Refer to Chapter 8, “Application Programming” on page 91 for
more details.

OS simulation services

OS simulation is compatible with VM/SP Release 5 CMS. VM/XA
SP adds MVS/XA macros.

6 VM/XA System Product Conversion
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Table 1 (Page 5 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

DOS/VSE simulation

DOS/VSE simulation is compatible with VM/SP Release 5 CMS.

Installing CP

Installation procedures for the VM /XA SP CP are generally
compatible with VM/SP HPO. There are differences for the system
definition (SYYS) file, the real I/O (RIO) file, and the user directory.
The system name table (SNT) does not exist in VM/XA SP. You
generate saved segments while the system is operating, so you do not
need to convert saved segments during the installation procedure.
Refer to Chapter 3, “Installation and Service” on page 45 for a
detailed discussion.

Installing CMS

Installing CMS on VM/XA SP is a similar, EXEC-driven procedure.
CMS as a named saved system requires 2Mb of virtual storage.

Installing GCS

Installing GCS on VM/XA SP is a similar, EXEC-driven procedure.

Installing user-written
applications and licensed
programs in shared storage

Installing user-written applications and licensed programs in shared
storage differs due to the improved usability of VM/XA SP’s shared
storage support. You have to rebuild named saved systems and
saved segments into 1Mb segments (you can store more than one
licensed program in this 1Mb segment) and remap saved segment
storage layouts. This is a one-time effort. Refer to “How Saved
Segment Support Differs” on page 17, “Managing Saved Segments”
on page 61, and VM/XA SP Planning and Administration.

Licensed programs

You can find a list of supported licensed programs in ¥M/XA4 SP
General Information.

Devices

You can find a list of supported devices in VM/XA SP General
Information.

VM/RTM, VMMAP, and
VMPPF

VM/XA SP supports a real time monitor called RTM/SF. Its output
looks similar to VM/RTM’s in VM/SP HPO but has different
meaning due to architectural differences in the two systems.

VM/XA SP does not support a monitor analysis program or a
performance predictor facility. VM/XA SP does provide monitor
data and a sample program called MONWRITE, which writes the
raw monitor data to disk or tape.

CP monitor

The VM/XA SP monitor collects data in categories called domains
rather than in categories called classes, samples, and events. The
monitor writes records to saved segments, not to spool files. Refer
to “The VM/XA SP Monitor” on page 75.

EREP

Files created by the CPEREPXA command are stored in CMS files.
You must set up a virtual machine to collect these files.

Chapter 1. Overview: Systems Comparison
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Table 1 (Page 6 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

Stand-alone utilities

VM/XA SP supports a stand-alone dump utility program, the Device
Support Facilities program, and two versions of the DASD dump
restore program.

* One version, DDRXA, is a stand-alone program that can be run
either on a real 370-XA processor or in a 370-XA virtual
machine.

¢ The other version, the System/370 DDR program, is a CMS
facility that can be run only under CMS in a System/370 virtual
machine.

VM/XA SP does not support a stand-alone directory program or
Format/Allocate program.

Checkpoint start

Checkpoint start is not required because of the VM/XA SP spooling
design.

IPCS

VM/XA SP provides the dump viewing facility instead of IPCS.
There are differences in the naming of dumps, in symptom record
handling for non-CP dumps, in processing trace table data, and in
display management capability. Also, the dump viewing facility does
not support the problem recording and management functions of
IPCS.

Iucv

IUCV in VM/XA SP is compatible with ITUCV in VM/SP HPO
except that VM/XA SP does not support the following CP system
services: *CRM, *IDENT, *LOGREC, and *SPL. VM/XA SP
adds a new CP system service, *MONITOR.

FBA devices

VM/XA SP supports the 3370 as dedicated-only.

Nondisruptive transition

Nondisruptive transition is no longer needed because of the way
VM/XA SP handles the V=R machine.

Single processor mode

Single processor mode is no longer needed because of virtual
machine multiprocessing.

Guest operating systems

VM/XA SP supports all VM/SP HPO-supported operating systems
as guests except for IX/370 and MUSIC/SP. VM/XA SP adds
MVS/XA, TPF, VM/XA SF, and VM/XA SP.

User modifications to the system

VM/XA SP and VM/SP HPO CPs have significantly different
internal structures. You have to rework VM/SP HPO CP user
modifications in order to apply them to the VM/XA SP CP. IBM
provides a sample exec, called COMPSCAN SAMPEXEC, to help
you convert applications. Refer to Appendix A, “Conversion
Tools” on page 277. ‘

ASCII terminals

VM/XA SP supports the connection of ASCII terminals through
VTAM or an IBM 7171 Device Attachment Control Unit. VM/SP
HPO supports the connection of ASCII terminals through VTAM,
through an IBM 7171 Device Attachment Control Unit, or natively.

Advanced printing subsystem
services (APSS)

VM/XA SP will support APSS after general availability of VM/XA
SP Release 2.

Product documentation

The VM/XA SP documentation is structured by task. As a result,
the VM/XA SP and VM/SP HPO CP manuals differ in structure.

8 VM/XA System Product Conversion Notebook
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Table 1 (Page 7 of 7). Summary of Compatibility between VM/SP HPO and VM/XA SP

VM/SP HPO Item

VM/XA SP’s Support of the Item

e Alternate CP nucleus
support

¢ Indexed sequential access

method (ISAM)
¢ Line mode devices

e Native CP communication

line driver support
¢ Page migration

¢ Preallocated dump space

* SHUTDOWN re-IPL

o Transparent services access

facility (TSAF)

VM/XA SP does not support these VM/SP HPO functions.

New Functions That Do Not Affect Conversion
Some of the explanations in Table 1 describe new functions in VM/XA SP. Listed
below are additional new functions. To exploit these functions, be sure to read the
other publications in the VM/XA SP library. These new functions include:

Multiple preferred guests, provided you have the Processor Resource/Systems
Manager™ (PR/SM™) feature on your 3090 Model E processor

Expanded Storage caching capability for virtual machine logon, IPL, and CMS
system minidisks

Ability to dedicate Expanded Storage to a guest
Ability to attach logical devices

Logged-on user limit changes

Additional soft abend dump capability
Automatic load balancing across paging devices

New DIAGNOSE codes (see “VM/XA SP-Only DIAGNOSE Codes” on
page 127)

New commands or operands, which provide the ability to:

— Retain spool files in hold status after processing (the KEEP operand of the
CHANGE command)

— Display the contents of third-level storage (the DISPLAY command)

— Prevent specific users from logging on to the system (the HOLD LOGON
command)

— Specify more at logon (the LOGON command), such as your virtual

machine storage size (the STORAGE operand) and an account number (the

ACCOUNT operand)

Processor Resource/Systems Manager and PR/SM are trademarks of the International Business Machines

Corporation.
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— Display the number of allocated, in use, and available cylinders for DASD
volumes attached to the system (the QUERY ALLOC command)

— Display the spool file limit for the system or for any individual user (the “’k.,/
QUERY MAXSPOOL command) -

— Display and set the current limit of logged-on users (the QUERY
MAXUSERS and SET MAXUSERS commands)

— Specify whether CP or your virtual machine will handle the SVC76
instruction (the SET SVC76 command)

— Make a path to devices logically available or unavailable for use by the
system (the VARY PATH command).

How 1/O Differs

One of the major differences between System/370 and 370-XA architecture is in the

way I/O is handled. Each architecture has a unique instruction set and a unique P
method of handling I/O to and from devices. 370-XA replaces System/370 channels
with a channel subsystem.

The main differences are:

e The 370-XA channel subsystem is designed so all processors in the system can
access all the devices attached to the system.

e In 370-XA, hardware, rather than software, handles path management.

e 370-XA device numbers do not have to correspond to the physical attachment of
the 1/O device. (For back off purposes, you should make the VM/XA SP device \
numbers correspond to the VM/SP HPO addresses.) L

In System/370, you relate devices to control units or channels. For instance, I/O
set up for device number 342 would be as shown in Figure 1.

Channel Control unit
3 4

Figure 1. System/370 Rationale for Device Numbers ‘\“*w-

In 370-XA, you relate devices to subchannels. Since each subchannel is uniquely
associated with one I/O device and that I/O device is uniquely associated with
that one subchannel, the subchannel becomes the addressable unit.

The VM/XA SP channel subsystem is more efficient than the System/370 channels,
because it moves I/O management functions out of the control program and into the
hardware. This makes your job easier since you no longer need to define all the
paths to a device in HCPRIO (the VM/XA SP equivalent of DMKRIO).

Figure 2 on page 11 and Figure 3 on page 12 provide a conceptual overview of the
differences.

10 VM/XA System Product Conversion Notebook
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Figure 3. 370-XA 1/O Structure

Creating an IOCDS
If you are running VM/SP HPO on a 308X or 3090, you must have defined the real
1/O configuration to the hardware. Using the Input/Output Configuration Program
(IOCP), you would have created an input/output configuration data set (IOCDS). N
VM/XA SP requires an IOCDS for 308X, 3090, and 4381 processors.

You can use the same IOCDS for VM/XA SP that you use for VM/SP HPO— unless
you defined your I/O in an unconventional manner in VM/SP HPO. For instance, if
you used expedient means in VM/SP HPO, such as assigning two addresses to the
same device or defining each path to a control unit as a separate control unit (so you
could share dedicated devices or attach a single tape unit to several virtual machine
guests), you will have to create a new IOCDS. In VM/XA SP, the same expedient
means may cause the system to hang or data integrity to be lost.

Even if your current IOCDS does not have these problems, you may benefit from
reconfiguring your I/O. During the migration period, however, it is important to
have an IOCDS that can be used in both System/370 and 370-XA modes.
Therefore, you might consider reconfiguring your I/O in a manner that can be used
for both the VM/SP HPO and VM/XA SP systems.

12 VM/XA System Product Conversion Notebook




VM/SP HPO Conversion

Recommendations for Configuring the 1/O
You may want to consider the following:

* When configuring the I/O for the VM/XA SP system, ensure that the I/O
configuration described in HCPRIO (the VM/XA SP equivalent of DMKRIO)
matches that described in the IOCDS. At system initialization, CP sends
warning messages to the primary system operator about devices it finds offline.
CP does this by checking the hardware I/O configuration defined by HCPRIO
ASSEMBLE. If you have assured that HCPRIO ASSEMBLE and the IOCDS
are compatible, the primary system operator receives warning messages only for
devices that are intended to be online but were inadvertently left offline.

* To make it easier to convert between your VM/SP HPO system and your
VM/XA SP system, you should assign the same device numbers in your VM/XA
SP system that you use in your VM/SP HPO system.

e In VM/XA SP, each subchannel is uniquely associated with one I/O device and
that I/O device is uniquely associated with that one subchannel, regardless of the
number of channel paths by which the I/O device is accessible.

e When running a System/370 operating system as a guest on VM/XA SP, you do
not need to define alternate channels and alternate control units.

System/370 Example of IOCP and DMKRIO Files

Figure 4 is an example of a System/370 I/O configuration.

Channel CHPID

4
4 N
Channel
5 set O
CPU 5
0
J
Main EJ] [;q
storage
'l i
CPU 5 21 -
2 w
Channel
set 1
4 20 J

Figure 4. Example of a System/370 [/O Configuration
IOCP and DMKRIO files that define the configuration in Figure 4 follow.

VM/SP HPO IOCP file:

CHPID PATH=((04,4,0)),TYPE=BL

CHPID PATH=((05,5,0)), TYPE=BL

CHPID PATH=((20,4,1)),TYPE=BL

CHPID PATH=((21,5,1)),TYPE=BL

CNTLUNIT CUNUMBR=042, PATH=(04 ,20) , SHARED=N,UNIT=3880,
PROTOCL=S,UNITADD=((20,32))

CNTLUNIT CUNUMBR=052,PATH=(05,21),SHARED=N,UNIT=3880,
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PROTOCL=S,UNITADD=((20,32))

IODEVICE ADDRESS=(420,32),CUNUMBR=(042,052) ,UNIT=3380

VM/SP HPO DMKRIO file:

RDEVICE ADDRESS=(420,32),DEVTYPE=3380,ALTCU=520
RCTLUNIT ADDRESS=420,CUTYPE=3880
RCTLUNIT ADDRESS=520,CUTYPE=3880

RCHANNEL ADDRESS=4,CHTYPE=BLKMPXR
RCHANNEL ADDRESS=5,CHTYPE=BLKMPXR

In the VM/SP HPO IOCP and DMKRIO files you can see that:

* FEach channel must be assigned to a specific processor.

¢ FEach piece of hardware must have its own definition.

* There can be multiple paths to a DASD through multiple address ranges. In
this example, there are four paths to one DASD through two address ranges.

370-XA Example of IOCP and HCPRIO Files

A corresponding 370-XA 1/O configuration would look as shown in Figure 5.

Channel subsystem

CPU

Main
storage

CPU

Figure 5. Example of a 370-XA T/O Configuration

20

21

Corresponding 370-XA IOCP and HCPRIO files would look as follows.
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VM/XA SP I0CP file:

‘Z ‘ CHPID PATH=((04)),TYPE=BL
CHPID PATH=((05)),TYPE=BL
CHPID PATH=((20)) ,TYPE=BL
CHPID PATH=((21)),TYPE=BL
CNTLUNIT CUNUMBR=042,PATH=(04,20) ,SHARED=N,UNIT=3880,
PROTOCL=S ,UNITADD=((20,32))
CNTLUNIT CUNUMBR=052,PATH=(05,21),SHARED=N,UNIT=3880,
PROTOCL=S,UNITADD=((20,32))
IODEVICE ADDRESS=(420,32),CUNUMBR=(042,052) ,UNIT=3380

VM/XA SP HCPRIO file:
RDEVICE DEVNO=(420,32) ,DEVTYPE=3380

In the VM/XA SP IOCP and HCPRIO files you can see that:
- ¢ Each channel can be accessed by any processor.
( e There can be a ‘logical’ control unit made up of two real control units.

¢ There can be multiple paths to a DASD through a single address range. In this
example, there are four paths to one DASD through only one address range.

Vary Channel Path Support

VM/XA SP provides commands to vary channel paths online and offline logically.
The VARY PATH command allows the system operator to logically make a path to

one or more devices available or unavailable for system use. Without this support,

( ‘ you would have to reload (IPL) the entire VM system or vary all devices offline,

- then online, just to gain the one or more paths desired. The vary channel path
support allows you to isolate control units for maintenance or dynamically add a
new channel path without disrupting the entire system’s I/O configuration.

This support also includes commands that allow the system operator to obtain path
allocation information. The QUERY PATHS command displays the logical online
or offline status of all paths leading to a specified device. The QUERY CHPID
command allows the operator to find all the devices accessible through a specified
( channel path and the logical online and offline status of each device on that path.

How Block Paging Differs from Swapping

VM/XA SP’s block paging capability was designed to meet the same objectives as
VM/SP HPO's swapping function. (Do not confuse the block paging capability with
the function of Expanded Storage.) Like swapping, block paging retrieves groups of
pages rather than a single page at a time. This reduces page read overhead,
recognizes user working sets, reduces the page fault rate, and utilizes DASD
technology.

However, the design of block paging differs from that of swapping. Table 2 on
page 16 compares VM/SP HPO’s swapping with VM /XA SP’s block paging.
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Table 2 (Page 1 of 2). How Block Paging Differs from Swapping

VYM/SP HPO Swapping

VM/XA SP Block Paging

You define an amount of space to be
used for paging and a separate
amount of space to be used for
swapping. You split the paging space
between primary paging, general
paging, and page migration.

There is no distinction between paging
and block paging space. You define a
single amount of space; CP uses the
space for both single pages and blocks
of pages. There is no distinction
between primary and general paging.
Also, there is no page migration.

You can define a fixed value for the
swap sets (such as 9) on the SYSPAG
macro in DMKSYS.

You do not define the size of blocks.

You can specify a prepage value (such
as 2 swap sets) using the SET SRM
PREPAGE command. This means
that the specified number of pages are
brought in before the virtual machine
executes.

There is no prepage function; block
paging is performed on demand only.

CP forms swap sets without regard to
virtual addresses.

CP forms blocks only within the same
1Mb segment of the virtual machine.

CP switches DASD volumes after
every swap set.

CP switches DASD volumes after
allocating twice the number of records
that can fit on a track.

When CP reads a page from the
paging area, it does not destroy the
data. Thus, CP only needs to rewrite
the page if it is changed.

When CP reads swap sets from the
swap area, it destroys the data after
reading it. Thus, CP needs to rewrite
all pages in the swap set, regardless of
whether they are changed.

When CP reads a single page or a
block of pages, it destroys the data
after reading it. Thus, CP needs to
rewrite all pages (both single pages
and blocks of pages), regardless of
whether they are changed.

CP includes in a swap set all pages
referenced by the user within a time
interval, whether or not the user
changed the page. Similarly, CP
removes pages from the swap set when
they are unreferenced by the user, not
when they are unchanged.

This works the same way in VM/XA
SP as in VM/SP HPO. CP includes in
a block of pages all pages referenced
by the user within a time interval,
whether or not the user changed the
page. Similarly, CP removes pages
from the block when they are
unreferenced by the user, not when
they are unchanged.

After using a swap set, CP writes the
unreferenced pages out to the paging
area and writes the referenced pages in
swap sets out to the swapping area.

Since there is only one area for both
paging and block paging, CP writes
both referenced and unreferenced
pages to the same area.

16 VM/XA System Product Conversion Notebook




VM/SP HPO Conversion

Table 2 (Page 2 of 2). How Block Paging Differs from Swapping

VM/SP HPO Swapping

VM/XA SP Block Paging

The cursor moves from the beginning
to the end of the swapping area.
When it reaches the end, it returns to
the beginning and starts over. As a
result, seek time increases as the size
of the swap area increases. This
means that you must be careful not to
allocate more swap space than you
need.

The cursor moves through the paging
area but does not necessarily move all
the way to the end. When the space
behind the cursor is 75% empty, the
cursor returns to the beginning. This
means that you don’t have to worry
about allocating too much paging
space. CP uses only the amount that
it needs.

Refer to “Guidelines for Converting Your VM/SP HPO Paging and Swapping” on

page 75 for administrative suggestions.

How Saved Segment Support Differs

Although the basic concept is the same, the saved segment support in VM /XA SP
differs from the saved segment support in VM/SP HPO. Table 3 summarizes the

differences.

Table 3 (Page 1 of 2). How Saved Segment Support Differs

VM/SP HPO Saved Segment Support

VM/XA SP Saved Segment Support

You define saved segments during
system initialization using a system
names table (DMKSNT).

You define saved segments while the
system is running using CP
commands. This is discussed in
“Managing Saved Segments” on
page 61.

Storage is comprised of 64K segments,
each containing 16 pages of 4K
storage.

Storage is comprised of 1Mb
segments, each containing 256 pages
of 4K storage.

You can store only one licensed
program in each 64K segment. The
licensed program must be stored on a
64K boundary.

You can store several licensed
programs in one or more 1Mb
segments as long as you do not store
both shared code and nonshared
(exclusive) code in the same 1Mb
segment. Each licensed program must
be stored on a page boundary. This is
discussed in “Storing Multiple
Licensed Programs in One Segment”
on page 18.

You define the ranges of licensed
programs in decimal values. Messages
and responses are in decimal.

You define the ranges of licensed
programs in hexadecimal values.
Messages and responses are in
hexadecimal.
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Table 3 (Page 2 of 2). How Saved Segment Support Differs
VM/SP HPO Saved Segment Support VM/XA SP Saved Segment Support
CMS can use a program in a saved CMS can use a program in a saved
segment only when the segment is segment whether the segment is inside
outside its address space. This is why or outside its address space. If the
the saved segments are called saved segment is inside the address
discontiguous. space, it is not considered
discontiguous.

Because of the major differences between VM/SP HPO and VM/XA SP in this area,
you must completely remap your installation’s shared storage. You cannot simply
convert your DMKSNT to be used in VM/XA. This remapping is a one-time effort.

When converting to VM/XA SP, you should maintain the DMKSNT file on the
VM/SP HPO SYSRES in case you need to back off to VM/SP HPO. The VM/XA
SP saved segments and saved systems are kept in system data files and cannot be
transferred to VM/SP HPO using SPTAPE. (You can move files between VM/XA
SP systems using SPTAPE.)

Storing Multiple Licensed Programs in One Segment

As in VM/SP HPO, you can define a saved segment into which you can store one
licensed program. In VM/SP HPO, the discontiguous saved segment (DCSS) is on a
64K boundary; in VM/XA SP, the saved segment is on a megabyte boundary.

But, to provide more efficient use of storage, VM/XA SP also allows you to define
segment spaces into which you can store multiple licensed programs. In this case, the
segment space is on a megabyte boundary but each licensed program is stored on a
page boundary. Thus, you can store many more programs in a given area without
wasting storage. This is particularly important to you when running application
programs in 370-compatibility mode because you need to fit all your licensed
programs below the 16MbD line. Once you exploit VM/XA SP and can address
licensed programs above the 16Mb line, you do not need to store licensed programs
so tightly; 1Mb segments will be sufficient.

You can mix shared and nonshared code within the same segment space as long as
you do not mix them within the same 1Mb segment. So, if you have a licensed
program, such as PROFS, which requires both shared and exclusive code, you can
store both parts in the segment space but you must store them in separate 1Mb
segments.

Figure 6 on page 19 shows ISPF/PDF, ISPF, and PROFS all stored in one segment
space which spans three 1Mb segments (from the beginning of megabyte 1 to the end
of megabyte 3). In this case, ISPF/PDF, ISPF, and PROFS are all considered
member saved segments of this segment space. Note that the boundaries of the
segment space are rounded to megabyte boundaries.

18 VM/XA System Product Conversion Notebook
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SPACE1

PROFS (exclusive)
3 Mb—

PROFS (shared)

ISPF (shared)
2 Mb —

ISPF/PDF (shared)
1 Mb—

Figure 6. Using a Segment Space to Store Licensed Programs

Overlaying Licensed Programs

As in VM/SP HPO, you can overlay saved segments (that is, define multiple saved
segments at the same address range) to make more efficient use of virtual storage.

You can also overlay segment spaces. When you do this, the second segment space
replaces the entire address range of the first segment space, even if it is not defined
at exactly the same location as the first segment space. If a segment space overlays
part of another segment space, it causes all of the currently loaded space to be
removed from the user’s address space. For example, look at the storage layout in
Figure 7 on page 20. If you load SPACE3 while SPACE?2 is loaded, all of SPACE2
is removed from the guest’s address space even though only part of SPACE2 is
overlapped. Similarly, if you load SPACE4 while SPACE2 is loaded, all of SPACE2
is removed from the user’s address space. Refer to “Managing Saved Segments” on
page 61 for a discussion of how to manage saved segments in VM/XA SP.
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8 Mb

QMF (shared)
SPACE2

7 Mb — > SPACE4

6 Mb — VMAS (shared) 6 Mb J

FORTRAN (shared) | ~

SQL/DS (shared)
5 Mb - 5 Mb —

GDDM (shared) > SPACE3

4 Mb - 4 Mb ~- <

Figure 7. Using Segment Spaces to Overlay Licensed Programs

Saved Segment Terminology
Table 4 explains terminology used to describe attributes of saved segments.

Table 4 (Page 1 of 2). Saved Segment Terminology

DCSS

Segment Space

Member Saved Segment

Contains one or more
megabytes of storage

Contains one or more
megabytes of storage

Contains one or more
megabytes of storage

Beginning address is
rounded down to the
nearest megabyte
boundary

Beginning address is
rounded down to the
nearest megabyte
boundary

Beginning address is a
page boundary

Ending address is
rounded up to the
nearest megabyte

boundary.

Ending address is
rounded up to the
nearest megabyte

boundary

Ending address is
rounded up to the last
byte in its last page

Minimum size is 1Mb,
regardless of how many
pages are defined;
maximum is 999Mb

Minimum size is 1Mb,
regardless of how many
pages are defined;
maximum is 999Mb

Minimum size is 4K,
maximum is 999Mb

A N

AN
“.

May span megabyte
boundaries

May span megabyte
boundaries

May span megabyte
boundaries

May be saved by name
with the SAVESEG
command

May not be saved by
name

May be saved by name
with the SAVESEG
command
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Table 4 (Page 2 of 2). Saved Segment Terminology

DCSS Segment Space Member Saved Segment
May be loaded! by May be loaded! by May be loaded! by
name with DIAGNOSE name with DIAGNOSE name with DIAGNOSE
X'64' X'64' X'64'

May be purged! by May be purged! by May be purged! by
name name name

Contains a single shared  Contains up to 64 Is associated with up to
item member saved segments 64 segment spaces

Use of System Data Files
VM/XA SP stores saved segments in system data files.

A system data file is a special type of spool file that resides in system spool space
and contains a collection of data associated with a particular system function. You
can create, purge, or replace system data files dynamically without regenerating the
operating system, thus maintaining system availability while doing routine
management. If you need to do a cold start of the system, the system data files
survive.

VM/XA SP uses system data files for:
¢ Saved segments and named saved systems
e Image libraries for all printers
e CP command privilege class override data

¢ System trace files.

Spool Files

Because of the incompatibilities in spool file formats between VM/SP HPO and
VM/XA SP, you must perform a cold start when converting to VM/XA SP or
backing off from VM/XA SP. Use RSCS or the SPTAPE command to transport the
spool files back and forth.

If you bring up a VM/SP HPO guest on VM/XA SP and have RSCS service
machines running on VM/SP HPO and VM/XA SP, you can use RSCS to send the
VM/SP HPO spool files to the VM /XA SP system.

If you do not bring up a VM/SP HPO guest, you must use the SPTAPE command
to migrate spool files from VM/SP HPO to VM/XA SP. This is discussed in detail
in “Migrating Spool Files” on page 54.

| 1 Loading and purging may instead be done with the CMS SEGMENT command or SEGMENT macro.
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Spool File Limit

VM/SP HPO Release 4.2 allows up to 9900 spool files per system while VM/SP
HPO Release 5 allows up to 9900 spool files per user. VM/XA SP allows up to 9999
spool files per user.

In VM/SP HPO Release 5, you control the total number of spool files in the system
using the SYSSPL parameter on the SYSRES macro and the size of the checkpoint
area. In VM/XA SP, there is no parameter for limiting the number of spool files in
the system. The total number of files alloweé“i in the system is determined by the size
of the warm start area.

Although VM/XA SP does not provide a parameter for limiting the number of spool
files in the system, it does provide a parameter for limiting the number of spool files
for individual users. You do this using the MAXSPOOL parameter on the
SPOOLFILE directory control statement.

Determining the Amount of Spool Space Needed

Each DASD type can hold a specific number of pages per cylinder. For instance, a
3380 holds 150 pages per cylinder, allowing nearly 154,000 files. See VM/XA SP
Installation and Service for the number of pages you can fit on a cylinder of a
specific DASD type.

The total spooling space you need depends on the type of spool files you typically
have. Small files such as PROFS notes typically use about two pages of DASD
storage. Large files like listings, documents, and dumps require much more. Since
trailing blanks are suppressed, “narrow” files of many lines require less space than
“wide” files with right-hand margins, such as listings. Printer fonts are large and
may consume space in environments that process sophisticated documents. A typical
installation needs to allocate about 500 cylinders for spool space. See VM/XA SP
Planning and Administration for details.

Your system operator will receive a warning message when spooling space is nearly
full. The operator can bring additional spooling volumes online if those volumes are
defined on the SYSCPVOL macro. Otherwise, your operator should request that
spool files be purged, processed, or put on tape with the SPTAPE command.

If You Are Converting from VM/SP HPO Release 4.2

If you are converting from VM/SP HPO Release 4.2, do not exceed 9999 spool files
in the VM/XA SP system until you are sure that you will not need to back off to
VM/SP HPO. Otherwise, you will not be able to migrate all of the spool files back
to VM/SP HPO.

Replacement for Journaling

Since VM/XA SP does not support journaling, you may want to install the Resource
Access Control Facility (RACF) Version 1 Release 8 to provide this on your system.
If you do install RACF, take note of the following:

* You can operate RACF in defer mode. This means that although RACF does
authority checks, it issues only warning messages. Access to the resource is
granted based on regular VM/XA SP access checks. Defer mode eases your
conversion during the period immediately after you install RACF.

After you have completed your conversion to RACF, you can operate RACF in
full fail mode, which denies access to a resource when the RACF authority
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check fails. If a RACF authority check succeeds, a command completes
execution with no change. If the RACF authority check fails, the command
terminates with a message.

¢ End users are affected by RACF. RACF does not immediately lock a user out
of the system when the password expires. For instance, if a user’s password is
expired, RACF allows the user to change the password during logon. (Previous
releases of RACF allowed a user to change the password whether or not it was
expired. RACF 1.8 allows a user to change the password at logon only if it is
expired.)

RACF can be shared among multiple systems, whether they are first-level or
second-level.

. Networking Facilities

| As in VM/SP HPO, you can use the group control system (GCS) component of
| VM/XA SP to implement a native SNA communication network. Differences are:

[ ¢ VM/XA SP does not support the transparent services access facility (TSAF) and
[ therefore does not support the Advanced Program-to-Program
[ Communication/VM (APPC/VM) protocol.

| ¢ In VM/SP HPO, a virtual machine gains access to the GCS supervisor by a link
| (the LINK command or LINK directory control statement) to the GCS system
| disk. In VM/XA SP, this access is controlled by the RSTD operand of the

| DEFSYS command (to define the GCS named saved system as restricted) and

| by the NAMESAVE directory control statement (placed in the directories of

| virtual machines that are allowed to access the GCS named saved system).

\ e In VM/SP HPO, you use the DMKSNT file to define the name and location of
| VTAM saved segments. In VM/XA SP, you use the DEFSYS (for GCS) and

| DEFSEG (for VTAM) commands to define skeleton files that provide similar

| functions. You then load these files with GCS and VTAM as named saved

| systems.

| Several customers report using the same parameter values for DEFSYS as for
i DMKSNT.

| ¢ To execute real I/O, which moves data between main storage and real I/O

| devices, VTAM must build a channel program in real storage. In VM/XA SP,
| VTAM does this by locking pages of virtual storage into real storage, requiring
| you to:

| — Specify how much real storage to lock by using the RIO370 parameter of

| the SYSSTORE macro in HCPSYS, the system control file. RIO370

| specifies the number of 4K page frames used by a System/370 V=V machine
| (like VTAM) or a 370-XA V=V machine operating in 24-bit addressing

| mode that executes real channel programs.

| — Authorize the VTAM service machine to execute real channel programs by
| specifying the DIAG98 option of the OPTION directory statement in the
| VTAM service machine’s directory.

| You can determine the RIO370 parameter value from calculations described in
| Network Program Products Storage Estimates. In the table for constant

| common storage requirements, complete the calculations for major node

| activated (channel-attached communication controllers and channel-attached

| devices). The total of these calculations (with the exception of the calculation
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for NetView™ PIU trace activity), rounded up to a 4K multiple, is your RIO370

value for VTAM. If you have other V=V 24-bit machines that execute real =
channel programs in addition to VTAM, you must add their values to the &
VTAM value. If you set the RIO370 value too low, VTAM can fail. Several S
customers with VTAM and two channel-to-channel adapters report using values

between 120 and 200.

You can use the QUERY FRAMES command to display the status of the
RIO370 area.

How System Scheduling, Tuning, and Monitoring Differ

Refer to “Managing System Performance” on page 70 for a discussion of the
VM/XA SP scheduler, tuning controls, and the VM/XA SP monitor.

NetView is a trademark of the International Business Machines Corporation.
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( Chapter 2. Planning for Conversion

Developing a Conversion Plan

A conversion plan is the key to a successful conversion to VM/XA SP. Planning
should begin early, ideally as soon as you make the decision to order VM /XA SP.
To begin your plan, take inventory of your current system hardware and software,
and then establish goals for what your new system environment will contain.

Planning for the conversion is the process of organizing the conversion project in
such a way as to produce a new system that meets requirements set by your
installation.

(‘ Key points you have to consider for conversion planning are:

1. Develop a statement of purpose for your system conversion.

The goals for conversion set boundaries on the conversion process and help you
put a plan in place that meets your requirements.

2. Understand the conversion requirements.

These include:

Technical requirements. What is the technical goal for the new system? For
example, your goal might be to remove storage constraints for applications.

Schedule. When do you expect the conversion to be complete? A
conversion takes considerably longer than a release-to-release migration.

Human resources. How many people do you need to perform the
conversion? It is best to have one person coordinate the conversion. The
number of other people involved varies from installation to installation and
is based on the complexity of the system, the experience of the personnel,
the number of applications, and many other factors. Remember to have
backups for key people.

Cost. What is the acceptable limit to the conversion expense?

Workload. What is the maximum workload given current resources? Are
additional resources needed?

3. Establish or update your system technical inventory.

You should begin your conversion with an accurate inventory of all the elements
of your system. Make a list of:

Hardware configuration. This should reflect what is already installed plus
any hardware you plan to install or remove during the conversion time
period.

Software products. All installed licensed programs, both IBM and vendor
products, that are used on your current system.

Applications. You should make an inventory of all applications on your
VM/SP HPO system, especially those that use CP and CMS interfaces such
as CP commands, DIAGNOSE codes, messages, CP macros, CMS macros,
CP control blocks, and CMS control blocks.
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* System modifications. This should include any changes you have made to
code provided by IBM. You may have to change these modifications.

e User-installed tools.

4. Determine which licensed programs, applications, and modifications are necessary
and which ones can be replaced or eliminated.

To find out which programs are used and how often they are used, you can
either survey your end users or set up an automated procedure. One way to
automate the procedure is to add a statement to the beginning of each EXEC,
program, or macro that sends an IUCV *MSG to an IUCV service machine.
The service machine will then record the number of times an application is
called.

¢ Refer to VM/XA SP General Information or contact your IBM
representative for a list of IBM licensed programs supported by VM/XA SP.
Determine if these programs offer sufficient functions for your production
system. Determine the impact of the functions that are not supported.
Order the correct level of the programs that you need, and order any
prerequisites or corequisites if you do not already have them.

¢ Contact other software companies about non-IBM products.

¢ Determine the impact of converting necessary applications and
modifications.

5. Identify specific users or groups of users who will benefit from converting to
VM/XA SP and the order in which you will convert them.

Also, identify users who cannot convert to VM/XA SP because they require
functions that are not supported. Plan what you will do with these users; for
example, consider running them as users on VM/SP HPO running as a preferred
guest under VM/XA SP or moving them to a system that is not yet targeted for
conversion.

6. Evaluate ybur service agreements with your end users.

Can you negotiate for different reliability and availability criteria during the
conversion period? Also, you may want to warn end users that availability
means that the system is up, not that all applications are necessarily working.

7. Understand the impact of major items that are handled differently in VM/XA SP.
These include:

¢ The I/O subsystem

¢ Block paging instead of swapping

¢ Saved segment support

¢ Spool file formats.

e System scheduling, performance monitoring, and tuning.

These items, as well as other major differences between VM/SP HPO and
VM/XA SP, are discussed in Chapter 1, “Overview: Systems Comparison” on
page 3.

8. Educate your staff about VM/XA SP.
Key personnel who need education are:

¢ Planners, who require information about what hardware and software is
supported by VM/XA SP
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¢ System administrators, who require information about new and changed
procedures for controlling system resources

¢ Support personnel, who require information about 370-XA architecture and
VM/XA SP system internals

¢ Application programmers, who require information about VM/XA SP
application programming interfaces and 370-XA architecture

¢ End Users, who require information about VM/XA SP commands that are
different from VM/SP HPO. See Chapter 7, “Application End Use” on
page 89 for a list of these commands.

For information about education that IBM offers, contact your IBM
representative.

Order an adequate supply of manuals. See “VM/XA System Product
Publications” on page 305 for titles and order numbers.

It is important that managers, support personnel, application programmers, and
end users understand the changes that will occur when your installation converts
to VM/XA SP. An understanding of your installation’s goals, the benefits of
VM/XA SP, and the changes required to convert to VM/XA SP will help your
organization commit to the project.

9. Create a detailed conversion plan.

This plan should provide a detailed map of the activities and schedules needed to
complete a successful conversion. Develop strategies for how you will approach
the conversion. You must determine:

s Groups of work items that can be combined and managed together.
e A beginning and an end date for each work item.

* A reporting structure for managing the conversion process—that is, how
each member of the conversion team reports progress to the person
responsible for the entire conversion.

* A strategy for converting to VM/XA SP. This includes:

— What users or groups of users you will convert and the order in which
you will convert them

— How and when you will share DASD
— What kind of communications network you will implement
— How you will handle the directory and secufity of the system
— How you will test and cut over to the new system.
10. Create a back-off plan.
Determine back-off criteria, plans, and schedules.
11. Understand how application programs need to be changed to run in VM/XA SP.

IBM provides sample EXECs to help you determine how much work you need
to do to convert programs to run on VM/XA SP. For more information, see
Chapter 8, “Application Programming” on page 91 and

Appendix A, “Conversion Tools” on page 277.
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12. Communicate.

Before converting, communicate the conversion plan to the users of your current
system. During the conversion, communicate the status of the conversion to the
users of your new system.

Inform your users of the justifications for the conversion, the benefits of the new
system, the dates for the main tasks in your conversion plan, the system

resources that will be unavailable at certain times, and what your users’ role is in
the conversion process (that is, testing their individual applications and EXECs).

Because much of the impact of the conversion is to applications and EXECs,
you should involve application programmers in the conversion. They will have
to check their applications and EXECs, recode them if changes are required, and
test them. Involve end users, too, because the externals of some system
functions may change. For instance, the logon procedure changes if you install
RACF on the new system.

Some forms of communication are:
¢ (Classroom education
¢ User service representatives

e A bulletin board facility or conferencing system, which could be
implemented in several ways:

— As read-only or help files that users can browse.

— As a disconnected virtual machine to which users can submit questions
and comments that are available for all to read and respond to. The
questions and comments would reside in files, and users would link with
read access to the minidisks containing these files. As users submit their
questions or comments (updates), the disconnected virtual machine
would append the updates to the appropriate file based upon file name
or file type.

Conversion Strategies

The conversion from VM/SP HPO to VM/XA SP will be different from your usual
migration to a new VM/SP HPO release since VM/XA SP does not run as an
operating system on VM/SP HPO. As a result, all testing of the CP code must be
done off-shift or on a separate processor.

One way to approach this is to choose a pilot group that will move to VM/XA SP
first; for example, you might choose your system support personnel. Move them to
VM/XA SP and have them test and debug their applications. Once they are
running, you can move more and more users until your production workload is
running on VM/XA SP.

Splitting workload is one way to implement such a conversion. However, because it
means that you will have to split your production across several systems, it can cause
some problems for you. You must determine:

¢ Whether to use one or two systems

* How users on the VM/SP HPO system will share data with users on the VM/XA
SP system

¢ What you will do about the directory, data bases, and security
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¢ How users on the VM/SP HPO system can communicate with users on the
VM/XA SP system

¢ If necessary, how you will back off.

These concerns are addressed in the following sections.

Should | Use One System or Two?

Whether to use one or two systems depends on your installation’s configuration and
hardware.

When you convert to VM/XA SP, you will need additional capacity on the new
system to accommodate new functions.

Using Two Processors
If you have a separate processor on which you can bring up VM/XA SP or if you
can bring up VM/XA SP on half of a physically partitioned processor, you can
install and test without affecting your VM/SP HPO production system.

When you are satisfied with the reliability of the VM/XA SP system, you can move
the VM/SP HPO workload to production on VM/XA SP. For planning purposes, if
you are running on the same hardware, it is projected that you will achieve up to
85% of VM/SP HPO native performance, depending on your configuration and
workload characteristics.

Your plan might look like this:

1. If your VM/SP HPO system is processor-constrained, you may need to upgrade
your processor.

2. Using your existing VM/SP HPO system, generate a small VM/XA SP system.
IPL this system on a separate processor or on half of a physically partitioned
processor.

3. Use this small VM/XA SP system to test and become familiar with VM/XA SP.
Once you understand VM/XA SP, generate a larger VM/XA SP system.

4. Before you convert any CMS users, you should sufficiently test the VM/XA SP
system. Once users convert their applications and begin to exploit VM/XA SP
CMS, you will have a harder time backing off. To ensure that the system is
stable, you may want to run VM/XA SP for a period of time before you move
users. During this time, you can train the data processing and operations staff,
install and test licensed programs, convert service machines and system
applications, and convert the programmable operator and other automated
functions.

S. While you continue the majority of your production work on the separate
VM/SP HPO system, move the first group of users (probably your data
processing support group) to VM/XA SP. Have them convert and test their own
application programs on VM/XA SP CMS. To prepare for a possible back-off,
either keep a copy of the System/370 versions of applications or code the
applications so that they run in either architectural mode.

6. Move more users to VM/XA SP. You might consider moving application
programmers or a group of people that work independently of others (that is,
they do not share data bases with a large number of people). Have them
convert and test application programs on VM/XA SP CMS.
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7. Continue to move users to VM/XA SP until you have moved everyone that is
scheduled. If you have some users that cannot go to VM/XA SP because they
need function that is not available, you may not be able to complete the
conversion until a later release of VM/XA SP.

Figure 8 depicts this conversion strategy using two processors.

Phase | Phase 11
VM/SP VM/SP VM/XA
HPO CMS HPO CMS SP
CMS
VM/SP VM/SP VM/XA SP
HPO HPO
Phase [lI Phase IV
\l_/l'\F{‘(/)SP VM/XA SP VM/XA SP
ome CMS CMS
VM/SP VM/XA SP VM/XA SP
HPO

Figure 8. Conversion from VM/SP HPO to VM/XA SP Using Two Processors

Using One Processor with Logical Partitioning
If you have a 3090E processor with the PR/SM feature operating in logically
partitioned (LPAR) mode, you can install and test VM/XA SP in one of the
partitions without affecting your VM/SP HPO production system that is running in
another partition. The PR/SM feature allows you to run old and new operating
systems and application programs in independent logical partitions that are active on
the same processor complex at the same time.

VM/XA SP Release 2 is supported in LPAR mode for test and development only.
This support will be available after general availability of Release 2 and does not
include V=F or V=R guest support.

Using One Processor without Logical Partitioning
Once you are satisfied with the reliability of your VM/XA SP system, you can install
VM/SP HPO as a guest and migrate users to VM/XA SP.

For planning purposes, you may make the following assumptions. If you take the
entire VM/SP HPO workload and run it in a VM/SP HPO virtual machine under
VM/XA SP on a non-3090E processor, it is projected that you will achieve up to
60% of VM/SP HPO native performance. If you take the entire VM/SP HPO
workload and run it in a VM/SP HPO virtual machine under VM/XA SP on a
3090E processor without the Processor Resource/Systems Manager (PR/SM) feature,
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it is projected that you will achieve up to 80% of VM/SP HPO native performance.
If you have the PR/SM feature operating in ESA/370 mode, it is projected that you
will achieve up to 90% of VM/SP HPO native performance (assuming a V=R or
V=F guest). Your specific system performance may vary due to workload, I/O
configurations, or hardware.

To reduce the workload running in the VM/SP HPO virtual machine under VM/XA
SP, consider moving some users to the VM /XA SP production level right away.

You tune the VM/SP HPO preferred guest the same way that you tuned the VM/SP
HPO native system.

In summary, if you are constrained on your current processor (that is, storage, IO,
processor), you should consider upgrading your system before you convert.

Example: If you are 95% processor-constrained running your VM/SP HPO system
on a 3081 processor, you might consider moving to a 3090 Model 200E processor.
This would reduce the processor utilization to near 62%, providing the additional
capability that you will need to grow with VM/XA SP.

Your conversion plan might look like this:

1. If your VM/SP HPO system is constrained, you may need to upgrade your
equipment.

2. Using your existing VM/SP HPO system, generate a small VM/XA SP system.
Re-IML the processor and IPL the VM/XA SP system off-shift on the same

processor.

Use this small VM/XA SP system to test and become familiar with VM/XA SP.
Once you understand VM/XA SP, generate and test a larger VM/XA SP system.

Throughout this effort, you must test off-shift and restore your VM/SP HPO
system for production work until you are satisfied with the VM/XA SP system
reliability.

A technique you can use to shorten a test is to avoid dumping and restoring
spool files before and after the test, provided this is acceptable to your users. In
order to do this you must:

s Notify users who will be testing that they will not have their spool files
available during the test. If they require their spool files for the test they
must process them prior to the changeover.

¢ Bring up VM/XA SP without the spool files.

* Upon completion of the test, use SPTAPE to dump the spool files created
during the test.

¢ After bringing up your VM/SP HPO production system again, use SPTAPE
to restore the spool files that you dumped during the VM/XA SP test.

3. When you are satisfied with the VM/XA SP system’s reliability, load your
VM/SP HPO system as a V=R preferred guest operating system in the new
VM/XA SP environment.

4. Before you convert any CMS users, you should sufficiently test the VM/XA SP
system. Once users convert their applications and begin to exploit VM/XA SP
CMS, you will have a harder time backing off. To ensure that the system is
stable, you may want to run VM/XA SP for a week or so before you move
users. During this time, you can train the data processing and operations staff,

Chapter 2. Planning for Conversion 31




VM/SP HPO Conversion

install and test licensed programs, convert service machines and system
applications, and convert the programmable operator and other automated
functions.

5. While you continue the majority of your production work on the preferred
guest, move the first group of users (probably your data processing support
group) to native VM/XA SP. Have them convert and test their own application
programs on VM/XA SP CMS. To prepare for a possible back off, either keep
a copy of the System/370 versions of applications or code the applications so
they run in either architectural mode.

6. Move more users to VM/XA SP. You might consider moving application
programmers or a group of people who work independently of others (that is,
who do not share data bases with a large number of people). Have them
convert and test application programs on VM/XA SP CMS 5.

7. Continue to move users to VM/XA SP until you have moved everyone that is
scheduled. If you have some users who cannot go to VM/XA SP because they
need functions that are not available, you may need to maintain a VM/SP HPO
guest and complete the conversion at a later release of VM/XA SP.

Figure 9 depicts the conversion scenario using one processor.

Phase | Phase Il Phase Il Phase IV
VM/SP VM/SP
HPO HPO
CMS CMS
VM/SP HPO VM/SP VM/XA SP VM/SP| VM/XA SP VM/XA SP
CcCMS HPO CMS HPO cMS CMS
VM/SP HPO ) | VM/XA SP > | \/M/XA SP sy | \/M/XA SP

Figure 9. Conversion from VM/SP HPO to VM/XA SP Using One Processor

. Creating a Pilot Production System

| Depending on the conversion strategy you choose, you might want to create a
VM/XA SP pilot production system from the original production system. The pilot
production system could be in a separate partition or on a separate processor; it
could not be a guest. After the regular production system is converted to VM/XA
SP, the pilot production system could be merged back into the original production
system.

A major concern for the users of the pilot system would be that if their node IDs
change they would not get spool files and PROFS documents that are inadvertently
sent to the old node ID. To avoid this problem, it is possible to make user IDs on
the pilot node appear to the network as though they still reside at the original node.

| Consider the following items when attempting to create the pilot system from the
1 original system:

| * Spool files (CMS notes, PROFS notes, SENDFILE files, and so forth)
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PROFS documents
PROFS calendar access
Data shared via links
Data base access.

L]

Spool Files
In order to make the change in systems unnoticeable to those sending and receiving
spool files, you can do the following.

On the original system:

¢ Do not delete IDs of users who have moved to the pilot system. You want them
to be able to receive spool files on the original system but to be prevented from
logging on to the original system. You can do this by changing the users’
passwords without telling them their new passwords or, if RACF is installed, by
having the ID RACF revoked.

¢ Set up a service machine with the appropriate privilege class to transfer spool
files to the pilot system. The service machine should transfer, at an
installation-determined interval, the files in the readers of the IDs that were
migrated to the pilot system by tagging the files with the ID of that node. You
can use a table lookup to determine which IDs are to receive this treatment.

The files transferred from the original system appear in the reader of the pilot
machine just as if they were sent there directly.

On the pilot system:

* Have the users update their nickname files to include both node and ID so that
files can be sent to user IDs that remain on the original system.

PROFS Documents
If PROFS is installed, PROFS documents must also be transferred to users on the
pilot system. To do this:

1. Move the PROFS document data base to the pilot system as follows:
a. Copy the data base.

b. Within the new document data base, use XEDIT to change node ID
references to reflect the pilot node ID instead of the original node ID.

2. Transfer documents to IDs on the pilot system by using the PROFS
EPRERELN user exit for all nodes in the network that send PROFS documents
to the pilot system. The exit invokes a user-written EXEC that does a table
lookup using node and ID as the argument to determine, for the pilot users
only, which PROFS MAILMAN should receive the documents.

3. When pilot production has ended, merge the documents created on the pilot
system back into the production system data base as follows:

a. On the pilot system, use an ID with link privileges to all PROFS user IDs to
invoke a user-written EXEC that extracts, from each ID’s mail log, the
documents created during pilot system operation and sends them back to the
original system. The EXEC could use a table of IDs to do this for each
PROFS ID on the pilot system.

b. On the original system, read in the PROFS documents sent back from the
pilot system.
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PROFS Calendar Access

To migrate the calendar data to the pilot system, the files that represent individual
months per user must be transferred to that system. You can do this using RSCS. , {
You can use the same process to migrate the pilot users back when pilot production

ends.

Users at the two systems will no longer be able to see one anothers’ calendars as
they could when integrated into a single system.

Data Shared via Links

Data Base Access

Minidisks shared between the two systems must be controlled so that accessing a
minidisk for write from both systems at the same time cannot happen. This can be
done using RACF.

Data bases, such as PROFS and SQL data bases, cannot be shared. All activity
must be from one of the two systems for a given data base.

Some products with nonshared data bases, such as PROFS and SQL, do not permit S
coalescence (merging) of data if a return to one common data base is required. For

example, if the original system has a PROFS document data base and you create one

on the pilot system for users you move there, you cannot merge the pilot system

data base back into the original system data base when you move the pilot system

users back to the original system.

What If | Have a Guest Operating System Running on VM/SP HPO? -

If you have an operating system, such as MVS, running on VM/SP HPO, you should \ J
install it as a guest operating system on VM/XA SP rather than as a guest operating

system on a VM/SP HPO guest running under VM/XA SP. Be aware, though, that

you have to convert any EXECs used by your operations personnel to run on

VM/XA SP CMS and that you may have to change other operational procedures.

How Can VM/SP HPO and VM/XA SP Users Share Data?

If you migrate users from the VM/SP HPO system to the VM/XA SP system in a /
staged fashion, your production will be split between several systems. One major N/
concern is how you will share data between these systems.

VM/XA SP software allows you to share information on a DASD volume in the
following ways:
e Between multiple virtual machines using virtual reserve/release.

e Between one virtual machine and operating systems running on other processors
using real reserve/release.

e Between multiple virtual machines and operating systems running on other
processors using concurrent virtual and real reserve/release. The virtual
machines and operating systems must support real reserve/release CCWs.

Virtual reserve/release, real reserve/release, and concurrent virtual and real i
reserve/release all work the same way in VM/XA SP as they do in VM/SP HPO. £ \)
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The sections that follow include examples of virtual reserve/release and concurrent
virtual and real reserve/release. For a complete discussion, refer to VM/XA SP
Planning and Administration.

What If We Cannot Share Data through Reserve/Release?
In some instances, you will not benefit from or will not be able to share DASD
through VM/XA SP’s reserve/release. For instance, if:

* You need to share data between multiple virtual machines on multiple systems
and the operating systems running in the virtual machines do not support
concurrent virtual and real reserve/release. CMS is an example of a virtual
machine that does not support this type of sharing.

* Your system is constrained and you cannot afford the performance degradation
that results from shared DASD (particularly concurrent virtual and real
reserve/release).

* You need to share data bases (such as SQL or APL) between several groups of
users and not all of the users can be moved to VM/XA SP.

¢ There are incompatibilities that prevent VM/SP HPO and VM/XA SP from
accessing the same data. This is the case with the user directory.

In these cases, you might:
e Replicate the data.

¢ Maintain the data on one system only and give two user IDs to users who need
to access the data.

¢ Physically attach the DASDs you want to share to the second system and allow
write access from only one system. If you have RACF, you can use it to find
out who has access and to limit the write access from one system. You should
be aware however that this method of sharing is not protected by VM/XA SP
software; you must set up the controls yourself.

How Do | Share Data between Multilevel Virtual Machines?

Using Virtual Reserve/Release
If you want to share data between virtual machines running under VM /XA SP that
support virtual reserve/release, and you do not need to share this data with operating
systems running on other processors, use virtual reserve/release. MVS is an example
of a virtual machine that supports virtual reserve/release. CMS is an example of a
virtual machine that does not support virtual reserve/release.

Virtual reserve/release works the same way in VM/XA SP as it does in VM/SP HPO.

Figure 10 on page 36 depicts MVS virtual machines sharing DASD through virtual
reserve/release. -
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3
DASD

CMS | MVS | MVS | MVS | MVS | CMS

VM/SP HPO

VM/XA SP

Figure 10. Sharing DASD Using Virtual Reserve/Release

On the VM/SP HPO guest:

1. Define the DASD as a minidisk for one of the virtual machines, perhaps A, in
the VM/SP HPO directory. Specify MWV as the access mode on the MDISK
statement.

2. Code the LINK statement for the remaining virtual machine, B, in the VM/SP
HPO directory. Specify MW as the access mode.
On the VM/XA SP system:

1. Define the DASD where the minidisk resides on the RDEVICE macro in
HCPRIO and on the SYSCPVOL or SYSUVOL macro in HCPSYS.

2. Code the MDISK statement in VM/SP HPO's directory entry in the VM/XA SP

directory. You must append a V to the primary access mode (read, write,
multiple write, and so on) indicating that this minidisk can be shared between
virtual machines. For example:

MDISK 197 3350 000 400 WORKPK MWV GANDALF
3. Code the LINK statement in Y and Z’s directory entry. For example:
LINK HPO 197 197 MW

4. Specify that the DASD will not be shared with another operating system. The
default setting of the SHARED option of the RDEVICE macro
(SHARED =NO) takes care of this for you.

Now, virtual machines running in the VM/SP HPO virtual machine under VM/XA

SP may have write access to the same information as virtual machines running on
VM/XA SP.
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Without Using Virtual Reserve/Release
If you want to share data between virtual machines running under VM/XA SP and
the virtual machines do not support virtual reserve/release, such as CMS, you cannot
use virtual reserve/release. You define the DASD as a minidisk, giving read/write
access to only one of the CMS users running on the VM/SP HPO guest; the others
can only have read access. This is shown in Figure 11.

)
DASD

CMS [CMS | CMS | CMS | CMS | CMS

VM/SP HPO

VM/XA SP

Figure 11. Sharing DASD without Using Virtual Reserve/Release

On the VM/SP HPO guest:

1. Define the DASD as a minidisk for one of the virtual machines, perhaps A, in
the VM/SP HPO directory. Specify MW as the access mode on the MDISK
statement.

2. Code the LINK statement for the remaining virtual machines, B and C, in the
VM/SP HPO directory. Specify RR as the access mode.
On the VM/XA SP system:

1. Define the DASD where the minidisk resides on the RDEVICE macro in
HCPRIO and on the SYSCPVOL or SYSUVOL macro in HCPSYS.

2. Code the MDISK statement in VM/SP HPO's directory entry in the VM/XA SP
directory. Do not append a V to the primary access mode. For example:

MDISK 197 3350 000 400 WORKPK MW GANDALF
3. Code the LINK statement in X, Y, and Z’s directory entry. For example:
LINK HPO 197 197 R

4. Specify that the DASD will not be shared with another operating system. The
default setting of the SHARED option of the RDEVICE macro
(SHARED =NO) takes care of this for you.
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Now, virtual machines running in the VM/SP HPO virtual machine may have read
access to the same information as virtual machines running on VM/XA SP.

How Do | Share Data among Virtual Machines and Other Systems?
To share data among multiple virtual machines running under VM/XA SP and other
systems, use concurrent virtual and real reserve/release support. You can only use
this, however, if the virtual machines that are sharing the data support
reserve/release. In the example shown in Figure 12, the MVS virtual machines
running under VM/XA SP can share DASD with the MVS virtual machine running
under VM/SP HPO in this manner. The CMS virtual machines cannot share DASD
because CMS does not support virtual and real reserve/release concurrently. You
have to replicate the data for the CMS users or physically attach the DASD and give
write access to only one system.

Shared
Replicated

3
DASD
DASD

CMS | CMS | MVS MVS | MVS | CMS

DASD
VM SP HPO VM/XA SP

Replicated

Figure 12. Sharing DASD between Virtual Machines on Multiple Systems

Concurrent virtual and real reserve/release support can be invoked either during
system generation or at any time while the system is running.

Do the following to invoke concurrent virtual and real reserve/release while
generating the system:

1. Ensure that the operating system running under VM/XA SP and the operating
system with which you are sharing the DASD both support reserve/release
CCWs.

2. Define the DASD as a shareable full-pack minidisk. To do this, use the
MDISK statement in the directory.

To define the DASD as a full-pack minidisk, the starting cylinder number must
be zero and the number of cylinders must equal or exceed the number of
cylinders on the real device. To define the DASD as virtually shareable, include
the “V” in the mode definition. For example:

MDISK 327 3380 000 885 MVSOO3 MWV
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3. Define the DASD as being shareable between multiple real and virtual systems
by specifying the SHARED = YES option on the RDEVICE statement in
HCPRIO ASSEMBLE. For example:

RDEVICE DEVNO=0327,DEVTYPE=3380,SHARED=YES

Note: The default for the RDEVICE SHARED operand is NO. Therefore, this
support is not automatically invoked.

If the system terminates due to a hard abend or a machine check, CP attempts to
restart with the V=R virtual machine “intact.” VM/XA SP V=R recovery differs
from that in VM/SP HPO. In VM/XA SP, CP restores the V=R user’s current I/O
configuration rather than, as in VM/SP HPO, the 1/O configuration defined in the
V=R user’s directory entry. This means that the V=R user recovers the reserves
and links to all the dedicated devices and full-pack minidisks to which it is linked at
the time of the crash.

You cannot use concurrent virtual and real reserve/release support with VM/SP
HPO if you generate VM/SP HPO devices with alternate paths. The definition of
alternate paths in DMKRIO and the use of hardware-supported reserve/release are
mutually exclusive. (Alternate paths are supported differently in VM/XA SP; they are
supported in the hardware rather than the software.)

Minidisk Caching Consideration

To provide virtual machines with fast access to data on minidisks, VM/XA SP
supports the caching in Expanded Storage of the most recently used data blocks
from non-full-pack minidisks. However, to guarantee data integrity, minidisk
caching should be disabled for any minidisk that is shared between two systems
when one or both systems have write access to the minidisk.

In VM/SP HPO, the default is for minidisks not to use cache. But in VM/XA SP,
the default is for minidisks to use cache. To disable caching for an individual
minidisk, specify the NOMDC parameter on its MINIOPT directory control
statement. To disable caching for all minidisks, issue the command RETAIN
XSTORE MDC OFF. (If you use this command you should place it in the
AUTOLOG! PROFILE.)

How Do | Share Data between CMS Users on Multiple Systems?

VM/XA SP software does not allow you to share data on a DASD volume between
CMSs running on multiple systems.

With VM/SP HPO, you can use VM/Inter-System Facilities (VM/ISF) to share
access to minidisks among CMS users on different systems as if they were all on the
same system. While converting to VM/XA SP, you might consider using this to
provide shared minidisk access between CMS users on a native VM/SP HPO system
and CMS users running on a YM/SP HPO guest on VM/XA SP. However, you
cannot use VM/ISF to provide shared minidisk access between CMS users running
on VM/SP HPO and CMS users running native on VM/XA SP. In this case, you
must replicate the data for the VM/XA SP CMS users or physically attach the
DASD and allow write access from one system only. As mentioned previously, if
you physically attach the DASD, you must ensure that multiple systems do not have
write access. There is no software protection.
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If you decide to replicate data, you must move or copy data as you move users to
VM/XA SP. This is easier to do if you have groups of users that work
independently of other groups. In this case, you can move the data from one DASD
to another as you move the group without having to keep a copy of the data for
users that are still running on VM/SP HPO.

The problem arises when you have multiple groups of users that rely on the same
data and not all the users can be migrated to VM/XA SP at the same time. For
example, if your purchasing, inventory control, and personnel departments all use
the same data bases and the personnel department cannot be migrated to VM/XA
SP because they require unsupported function, you would need to manually update
two copies of the data bases. This would be an impossible task if the information is
updated frequently or by several groups or if the information is critical. In this case,
you would need to keep the data base on the VM/SP HPO systems so personnel
could access it and give two user IDs to the purchasing and inventory groups so they
could work on VM/XA SP but access VM/SP HPO when they needed the shared

data.
Shared using VM/ISF
T
DASD
VM/SP|VM/SP\VM/SP
HPO | HPO | HPO
VM/SP|VM/SP|VM/SP cMs | cMs | cms |VM/XA
HPO | HPO | HPO SP
CMS | CMS | CMS CMS
VM/SP HPO
VM/SP HPO VM/XA SP
5
Replicated

Figure 13. Sharing and Replicating DASD for CMS Virtual Machines

What Should | Do with the User Directory?

You cannot use the same object directory for your VM/SP HPO and VM/XA SP
systems because they are incompatible. So, you must either:

¢ Have one source directory and issue either the DIRECT command or the
DIRECTXA command with the MIXED option depending on which object
directory you want online. DIRECT will bring the 370 directory online.
DIRECTXA will bring the 370-XA directory online. Put the VM/SP HPO
object directory on any VM/SP HPO CP-owned volume, and the VM/XA SP
object directory on any VM/XA SP CP-owned volume.
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e Keep two copies of the source directory. If you do this, you will have to
manually update the directories to ensure that changes made to one directory are
( reflected in the other.

To provide a back-off plan for CMS users, you may want to keep the users that are
targeted to go to VM/XA SP in both the VM/XA SP and VM/SP HPO directory

¢ (either the VM/SP HPO guest or the separate VM/SP HPO system) until you are
convinced that the users will not need to back off.

Refer to “Converting the User Directory” on page 49 for a complete discussion of
converting your VM/SP HPO directory for use on VM/XA SP.

Placing the User Directory on a CP-Owned Volume
VM/XA SP allows you to place the user directory (that is, the output of the
DIRECTXA command, also called the “object directory”) on any CP-owned
volume. Because the system queries the user directory when the system needs to
i validate a user ID (for instance, when a user logs on or issues a LINK command),
( the DASD volume on which the user directory resides gets a lot of activity. Place
- the user directory on a fast device such as a DASD attached to a 3880-23 control
unit.

What Should | Do with Data Bases?

Since VM/XA SP does not support TSAF and APPC/VM, your VM/SP HPO
systems cannot share data bases with a VM/XA SP system. If you have a large
group that uses a data base such as SQL or APL, you will either have to (1) move

( all the users to VM/XA SP at once along with the SQL data base or (2) keep the
data base on the VM/SP HPO and maintain two user IDs so users system can log on
to VM/SP HPO to access the SQL data base.

What Should | Consider in a Back-Off Plan?

When planning your migration to VM/XA SP, you must also plan how you will
back off if you run into a problem. You will need two types of back off plans: one
for system problems and one for virtual machine problems.

(; The system back off plan is needed when you run into a problem with VM/XA SP,
such as an abend from which you cannot recover. In this case, you will need to be
able to quickly re-IPL a VM/SP HPO system.

The virtual machine back off plan is needed when a user or group of users cannot
run on VM/XA SP (for example, if application programs will not operate on
VM/XA SP CMS). In this case, you will need to be able to quickly move the user
or group of users to a VM/SP HPO system.

Once you determine your back off plan, negotiate back off criteria with your end
users. Publish the approved plan.

Chapter 2. Planning for Conversion 41



VM/SP HPO Conversion

Backing Off because of System Problems

Format/Allocate

If you run into a problem with VM/XA SP that forces you to back off and you have
not yet exploited VM/XA SP-only functions or migrated CMS users, the back off
will not impact your end users. If, on the other hand, you run into a problem and
have to back off after you have migrated CMS users, you will greatly impact these
users. Once users convert their applications to run on the VM/XA SP CMS, they
may not be able to run these applications on the VM/SP HPO CMS. Therefore, you
should not migrate users to VM/XA SP until you are satisfied with its reliability.

Throughout the conversion effort, you should maintain your VM/SP HPO system
residence (SYSRES) volume and CP-owned packs. Then, if you need to back off,
you can easily do so. Plan to build a small, one-pack VM/XA SP system. Once you
have fully tested VM/XA SP, you can generate a larger system.

If you must back off from VM/XA SP and IPL a VM/SP HPO system, do the
following:

1. SPTAPE DUMP spool files.

2. If you have not maintained your VM/SP HPO CP-owned DASD, reformat
cylinder 0 and reallocate enough CP-owned DASD to bring up VM/SP HPO.
(The allocation maps are different between VM/SP HPO and VM/XA SP. Refer
to Table 9 on page 52 for a comparison of allocation options.)

Since you cannot reformat and reallocate paging and spooling packs to which
you are currently attached, you must:

¢ Shut down the system

e Re-IPL it with the CP-owned DASD (that vou plan to reformat) offline
¢ Attach the DASD to a virtual machine

e Reformat cylinder 0 and reallocate.

3. If you have not maintained a separate directory on the VM/SP HPO SYSRES
pack, redirect the directory using the DIRECT command so it can be used on
the VM/SP HPO system.

. Shutdown the VM/XA SP system.
. Re-IML the processor to System/370 mode.
. IPL VM/SP HPO.

~N N b

. If necessary, reformat cylinder 0 and reallocate the remainder of your VM/SP
HPG CP-owned DASD. FEither re-IPL or physically attach the DASD to the
system.

8. SPTAPE LOAD spool files.

9. Enable terminals.

When you convert to VM /XA SP from VM/SP HPO, you must reformat cylinder 0
and reallocate the CP-owned DASD for VM/XA SP use. When backing off from
VM/XA SP to VM/SP HPO, you must reformat cylinder 0 and reallocate the
CP-owned DASD for VM/SP HPO use.

If you back off from your VM/XA SP system and IPL your VM/SP HPO 4.2 or 5
system without reformatting cylinder O or reallocating the DASD, VM/SP HPO will
not issue an error message informing you that the DASD is incorrectly formatted or
allocated. Instead, the system will come up with the DASD offline. If you try to
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attach the DASD to your system using the ATTACH command, the DASD will be
attached, but it will not be CP-owned. If you reformat cylinder 0 and reallocate the
DASD, you can successfully attach the DASD to the system and it will be
CP-owned.

When you are ready to go back to the VM/XA SP system, load the CPFMTXA
module from the VM/XA SP starter system onto your VM/SP HPO system. You
can then reformat cylinder 0 and reallocate DASD (except for 3880-G21s) to
VM/XA SP format. (If you have any 3880-G21s, you have to wait until VM/XA SP
is running again to reformat and reallocate them. You cannot do this while running
on VM/SP HPO.)

Directory Concerns
Prior to backing off, issue the DIRECT command to bring the VM/SP HPO
directory online. If you do not do this, you have to use the VM/SP HPO
stand-alone directory function in order to IPL. VM/SP HPO.

SPTAPE
You must SPTAPE DUMP the spool files so you can restore them to your VM/SP
HPO system.

Backing Off Individual Users because of Problems with Application Programs
Once the system is stable, you will begin to migrate CMS users. To prepare for a
possible back off, either dual-path the code or keep copies of the System/370
versions of applications.

Directory Concerns 4
If a user or group of users has problems running applications on VM/XA SP CMS,
you will need to back off these users to VM/SP HPO. To plan for this, keep a
directory entry in a VM/SP HPO system for each VM/XA SP user until you are
satisfied that the users are running smoothly. You can use either a VM/SP HPO
guest or a separate VM/SP HPO system as the back off system. This will be extra
work for you but will cause the least impact for the end users if they run into
problems.

If you are using two source directories, you must remember to reflect changes made
in one directory to the other directory.

SPTAPE
You must SPTAPE the user’s or group of users’ spool files and restore them to the
VM/SP HPO system.

One Customer’s Experience

One customer reports the following conversion scenario.

The customer had a VM/SP HPO Release 4.2 system supporting several hundred
users who used a variety of engineering, scientific, and office applications. A small
but very important group required the capabilities of 370-XA for their applications.
The customer decided to have all the applications support all users in 370-XA mode
(and none in System/370 mode), with some applications in the 370-XA toleration
stage (24-bit) and the rest in the 370-XA exploitation stage (31-bit). This was to
avoid having end users re-IPL. CMS between mode changes.
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The customer then installed VM/SP HPO Release 4.2 as a preferred guest on
VM/XA SP. Dedicated DASD and Expanded Storage are now used to maintain
performance levels. There is one shared DASD between VM/XA SP and the VM/SP
HPO guest.

The customer divided the VM/SP HPO users into three groups based on their
application use: planners and administrators in one group, engineering and scientific
application users in the second group, and program developers in the third group.
As 370-XA capable applications are announced by IBM and others, the customer
will analyze each group and plan the move to 370-XA CMS when their application
set is complete (that is, able to run in 370-XA mode). This should result in a
gradual and orderly transition expected to be completed in about 12 months.
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Chapter 3. Installation and Service

The installation procedure for VM/XA SP is much like the EXEC-driven procedure
you used in VM/SP HPO. There are only minor procedural differences.

You should install your VM/XA SP system by using the starter system. You could
instead start with your existing VM/SP HPO system, but this is a more difficult
procedure than using the starter system. Refer to VM/XA SP Installation and
Service for instructions on using the starter system.

This chapter provides a checklist of items to keep in mind when installing VM/XA
SP under an existing VM/SP HPO system.

Installing Assembler H Version 2 Licensed Program

Before generating the CP nucleus, you must install Assembler H Version 2 Licensed
Program. Refer to VM/XA SP Installation and Service for details.

Converting System Generation Files

Before generating the CP nucleus, you must convert system generation files.

Converting DMKSYS to HCPSYS

In VM/XA SP, you use HCPSYS to define many of your installation’s operating
Table S summarizes the differences between DMKSYS and
HCPSYS. Refer to VM/XA SP Planning and Administration for a complete
discussion of HCPSYS ASSEMBLE.

characteristics.

Table 5 (Page 1 of 3). Comparison of DMKSYS and HCPSYS

VM/SP HPO
DMKSYS

VM/XA SP
HCPSYS

Description of Change Introduced by VM/XA
SP

SYSOWN

SYSCPVOL

No change.

SYSXSTOR

Not supported. Expanded Storage is handled
differently in VM/XA SP than it is in VM/SP
HPO. You allocate it to users using the
XSTORE directory control statement. There is
no system generation macro to define it to CP.

SYSPAG

Not supported. You allocate CP-owned DASD
for paging using CP or CMS commands
(CPFORMAT or CPFMTXA). You do not
have to further define these DASD volumes, as
you do in VM/SP HPO, using a system
generation macro.

SYSRES

SYSRES

SYSCLR, SYSERR, and SYSSPL (SYSSPL is
VM/SP HPO Release 5 only) are not
supported. Also, not all VM/SP HPO device
types are supported.
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Table 5 (Page 2 of 3). Comparison of DMKSYS and HCPSYS

VM/SP HPO
DMKSYS

VM/XA SP
HCPSYS

Description of Change Introduced by VM/XA
SpP

SYSMON

Not supported. In VM/XA SP, you specify all
monitor collection parameters while the system
is running using the MONITOR command.

SYSJRL

Not supported. Journaling is handled
differently in VM/XA SP; it is handled by
RACEF rather than by a system generation
macro.

| SYSCOR

SYSSTORE

AP, FREE, MP, PRIME, and RSSIZE are not
supported. The number of digits that you
specify for the existing operands is different.
RIO370, VRFREE, and VRSIZE are new
operands.

SYSOPR

SYSOPR

In VM/XA SP, SYSDUMTP is a separate
HCPSYS macro rather than an operand on the
SYSOPR macro.

SYSDUMP

Performs the same function as the SYSDUMP
operand on the VM/SP HPO SYSOPR macro.

SYSEREP

New in VM/XA SP. It identifies the user ID of
the virtual machine that receives error records.

SYSACNT

SYSACNT

USERID is the only supported operand. This
is the user ID of the virtual machine to receive
the records.

SYSTIME

SYSTIME

Basically the same. In some cases, the time
zone differential, coded on the ZONE operand,
must be entered in a slightly different manner.

SYSFORM

SYSFORM

An additional operand, DEFRDR, is
supported.

SYSPCLAS

SYSPCLAS

No change.

SYSID

SYSID

No change.

SYSMIH

The missing interrupt handler is handled
differently in VM/XA SP. You do not define
the time interval using a system generation
macro.

SYSFCN

SYSFCN

The PRIV operand is not supported.

SYSUVOL

New in VM/XA SP. It provides a list of user
DASD volumes which, if online, will be
automatically attached to the system at
initialization time.

SYSMAXU

New in VM/XA SP. It specifies the user log on
limit.
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Table 5 (Page 3 of 3). Comparison of DMKSYS and HCPSYS

VM/SP HPO | VM/XA SP | Description of Change Introduced by VM/XA
DMKSYS HCPSYS SpP

SYSLOCS SYSEND Changed for VM/XA SP. SYSEND, like
SYSLOCS, must be the last macro specified.
SYSEND, however, merely signifies the end
while SYSLOCS generates internal pointer

variables in addition to signifying the end.

To help convert your DMKSYS statements to HCPSYS, use either the COMPSCAN
SAMPEXEC or FILECONV SAMPEXEC. These are sample EXECs that are
shipped on the product tape.

COMPSCAN SAMPEXEC flags incompatible statements. This gives you an
estimate of how much work is required.

FILECONV SAMPEXEC converts a VM/SP HPO file to a VM/XA SP file. For
example, when converting DMKSYS to HCPSYS, you can use FILECONYV along
with the CONVSYS SAMPCMDS file to change SYSOWN to SYSCPVOL, to
change SYSLOCS to SYSEND, to delete SYSXSTOR and SYSPAG (the tool
actually comments out unsupported statements), and so on. FILECONYV flags
statements that require your judgement.

Refer to Appendix A, “Conversion Tools” on page 277 for a complete discussion of
the COMPSCAN or FILECONYV sample EXECs.

Converting DMKRIO to HCPRIO

In VM/XA SP, you use HCPRIO to define your installation’s real 1/O configuration.

HCPRIO has two macro instructions: RDEVICE and RIOGEN. Like VM/SP
HPO, the RDEVICE macro defines each real I/O device or group of I/O devices and
the RIOGEN macro defines the primary and alternate system consoles and
completes the real I/O definition. (That is, RIOGEN must appear as the last macro
instruction before the END statement.)

Table 6 summarizes the differences between DMKRIO and HCPRIO.

Table 6 (Page 1 of 2). Comparison of DMKRIO and HCPRIO

VM/SP HPO | VM/XA SP | Description of Change Introduced by VM/XA
DMKRIO HCPRIO SpP

CLUSTER | ----- Not supported because binary synchronous
communication lines are not supported by
native communication support. If specified,
this macro produces a message saying that it is
not supported.

TERMINAL | ----- Not supported because binary synchronous
communication lines are not supported by
native communication support. If specified,
this macro produces a message saying that it is
not supported.
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Table 6 (Page 2 of 2). Comparison of DMKRIO and HCPRIO

VM/SP HPO | VM/XA SP | Description of Chaﬂge Introduced by VM/XA U
DMKRIO HCPRIO SP

RDEVICE RDEVICE The ALTCU, CLUSTER, CPTYPE, and
DPMSIZE operands are not supported. You
define device types using the DEVNO operand
rather than the ADDRESS operand. Not all
VM/SP HPO device types are supported on the
DEVTYPE operand. The device classes coded
on the CLASS operand are different. The FCB
CHARS, and IMAGE operands are maintained
for compatibility purposes only. In VM/XA
SP, IBM-supplied FCBs and UCSs are shipped
in image libraries. Or you can generate your
own FCBs and UCSs using the IMAGELIB
and IMAGEMOD commands. 2

RCTLUNIT | ----- Not supported. You do not need to specify
alternate control units. The hardware handlies
this. If specified, this macro produces a
message saying that it is not supported.

RCHANNEL | ----- Not supported. You do not need to specify
alternate channels. The hardware handles this.
If specified, this macro produces a message
saying that it is not supported.

RIOGEN RIOGEN The SRF operand is not supported. .

To help convert your DMKRIO statements to HCPRIO, use COMPSCAN
SAMPEXEC. COMPSCAN flags the control statements that VM/XA SP doesn’t
support. Refer to Appendix A, “Conversion Tools” on page 277 for a complete
discussion of the use and syntax.

If you have remote clusters configured on your VM/SP HPO system on the
CLUSTER and TERMINAL control statements, you will need to reconfigure. Since
VM/XA SP does not support binary synchronous communication lines, you must set
them up through VM/Pass-Through. To do this, code the RDEVICE statement for N
the binary synchronous line address and then attach it to VM/Pass-Through. Define

the terminals to VM/Pass-Through in VM/Pass-Through’s configuration file.

As mentioned in the planning section, you may want to change your I/O
configuration to take advantage of the architectural differences.

Converting DMKSNT

VM/XA SP does not have an equivalent system definition file for the systems name
table. Instead, you generate saved systems, saved segments, and image libraries
using CP commands. As a result, converting DMKSNT statements to the equivalent
VM/XA SP commands (see Table 7 on page 49) is an administrative task rather
than an installation task. This is discussed in “Managing Saved Segments” on

page 61.
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Table 7. Defining Saved Systems, Saved Segments, and Image Libraries

VM/SP HPO DMKSNT Macros

VM/XA SP Equivalent

NAMESYS

DEFSYS and DEFSEG commands.

NAMENCP

Not supported.

NAME3800

IMAGELIB and IMAGEMOD
commands.

| NAMELANG (VM/SP HPO Release

| S only)

NAMELANG is not supported.
However, the function is now in the
CMS LANGGEN command.

Converting the User Directory

Table 8 summarizes the differences between the VM /XA SP directory and the
VM/SP HPO directory.

Table 8 (Page 1| of 3). New and Changed User Directory Control Statements

VM/SP HPO

VM/XA SP

Description of Change Introduced by
VM/XA SP

DIRECTORY

DIRECTORY

Not all VM/SP HPO device types are
supported.

USER

USER

Uses different reserved user IDs. In
addition to the password, VM/XA SP has
NOLOG and NOPASS. In VM/SP HPO,
you can define up to eight classes. In
VM/XA SP, you can define as many as will
fit on the line. If you want to define even
more, use the CLASS statement.

OPTION

OPTION

AFFINITY, BMX, ECMODE, ISAM,
MAXDEYV, PMA, REALTIMER,
STFIRST, SVCACCL, SVCOFF,
VMSAVE, XMEM, and 370E are VM/SP
HPO Release 4.2 and 5 options that are not
supported. COMSRV and VCUNOSHER
are VM/SP HPO Release 5 options that are
not supported. On the VIRTUAL
parameter, VM/XA SP accepts FIXED in
addition to REAL.
DEDICATE/NODEDICATE, SVMSTAT,
QUICKDSP, and TODENABLE are new
options. CONCEAL is a new option for
VM/SP HPO Release 4.2 users.

ACCOUNT

ACCOUNT

VM/XA SP allows multiple account cards.

| CONSOLE

CONSOLE

Device types 1052 and 3210 are not
supported.

IPL

IPL

No change.
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Table 8 (Page 2 of 3). New and Changed User Directory Control Statements

Description of Change Introduced by

VM/SP HPO VM/XA SP VM/XA SP

SPECIAL SPECIAL Not all VM/SP HPO device types are
supported. CTCA requires a user ID in the
directory.

DEDICATE DEDICATE NETWORK, resource, and 3330V are not
supported. NOASSIGN is a new option.

LINK LINK No change.

MDISK MDISK Not all VM/SP HPO device types are
supported.

SPOOL SPOOL No change.

IUCv IUCv Resource id, a VM/SP HPO Release 5
option, is not supported. Not all CP system
services are supported.

ACIGROUP ACIGROUP No change.

INCLUDE INCLUDE No change.

CLASS CLASS No change.

PROFILE PROFILE No change.

SCREEN SCREEN No change.

----- AUTOLOG You can AUTOLOG in two ways in

or VM/XA SP: by using the AUTOLOG or

XAUTOLOG XAUTOLOG directory control statement or
by issuing the AUTOLOG or XAUTOLOG
command. In VM/SP HPO, you cannot
define AUTOLOG in the directory.

..... CPU New in VM/XA SP.

----- DASDOPT New in VM/XA SP.

----- MACHINE New in VM/XA SP.

----- MINIOPT New in VM/XA SP. One of the MINIOPT
parameters, MDC, specifies whether a
minidisk may use cache. The default is to
use it. In VM/SP HPO, the system default
is for minidisks not to use cache.

—---- NAMESAVE New in VM/XA SP.

----- NOPDATA New in VM/XA SP.

----- SHARE New in VM/XA SP.

----- New in VM/XA SP.

SPOOLFILE
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Table 8 (Page 3 of 3). New and Changed User Directory Control Statements

Description of Change Introduced by
VM/SP HPO VM/XA SP VM/XA SP

----- XSTORE In VM/SP HPO, Expanded Storage is used
by CP and is generated on the SYSPAG or
SYSXSTOR macro. In VM/XA SP,
Expanded Storage is used by CP and by
virtual machines. You use the XSTORE
directory control statement to dedicate some
or all of Expanded Storage to a virtual
machine.

The following steps describe how to convert the directory and bring it online:

1. You can use COMPSCAN SAMPEXEC along with COMPSCAN SAMPLIST
to flag control statements that are incompatible. Refer to
Appendix A, “Conversion Tools” on page 277 for a complete discussion of the
use and syntax of COMPSCAN.

Using the COMPSCAN output as a guide, convert the unsupported directory
control statements.

2. Update the label in the directory so it matches the label of your SYSRES pack.

3. Bring the directory online by issuing the CMS class A, B, or C DIRECTXA
command.

If you have completely converted the directory file so it no longer contains
VM/SP HPO control statements that are not supported in VM/XA SP, enter:

directxa spdirect

If, on the other hand, you still have VM/SP HPO control statements in the
directory, issue the DIRECTXA command with the MIXED option:

directxa spdirect (mixed

When you use the MIXED option, DIRECTXA sends you an error message
regarding unsupported control statements, but ignores most of them and brings
the directory online. If you have the VM Directory Maintenance Program
(DIRMAINT), you can set up a MIXED = YES option so that DIRMAINT will
use the MIXED option when issuing DIRECTXA.

4. In the empty spaces in the following table, write down the minidisk information
of the directory source file, the CMS system disk, and the XASRES volume. If
you have a problem loading (IPLing) VM/XA SP, you will need to know these.

DASD

Number of Cylinders
Starting Cylinder Allocated Volume Serial Number

Directory Source File

CMS System Disk

XASRES Volume
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Putting the VM/XA SP Stand-Alone Dump Utility on Tape or DASD

Refer to VM/XA SP Planning and Administration for instructions on how to do this.
If the stand-alone dump utility is on tape, you should know where the tape is. If it
is on DASD, you should know which volume.

Since VM/XA SP stores dumps in system data files, you cannot transport them from
your VM/XA SP system to your VM/SP HPO system. If you have a problem and
want to back oftf to VM/SP. HPO, you will need the stand-alone dump facility to
examine the problem. '

Loading the VM/XA SP Nucleus

In VM/SP HPO, the maximum virtual machine size you can have is 16Mb. Since
you have to allow 3Mb of virtual storage for the nucleus, this means that the
maximum V=R size that you can generate when creating a VM/XA SP nucleus in a
VM/SP HPO virtual machine is 13Mb.

If you load the VM/XA SP nucleus to tape rather than spool it to your reader, you
will not be constrained by the 16Mb virtual machine storage size.

Refer to VM/XA SP Installation and Service and to the VM/XA SP Program
Directory for the step-by-step procedures.

Preparing the CP-Owned DASD

You must reallocate, but not reformat, your paging and spooling packs, except for
cylinder 0, which you must reformat.

There is no stand-alone Format/Allocate program in VM/XA SP as there is in
VM/SP HPO. Instead, you use a CP or CMS command. In CP, you enter:
CPFORMAT; in CMS, you enter CPFMTXA.

In order to use CPFORMAT, your virtual machine must be a System/370 mode
machine. When CPFORMAT executes, it resets your virtual machine and clears
virtual storage. This means that, after issuing the CPFORMAT command, you must
re-IPL any system (such as CMS) that was running in your virtual machine.

CPFMTXA (a CMS module) provides the same function as CPFORMAT but does
not reset your virtual machine. You can load the CPFMTXA module from the
VM/XA SP starter system tape onto your VM/SP HPO system to reformat and
reallocate DASD for use on your VM/XA SP system.

The table below compares the VM/SP HPO and VM/XA SP options for allocation
space. You should not allocate cylinder 0 as TDSK.

Table 9 (Page 1 of 2). Allocation Options

Description of Change Introduced by VM/XA
VM/SP HPO | VM/XA SP | SP

DRCT

DRCT

No change.
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Table 9 (Page 2 of 2). Allocation Options

Description of Change Introduced by VM/XA
YM/SP HPO | VM/XA SP | SP

PAGE PAGE In VM/SP HPO, you use the PAGE area only
for preferred paging; you use TEMP for all
other paging activity. In VM/XA SP, you use
PAGE for all paging activity; you use SPOL
only for the overflow paging.

PERM PERM No change.

TEMP SPOL In VM/XA SP, you use SPOL for spooling and
overflow paging activity (and also for dump
space).

DUMP SPOL In VM/XA SP, you use SPOL for dump space

in addition to spooling and paging activity.

OVRD | - Override files are stored as system data files in
VM/XA SP rather than on DASD. Therefore,
the OVRD allocation is unsupported.

TDSK TDSK No change.

END END No change.

If You Are Building VM/XA SP for the First Time

As mentioned in the planning chapter, it is recommended that you build a small,
one-pack VM/XA SP system first. Then, when you have familiarized yourself with
VM/XA SP, you can build a larger system.

When building a one-pack system, ensure that you have the following areas allocated
on the pack:

e The directory area .
* A spooling area which, in this case, may be used for paging as well.

If You Are Ready to Move Your VM/SP HPO Production to a VM/XA SP

System

If you have tested VM/XA SP and are ready to move your VM/SP HPO production
to a VM/XA SP system, you may want to use some of the same CP-owned DASD.
We recommend that you maintain a sufficient number of CP-owned DASDs in
System/370 mode so that, if necessary, you can quickly back off. However, you may
want or need to use some of the same DASDs. To do this, you must reallocate, but
not reformat, your paging and spooling packs, except for cylinder 0, which you must

_reformat. You do not need to reformat cylinder 0 and reallocate DASD that are not

CP-owned. They can be used in the same format on VM/XA SP.

Since you cannot reformat and reallocate paging and spooling packs to which you
are currently attached, you must:

1. Shut down the system.

2. Re-IPL it with the CP-owned DASD that you plan to reformat offline.
3. Attach the DASD to a virtual machine.

4. Reformat cylinder 0 and reallocate.
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To save time, you may want to write an EXEC that reformats cylinder 0 and
reallocates the CP-owned DASD for use with VM/XA SP.

Migrating Spool Files

You can migrate spool files from your VM/SP HPO system to your VM/XA SP
system using the CP SPTAPE command. You cannot migrate system files from
VM/SP HPO to VM/XA SP. The VM/XA SP SPTAPE command ignores such files.
System files include:

¢ Files created by the VM/SP HPO ACNT, CPTRAP, and MONITOR commands

e VM/XA SP named saved systems, saved segments, image libraries, and UCR
files

¢ Virtual machine dumps (output from the VMDUMP command), CP abend
dumps, and CP stand-alone dumps from either VM/SP HPO or VM/XA SP

* System trace files.

In addition, if you move a spool file that originated on a VM/SP HPO system to a
VM/XA SP system, it loses those file attributes that do not have VM/XA SP
equivalents. Therefore, if you move the same file back to the VM/SP HPO system,
it will not be identical to the original file.

SPTAPE processing in VM/SP HPO Release 4.2 does not provide multivolume tape

support. This means that you must keep track of the spool files that you are

dumping to tape. CP will not prompt you to mount another tape when the first tape

is full. As a result, you must keep track of the spool files that are being dumped so AN
you know where to begin dumping when you start a new tape reel. One way you N/
can do this is to write an EXEC that orders the spool files in the system unit record

devices. Since the spool files are uniquely numbered in the VM/SP HPO 4.2 system,

you can order the system queue by spoolid, form, or class. (In the VM/XA SP

system, you cannot order the system queue by spoolid.) Then, when one tape is

filled during SPTAPE dump processing, you can mount another tape and rerun the

EXEC, beginning with the last spool file that was reported.

SPTAPE DUMP processing was enhanced in VM/SP HPO Release 5 to include .
limited multivolume tape support. If all the spool files being dumped cannot fit on a x
single tape, CP prompts you to mount another tape. Once the tape is mounted,

SPTAPE processing continues.

VM/XA SP provides the same multivolume tape support as VM/SP HPO Release S.

Table 10 summarizes SPTAPE multivolume support.

Table 10 (Page 1 of 2). Summary of SPTAPE Multivolume Support
Licensed Program SPTAPE Multivolume Support

VM/SP HPO Release 4.2 No multivolume tape support. The tape runs until
or VM/XA SP Release 1 the end and then tape processing stops with an

error. The partial spool file is erased at the end so
that there is no problem when loading the files. CP i
does this by backing up the tape and placing a tape ¢{ ™
mark at the end of the last complete file. \ W
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Table 10 (Page 2 of 2). Summary of SPTAPE Multivolume Support
Licensed Program SPTAPE Multivolume Support

VM/SP HPO Release 5 Provides limited multivolume tape support. The
or VM/XA SP Release 2 tape runs until the end. At the end, CP prompts
you to mount a new tape.

The amount of time that SPTAPE processing takes depends directly on the number
of spool file records in your system. For example, it will take you roughly twice as
long to SPTAPE dump 50000 records as it will to dump 25000 records.

To get a rough estimate of how long it will take to dump the spool files in your
system, do the following:

1. Measure how long it takes to dump a small number, such as 1000 records.
2. Determine how many spool file records you have in the system.

3. Multiply the number of spool file records in your system by the amount of time
it takes per record.

For example, suppose you find that it takes about 80 seconds for you to dump 1000
records, or .08 seconds per record. Now assume that you have 110000 spool file
records in your system. By multiplying 110000 by .08, you find that it will take 8800
seconds, or almost 2-1/2 hours to dump all the spool files in your system. This
number is not exact, but it gives you an idea of how much time to allot.

You can decrease the amount of actual time it takes if you attach several tape drives
and dump spool files from several virtual machines at once. Or you may consider
dumping spool files over several nights.

Setting Password Suppression

|

| In VM/SP HPO, you set and change logon password suppression by using the

{ SYSJRL macro during system installation. In VM/XA SP, you set and change

| logon password suppression by using the SET PASSWORD command when the
l system is running, and you query the setting by using the QUERY PASSWORD
| command.

| In VM/SP HPO, you set and change logon password suppression for the LOGON,

| LINK, and AUTOLOG commands as a group. In VM/XA SP, you issue SET

| PASSWORD and QUERY PASSWORD for the LOGON, LINK, and AUTOLOG
| commands individually.

Re-IMLing the Processor to 370-XA Mode
Before you IPL VM/XA SP, you must re-IML the processor.
As mentioned previously, you can use the same IOCP files (IOCDS). However, to

take advantage of the XA architecture, you will most likely want to redefine your
I/O and recreate IOCP files.
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IPLing VM/XA SP with a Cold Start £

What If I Can’t IPL Because of a Problem with the User Directory? -

You will not be able to IPL VM/XA SP if you did not redirect the user directory for
VM/XA SP prior to shutting down VM/SP HPO or if there is a problem with the
VM/XA SP directory. (This may also be the case if you do not update the directory
after applying service to HCPDIR.) Since VM/XA SP does not support a
stand-alone directory function, you must do the following:

1. IPL using the NODIRECT option. This will log on the primary system
operator. The system operator is authorized to perform all the tasks that he or
she normally performs, but is not able to link to other virtual machines’
minidisks.

2. Use the DEF MDISK command to obtain access to the minidisks containing the
directory source file, the CMS system disk, and the XA SYSRES volume. PN

3. IPL CMS. N

4. Issue the ACCESS command to access the minidisk that contains the directory
source file.

5. Issue the DIRECTXA command.
6. Re-IPL the system without the NODIRECT option.

Refer to VM/XA SP Real System Operation for a complete step-by-step procedure.
What If I Forgot to Reformat Cylinder 0 and Reallocate CP-Owned Packs? i

If you forgot to reformat cylinder 0 and reallocate your CP-owned DASD (a DASD
is CP-owned if the label is defined in the SYSCPVOL list in HCPSYS), you will not
receive an error message telling you that the DASD is formatted or allocated
incorrectly. The DASD will be brought up online but will not be CP-owned (even if
some or all of the DASD is allocated as PERM).

If you issue a command to attach the DASD, such as:
CP ATT 453 SYSTEM SPECX5

You will receive the following error message:
HCPATS128E DASD 0453 ERROR READING ALLOCATION RECORD

However, after reformatting cylinder 0 and reallocating the pack, you will be able to
attach the pack to the system.

If the DASD is not CP-owned, you do not need to reformat cylinder 0 and
reallocate. You may use the DASD in the same format as you did on VM/SP HPO.

Installing the Printer Image Library

VM/XA SP handles the printer image library differently than VM/SP HPO. See
Table 11 on page 57. £ \
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Table 11. Differences Installing the Printer Image Library

VM/SP HPO

VM/XA SP

You need an image library for 3800
printers. You do not need an image
library for impact printers.

You need an image library for both
3800 printers and impact printers.

After creating or updating image
libraries, you must re-IPL the system.

You can create or update image
libraries dynamically under CMS; you
do not need to re-IPL.

Uses assemble files:

DMKFCB ASSEMBLE
DMKUCS ASSEMBLE
DMKUCB ASSEMBLE
DMKUCC ASSEMBLE
DMKPIA ASSEMBLE
DMKPIB ASSEMBLE.

Uses image libraries: IMAGxxxx
IMG where xxxx is the printer name.

Sample files are provided on the
product tape for creating image
libraries. You create image libraries
for:

¢ 3800 printers using text decks and
control files

¢ Impact printers using assemble
files, text decks, and control files.

For manipulating image libraries, use
the GENIMAGE, IMAGELIB, and
IMAGEMOD commands, and the
NAME3800 macro.

For manipulating image libraries, use
the GENIMAGE, IMAGELIB,
IMAGEMOD, QUERY IMG, and
PURGE IMG commands.

Installing CMS and Other Saved Segments

In separate DCSSs or packed in segment spaces, you can install HELP, CMSINST,
CMSBAM, CMSDOS, CMSVSAM, and CMSAMS. You can use the SAMPNSS
EXEC to define these saved segments. See VM/XA SP Features Summary for the
command and EXECs you can use to load and save them, and for a sample layout
of CMS virtual storage when all of the CMS saved segments are generated.

You should also define a segment to contain EXECs and the System Product Editor.

Save CMS as a named saved system, in both 370 mode and 370-XA mode, at default

addresses.

Back up the CMS named saved systems on tape. Because CP uses system spooling
space to store named saved systems and because there is always the potential that
you will not be able to recover spooling space after a CP abnormal termination, you
should always keep backup copies of named saved systems on tape. The CP
SPTAPE command enables you to do this. If you IPL VM/XA SP with a cold start,

named saved systems are not purged.
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Applying Service to the System

The service procedure used in VM/XA SP is conceptually the same as the procedure
used in VM/SP HPO but is more automated and gives you more control over the
changes that are being made. For a complete description of the service procedure,
read VM/XA SP Installation and Service. A summary of differences follows.

Differences Applying Corrective Service
As in VM/SP HPO, you use VMFPLC2 and VMFZAP. The only difference is that
if you are replacing code (rather than manually updating it) and the code applies to
the nucleus, you use the patch facility rather than VMFZAP. You continue to use
VMFZAP for replacing code that does not apply to the nucleus.

Differences Applying Preventive Service (PUT)

The procedure is more automated:

* In addition to the source or object code to be updated, you use many files to
apply PUT service.

Most of the files used in VM/XA SP are the same as in VM/SP HPO. These
include PUT document, memo-to-users, control file, auxiliary control files,
update files, source update files, text decks (these now include prerequisites and
corequisites for this service), load list, and load map.

In addition, there are many new or changed files. These include patch update
files, update shells, text shells, product parameter file (this replaces the product
EXEC), PTF parts list, apply list, exclude list, receive exception log, apply
exception log, build exception log, and receive history log.

* There is a new recommended procedure for how to apply service. In VM/XA
SP, IBM recommends that you apply service to alternate disks rather than to
your current system. Once the system is stabilized, you merge the alternate disks
into your current disks and copy your new system. The alternate disks are then
free for the next service updates.

e VM/XA SP uses object code service procedures for some modules in CP.

e New EXECs (actually delivered on the VM/XA SP product tape) replace
VMSERY functions. VMSERY is retained for compatibility; however, you
cannot use it to apply service to VM/XA SP. You can use VMSERYV for other
products, but you should use the VMFREC EXEC instead.

The new EXECs are VMFREC, VMFAPPLY, and VMFBLD. These EXECs
require information supplied by a CMS file called the product parameter file.
This file contains the following:

— Control information, such as the name of the main and auxiliary control
files to be used and the verification functions to be performed while service
is applied. The name of the user exit EXEC that is called at the end of each
service function is also supplied in this section.

— The minidisks to be used for (1) holding source and object code,
IBM-supplied service files, and user-supplied service files, (2) performing
updates, and (3) regenerating the nucleus.

— The EXECs needed to update each part of the component.

The VMFREC EXEC receives service from the PUT and creates a service
process data base. The VMFREC INFO command maps the PUT and receives
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the PUT documentation. The VMFREC 5664308 CP or VMFREC 5664308

. CMS command loads the service files onto the minidisks specified in the product

( parameter file. Any errors that arise from the VMFREC EXEC are logged in a
receive exception log on the installer’s A-disk.

The VMFAPPLY EXEC builds the auxiliary control files that are used to apply
updates to source and object code. The auxiliary control files are built in
accordance with the apply list and, optionally, the exclude list for the
component. The apply list is a list of the program temporary fixes (PTFs) that
are to be applied to the component. The exclude list is a list of the PTFs that
are not to be applied to the component, even though they are listed in the apply
list.

When invoking the VMFAPPLY EXEC, the installer specifies the number of the
product (5664308 for VM /XA SP), the name of the component, and the file type
of the auxiliary control files that are to be built. Options can be specified that
control whether or not the exclude list is used, errors are logged, and checking is
performed.

( The VMFAPPLY EXEC creates or edits the necessary auxiliary control files
and, if appropriate, invokes the VMFAPNLS EXEC to create auxiliary control
files for national language support. The new auxiliary control files are used for
source code files when the source code files are assembled via the VMFHASM
EXEC.

After service has been received and applied, and source code files have been
reassembled, the VMFBLD EXEC is used to generate a new nucleus for the
specified component. Corequisite and prerequisite checking is done

( - automatically based on information in the AUX files.

The method used to apply service depends on whether the code to be serviced
has been supplied as source code or object code. These methods are used
automatically by the EXECs already discussed.

For a complete description of the preventive service procedures, read VM /XA
SP Installation and Service.

Differences Building the System
. The build process is virtually the same. You continue to use the VMFMAC,
( UTILITY, VMFHASM, and CMSGEND EXECs. There are a few differences:

e The VMFBLD EXEC replaces the SPGEN EXEC
* The dump viewing facility replaces IPCS.
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Chapter 4. Administration

Now that you have installed the system, you are faced with the administration task.
In some cases, you can perform administrative functions in the same manner that
you did in VM/SP HPO; in other cases, you must completely alter your procedure.
The following tasks have changed and are discussed in this chapter:

[

Managing saved segments
Restructuring user classes

Managing system performance

Setting up the programmable operator

Setting up service virtual machines.

Managing Saved Segments

Using CP Commands to Define Saved Segments
In VM/XA SP, you manage shared storage while the system is running rather than

when you generate it. So, instead of using DMKSNT macros, you use commands.
Use:

The CP class E DEFSEG command to generate saved segments and create
segment spaces. It replaces the NAMESYS macro.

The CP class E SAVESEG command to save the segment and make it active.

The CP class E QUERY NSS command to determine the characteristics of a
saved segment.

The CP class E PURGE NSS command to purge unwanted files that contain
saved segments.

The CMS SEGMENT command, SEGMENT macro, or DIAGNOSE code
X'64' to access the saved segment from a virtual machine.

Converting DMKSNT Macros to DEFSEG Commands
Suppose that you have the following entry for the DMKSNT:

NAMESYS SYSNAME=SFMASS00

SYSPGCT=144,

SYSPGNM=(2128-2271),
SYSHRSG=(133,134,135,136,137,138,139,140,141),
SYSVOL=volid,

SYSSTRT=(40,07),

SYSSIZE=576K,

VSYSRES=IGNORE

VSYSADR=IGNORE
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To translate the information in this entry to definitions for the DEFSEG command,

follow the steps in this list. It will show you how to obtain the equivalent DEFSEG ”{\
command for the above DMKSNT entry. )
The equivalent command for the preceding entry is:
DEFSEG SFMASSO0 800-88F SR
1. Extract the name on the SYSNAME parameter to use as segname on the
DEFSEG command. This is the name given to the segment. In the DMKSNT
entry, this is entered as:
SYSNAME=SFMASS00
In VM/XA SP, this same segment name is entered as: c
DEFSEG SFMASS00
2. Convert the decimal value of SYSPGCT to hexadecimal. We recommend that
you use a hexadecimal calculator or conversion table to make the hexadecimal
conversions.
The result tells you how many pages the program needs (in hexadecimal).
In the example, the result would be X'90', meaning that the program requires
X'90' (4K) pages of storage. If all pages were in the same segment, the page PE.

range would be X'0' to X'8F' within the chosen segment. Be sure to count | ,
PAGE 0 as the first page. In the DMKSNT entry, this is entered as: N

SYSPGCT=144

In VM/XA SP, X'90', pages are required. The page range may be X'0' to
X'8F* within the chosen segment.

3. Divide the decimal value of SYSPGCT by 16.
The result tells you how many 64K segments the program needs in VM/SP

HPO.
In the example, the result would be 9, meaning that the program requires nine e
64K -segments. In the DMKSNT entry:
SYSPGCT=144
To convert this for VM /XA SP:
144 divided by 16 equals 9
The program needs 9 (64K) segments. This information is used later in the
DEFSEG command definition.
4. Convert both decimal values of the SYSPGNM parameter to hexadecimal
values. :
Use the hexadecimal values to define the starting and ending pages and relative
location of the segment in VM/SP HPO.
In the example shown, 2128 is X'850'. The likely place to locate this program (
might be to start it on page X'00' in segment 8. (If you accepted the default A

location of segment 8 for CMSVSAM, this new segment will overlay
CMSVSAM.) Round down to the nearest segment boundary. The ending page
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is X'8DF' (X'850" plus X'8F' pages). Count page 0 as the first page. In the
DMKSNT entry, this is entered as:

SYSPGNM=(2128-2271)
Converting the values to be used in VM/XA SP:
2128 = X'850' 2271 = X'8DF'.
In VM/XA SP, this is entered as:
DEFSEG SFMASS00 800
(You will use the ending page value later in the DEFSEG command definition.)

. Look for the SYSHRSG parameter. If present, all the 64K segments listed are

to be shared by users. The first letter of the mode operand will be S. Count the
number of segments listed singly or within a segment range. Compare the count
to the result of SYSPGCT.

If the count equals the result of SYSPGCT, all storage is shared. When the
count is less than the result of SYSPGCT, you must figure out which pages and
how many pages of storage must be put in an exclusive segment or segments.
The first letter of the mode operand is an E.

Another way to determine the first letter of the mode operand is to multiply the
beginning segment number by 16 (the number of pages in a 64K segment) and
then multiply the ending segment number by 16 and add 15 (pages 0-15 of the
last segment). Compare the two results to the decimal values for SYSPGNM:

e When your results are the same as the values in SYSPGNM, all segments
are shared.

¢ When your results do not match the values in SYSPGNM, the segments
outside your results are exclusive.

In the example, there are nine segments listed as shared; 9 is the result of
dividing SYSPGCT by 16, so all segments defined for SFMASS00 will be
shared. In the DMKSNT entry, this is entered as:

SYSHRSG=(133,134,135,136,
137,138,139,140,141)

To convert this to be used in VM/XA SP:

9 segments
133 x 16 = 2128
141 x 16 = 2256 + 15 = 2271

In VM/XA SP, the equivalent statement is:
DEFSEG SFMASS00 800-88F Sm

The ‘m’ in the above example is the second letter of the mode operand (either R,
E, or N). This will be discussed below.

If the example had SYSHRSG=(133,134,135,136,137,138), six segments would
be shared; the remaining three segments would be exclusive and would have to
be placed in the next IMb segment. Each segment of SYSHRSG represents
X'0' to X'F' pages, so the shared portion would be the first X'60' pages
(pages X'0' to X'5F") of the lower segment, and X'30' pages would be the
first pages in the next segment (pages X'0' to X'2F'). The page range might be
X'800' to X'85F' for shared code and X'900' to X'92F' for the exclusive
code. In the DMKSNT entry, this is entered as:

SYSHRSG=(133,134,135,136,137,138)
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To convert this for use in VM/XA SP:

( N
L

6 segments
133 x 16 = 2128
138 x 16 = 2208 + 15 = 2223

In VM/XA SP, the equivalent statement is:
DEFSEG SFMASS00 800-85F Sm 900-92F Em

6. Look for the PROTECT parameter. When PROTECT =ON or when the
parameter is missing (the default is ON), the second letter of the mode operand
will be R (for read-only). When PROTECT = OFF, the second letter of the
mode operand will be W (for read/write access). All exclusive segments should
have W as the second letter. In the DMKSNT entry:

The PROTECT parameter is missing
For VM/XA SP, this means that all pages are shared read-only. In VM/XA SP,
the equivalent statement is:

DEFSEG SFMASS00 800-88F SR

In the preceding example with both shared and exclusive segments, you would
assign R to the shared segment because there was no PROTECT parameter, but
W to the exclusive segment. In the DMKSNT entry:

The PROTECT parameter is missing
For VM/XA SP, shared pages are read-only and exclusive pages are read/write.
In VM/XA SP, the equivalent statement is:

DEFSEG SFMASS00 800-85F SR 900-92F EW

7. Look for the RCVID operand. If present, add the RSTD operand to the
DEFSEG command. When you want to restrict access to the program, you
might want to add the RSTD operand. You would also want to add the RSTD
operand when a person will load the segment using DIAGNOSE code X'64'
with the E function code. Access to a restricted segment requires that the user
have directory authorization via the NAMESAVE directory statement. If you
want to restrict access to the program in the example, you would add RSTD to
the DEFSEG command. Suppose the following were entered in the DMKSNT
entry:

RCVID=userid
In VM/XA SP, the equivalent statement would be:
DEFSEG SFMASSO0 8060-88F SR RSTD

8. The following parameters of the DMKSNT entry are not applicable to a
DEFSEG command in VM/XA SP: SYSVOL, SYSSTRT, SYSSIZE,
VSYSRES, VSYSADR, SYSCYL, SYSBLOK, USERID, and SAVESEG.

Saving a CMS File Directory in a Saved Segment
The procedure for saving a CMS file directory in a saved segment using the CMS
SAVEFD command is slightly different in VM/XA SP than in VM/SP HPO.

In VM/SP HPO, the procedure is:
1. Define the segment in the system through an entry in DMKSNT.

2. The upper limit of virtual storage of the class E user who is saving the DCSS
must be lower than the starting address of the segment. Issue the DEFINE
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STORAGE command with a value that is less than the starting address of the
segment location.

3. Issue IPL CMS.
4. Issue SAVEFD INIT.
5. Issue SAVEFD SAVE.

In VM/XA SP, the procedure is:

L. Define the segment in the system using a DEFSEG command. If the directory is
in a member saved segment, define all the members of the segment space.

2. Include a NAMESAVE entry in the directory of the class E user who is saving
the saved segment.

3. This user’s virtual storage upper limnit must be greater than the ending address of
the segment location. Issue the DEFINE STORAGE command with a value
_ that is greater than the ending address of the segment location.

4. Issue SAVESEG segname. If the directory is in a member saved segment, make
sure that you save all members of the segment space.

5. Reissue the DEFSEG command. If the file directory is in a member saved
segment:

¢ Redefine the directory to be saved with page ranges
¢ Redefine the other members with the SAMERANGE operand.

6. Now the virtual storage of the user who is saving the saved segment must be
lower than the starting address of the segment. Issue the DEFINE STORAGE
command with a value that is less than the starting address of the segment
location.

7. Issue IPL CMS.
8. Issue SAVEFD INIT.
9. Issue SAVEFD SAVE.

Using Segments in Virtual Machines
In VM/SP HPO, a virtual machine user can use a program in a saved segment only
when the segment is outside his or her address space. For example, a licensed
program such as PROFS might be loaded into a segment starting at 6 Mb. VM/SP
HPO CMS users of virtual machines with storage greater than 6 Mb cannot load or
use PROFS. Users of the virtual machines would risk overlaying their storage. This
is why the saved segments are called discontigucus.

In VM/XA SP CMS, a user of any size virtual machine can use programs loaded
into any saved segment as long as the user defines a “hole” for the program in his or
her address space. The SEGMENT command and macro instruction make segment
definition and management possible for virtual machine users and application
programs.
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Restructuring User Classes e

In VM/XA SP, as in VM/SP HPO, if you want to give a CP command, DIAGNOSE
code, or system function a class definition that is different than the IBM-defined
class, you must create a class override file.

.

The format for the class override file (CMS source file), the syntax of the
OVERRIDE command, and the way the OVERRIDE command works is different
in VM/XA SP than in VM/SP HPO. In addition, the internal user class restructure
file is kept in a system data file in VM/XA SP rather than, as in VM/SP HPO, in the
OVRD space allocated on the same volume as the directory. System data files reside
in spool space, but, unlike reader, printer, and punch files that also reside in spool
space, they are not destroyed by a cold start.

In addition, there are differences among the individual commands with respect to
function, invocation, response, and privilege class. Before you convert your VM/SP
HPO class override file to the VM/XA SP class override file, you should review {
“VM/SP HPO and VM/XA SP Command Compatibility” on page 105 for each e
command to verify that the command still exists, that the privilege class is the same,

and that you still want to override the command in the same manner in VM/XA SP

as you did in VM/SP HPO.

Note that Diagnostic CCW commands require class F authority in VM/XA SP.

The Class Override File for VM/SP HPO

The class override file consists of one DESTINATION control statement (giving the PR
location of the CP-owned volume that contains the internal override file) followed by
an OVERRIDE control statement for each command or DIAGNOSE code whose :
IBM-defined privilege class is to be overridden.

VM/SP HPO commands, DIAGNOSE codes, and system functions have an
IBM-defined type or multiple types. This is what you indicate on the TYPE -
parameter. Commands, DIAGNOSE codes, and system functions also have a class,
which you can modify. You assign this using the CLASS parameter.

Figure 14 is an example of a VM/SP HPO class override file. In the example, notice |
that the CHANGE command has a TYPE =S version and a TYPE=G version. The s
TYPE attribute is used to distinguish between the two versions.

Destination cuu devtype volser
*

*
*
*

ACNT TYPE=0  CLASS=D
ADSTOP  TYPE=G  CLASS=IJK
ATTN TYPE=G  CLASS=IJK
AUTOLOG TYPE=0  CLASS=FGI
CHANGE  TYPE=S  CLASS=FG
CHANGE  TYPE=G  CLASS=IJKL {a.\
It J

Figure 14. Example of a VM/SP HPO Class Override File T
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Note: In VM/SP HPO the first control statement in the class override file is a
destination control statement. This is not required in VM/XA SP because there are
no OVRD cylinders.

The Class Override File for VM/XA SP
The VM/XA SP class override file consists of an OVERRIDE control statement for
each command, DIAGNOSE code, or system function whose IBM-defined privilege
class is to be overridden. It does not have a DESTINATION control statement.
This is because the VM/XA SP internal user class restructure file is kept in a system
data file.

Unlike VM/SP HPO, VM/XA SP commands, DIAGNOSE codes, and system
functions are not associated with a user’s group function. As a result, there is no
TYPE attribute. VM/XA SP commands, DIAGNOSE codes, and system functions
do have an IBM-defined class. You redefine this class using the NEWCLASS
attribute. Refer to VM/XA SP Planning and Administration for examples.

Some VM/XA SP commands and system functions have more than one IBM-defined
user class. To distinguish between the different classes, you must use the
IBMCLASS attribute. For commands that have only one IBM-defined user class,
you may use the IBMCLASS attribute, but you are not required to use it.

Figure 15 is an example of a VM/XA SP class override file. In the example, note
that the ADSTOP command was deleted because it is not supported in VM/XA SP.
The ACNT command has only one IBM-defined class; thus, you can code the
IBMCLASS attribute but it is not required. The CHANGE command, on the other
hand, has multiple versions; thus, you must code the IBMCLASS attribute to
distinguish between the versions.

* F  *

*

ACNT NEWCLASS=D

ATTN NEWCLASS=HI IBMCLASS=G
AUTOLOG NEWCLASS=P  IBMCLASS=A
CHANGE ~ NEWCLASS=EF IBMCLASS=D
CHANGE ~ NEWCLASS=HI IBMCLASS=G

Figure 15. Example of a VM/XA SP Class Override File

Comparison of the VM/SP HPO and VM/XA SP Override Files

Table 12 (Page 1 of 2). Comparison of the VM/SP HPO and VM/XA SP Override
Files

VM/SP HPO | VM/XA SP

Parameter Equivalent Compatibility Notes

DEST | e No equivalent statement.

CLASS NEWCLASS
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Table 12 (Page 2

of 2). Comparison of the VM/SP HPO and VM/XA SP Override

Files
VM/SP HPO | VM/XA SP
Parameter Equivalent Compatibility Notes
TYPE IBMCLASS IBMCLASS means the IBM-defined user

class. It is used somewhat differently than
TYPE.

In VM/SP HPO, you use TYPE when the
command you are overriding has multiple
privilege classes and when the command
functions differently between those classes. If
the command functions the same way between
all the classes, you do not need to code the
TYPE operand.

In VM/XA SP, you must use IBMCLASS
when the command has multiple privilege
classes whether or not the command functions
differently between those classes. You can
code only one of these classes on each
IBMCLASS operand. If the command has
only one privilege class, you may use
IBMCLASS, but you are not required to use
it.

In VM/XA SP, you use IBMCLASS only to
define what is changing from the IBM default.
In VM/SP HPO, you use TYPE to indicate
both the default and what is changing.

In VM/SP HPO, TYPE identifies a user’s
group function: O, R, P, S, A, C,0or G. In
VM/XA SP, IBMCLASS identifies the
IBM-defined command class: A, B, C, D, E,
F, or G.

Comparison of the VM/SP HPO and VM/XA SP OVERRIDE Commands
In VM/SP HPO, the OVERRIDE command is a CMS module. When you issue

OVERRIDE, the override file is written out to the CP-owned pack where the OVRD

space is allocated. In order to use OVERRIDE, you must have:

¢ Access to the CMS module
e Write-access to the CP-owned pack where the OVRD space is allocated.

Like VM/SP HPO, the VM/XA SP OVERRIDE command is a CMS module.
However, it operates differently. When you issue the VM/XA SP OVERRIDE
command, DIAGNOSE code X'C4' is invoked. DIAGNOSE code X'C4' writes
the override file to the system data file. In order to use OVERRIDE, you must

have:

e Access to the CMS module
o Privilege class A, B, or C (because these privilege classes have access to
DIAGNOSE code X'C4").
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The basic syntax of the VM/XA SP OVERRIDE command is the same as VM/SP
HPO, although the options differ. The syntax is:

OVERRIDE

fn fm ft [(options

Where filename (fn) filemode (fm) filetype (ft) indicates the class override file.

Table 13 compares the options:

Table 13. Comparison of VM/SP HPO and VM/XA SP OVERRIDE Options

VM/SP HPO
Option

VM/XA SP
Equivalent

Compatibility Notes

EDIT

VALIDATE
EDIT

VALIDATE (or the synonym EDIT)
provides equivalent function to VM/SP
HPO’s EDIT option. It verifies that the
control statements in the class override file
have the correct syntax.

FREE

CLEAR
FREE

CLEAR (or the synonym FREE) provides
equivalent function to VM/SP HPO’s FREE
option. It specifies that the command
privilege classes should return to the
IBM-defined privilege classes.

DEFER

DEFER specifies that the new class structure
should take effect after the next system IPL.
This is the default.

VM/SP HPO does not give you the option of
DEFER or IMMEDIATE. In all cases in
VM/SP HPO, the new class structure takes
place after the next system IPL.

IMMEDIATE

New in VM/XA SP. IMMEDIATE specifies
that the new class structure should take
effect right away.

Converting Your VM/SP HPO Class Override File

To restructure user classes in VM/XA SP, you must:

1. Create the class override file as shown in Figure 15 on page 67. You may
decide to modify your VM/SP HPO class override file for your VM/XA SP
system. In this case, you can use the FILECONV SAMPEXEC and the
CONVUCR SAMPCMDS files that are provided on the VM/XA SP product

tape.

Refer to Appendix A, “Conversion Tools” on page 277 for a complete
discussion of the FILECONYV sample EXEC.

If you use the FILECONYV sample EXEC, you should still look at “VM/SP
HPO and VM/XA SP Command Compatibility” on page 105 to ensure that you
want to use the VM /XA SP command in the same manner that you used the
VM/SP HPO command.

Once you convert your VM/SP HPO override file, determine whether you want
to override any new VM/XA SP commands. If so, add these to the file.
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2.

5.

Issue the OVERRIDE command with the VALIDATE option to verify the
syntax of the class override file. In VM/SP HPO the EDIT option had the same
function, and EDIT is an accepted synonym for VALIDATE in VM/XA SP.

Issue the OVERRIDE command with one of these options:

o IMMEDIATE causes your user-defined class structure to take effect
immediately.

¢ DEFER causes your user-defined class structure to take effect at the next
system IPL. This is the default option for the OVERRIDE command.

To reset your class structure to the IBM-defined classes, issue the OVERRIDE
command with the CLEAR option. This command takes effect at the next
system IPL. In VM/SP HPO the FREE option had the same function, and
FREE is an accepted synonym for CLEAR in VM/XA SP.

Issue DIRECTXA to redirect the directory.

Querying or Purging User Class Restructure Files
Since VM/XA SP user class restructure files are kept in system data files rather than
on CP-owned DASDs, you must handle them differently.

‘ VM/XA SP provides two commands so you can query and purge user class
i restructure files: QUERY UCR and PURGE UCR.

¥ Refer to VM/XA SP Planning and Administration for a complete explanation of the

user class restructure function in VM/XA SP.

Managing System Performance

The VM/XA SP Scheduler
Although the VM/XA SP scheduler incorporates some of the same concepts as the
VM/SP HPO scheduler, it has a completely different design. The following list
highlights a few of the differences and similarities. To understand how the VM/XA
SP scheduler works, refer to the VM/XA SP Features Summary.

70 VM/XA System Product

Like VM/SP HPO, the VM/XA SP scheduler places users in lists:

- The dormant list (does not exist in VM/SP HPO)

— The eligible list

— The dispatch list (called the run list in VM/SP HPO)

— The dispatch vector or run list (called the dispatch list or true run list in
VM/SP HPO).

Like VM/SP HPO, the VM/XA SP scheduler classifies virtual machines in
transaction classes. However, the VM/XA SP scheduler moves users from one
transaction class to another based on real elapsed time rather than processor
time. Like VM/SP HPO, the following transaction classes are used:

E1, Q1 are users with short-running transactions.
E2, Q2 are users with medium-running transactions.
E3, Q3 are users with long-running transactions.

In addition, the VM/XA SP scheduler classifies some users as EQ, Q0. These
users do not wait in the eligible list but go directly into the dispatch list.
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Like VM/SP HPO, VM/XA SP uses the concepts of an interactive storage buffer
and interactive bias. In VM/XA SP, these concepts extend not only to storage
but also to paging devices and to the multiprogramming level in general.

VM/XA SP Tuning Commands

The different scheduler design significantly changes the externals for the CP
commands that control the way the system allocates resources.

The VM/XA SP SET SRM command has the following operands:

IABIAS specifies the new interactive bias to take effect. The interactive bias
causes users doing trivial transactions to receive better service than their
scheduling share would otherwise entitle them to receive.

DSPBUF specifies the dispatch buffer to take effect. The dispatch buffer sets a
limit on the number of users in each transaction class who are allowed in the
dispatch list.

DSPSLICE is the new size, in milliseconds, of the dispatching minor time slice.
This is the amount of processor time a virtual machine may consume before
re-examination by the scheduler.

LDUBUF partitions the commitment of the system’s paging resources when
choosing users to move from the eligible list to the dispatch list. The result is a
mechanism that controls paging capacity based on the transaction class of a
user.

STORBUTF partitions the scheduler’s view of main storage when choosing users
to move from the eligible to dispatch lists. The result is a mechanism that
controls use of main storage based on the transaction class of a user.

Refer to the VM/XA SP CP Command Reference for a complete description of the
SET SRM command, to the VM/XA SP Features Summary for a discussion of the
the design and use of the scheduler, and to VM/XA SP Planning and Administration
for a discussion of tuning controls.

Because the VM/XA SP scheduler differs from the VM/SP HPO scheduler, there is
no one-to-one correlation between the tuning commands of the two systems. In
some cases, however, the intent or use of commands does correlate. Table 14
presents VM/SP HPO and VM/XA SP commands that serve a similar purpose.

Table 14 (Page 1 of 3). Comparative Uses of VM/SP HPO and VM/XA SP Tuning

Commands

If You Use This

YM/SP HPO
Command: You Might Consider Using This VM/XA SP Command:
SET PRIORITY SET SHARE userid RELATIVE

(or SHARE RELATIVE directory control statement)

Although the implementation is different, SHARE
RELATIVE performs a similar function to SET
PRIORITY in that it controls the amount of service
the user receives in comparison to other users.
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Commands

Table 14 (Page 2 of 3). Comparative Uses of VM/SP HPO and VM/XA SP Tuning

If You Use This
VM/SP HPO
Command:

You Might Consider Using This VM /XA SP Command:

SET FAVOR %

SET SHARE userid ABSOLUTE
(or SHARE ABSOLUTE directory control statement)

Although the implementation is different, SHARE
ABSOLUTE performs a similar function to SET
FAVOR % in that it controls the amount of resources
virtual machines receive. As is recommended with the
SET FAVOR % command in VM/SP HPO, you
should use SHARE ABSOLUTE with discretion to
avoid having the total shares exceed 100%. This
would cause the scheduler té attempt to deliver more
resources than actually exist.

SET FAVOR

SET QUICKDSP

SET QUICKDSP is like SET FAVOR in that it
allows the specified virtual machine to bypass the
eligible list and go directly into the dispatch list. The
SET QUICKDSP user is classified Q0. Like the SET
FAVORed user in VM/SP HPO, the dispatch priority
is not improved.

In VM/SP HPO, there is no way to reserve storage for
the SET FAVORED user and, as a result, storage can
be overallocated if you use SET FAVOR too often.

In VM/XA SP, you can use the SET SRM STORBUF
command to reserve storage for the SET QUICKDSP
users.

SET SRM IB

SET SRM JABIAS

Although the implementation is completely different,
the intent of the VM/XA SP interactive bias is the
same as the VM/SP HPO interactive shift bias: to
give good response time to trivial transactions that
only require a small fraction of a second of processing
to complete.

SET SRM DSPSLICE

SET SRM DSPSLICE

As in VM/SP HPO, the DSPSLICE is the size, in
milliseconds, of the dispatching minor timeslice.

SET RESERVE

SET RESERVED

As in VM/SP HPO, the VM/XA SP SET RESERVED
command keeps a specified number of pages resident
in real storage at all times for a particular user.
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Table 14 (Page 3 of 3). Compa