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1.0 OVERVIEW
1.1 PURPOSE/SCOPE OF DOCUMENT

It is the intention of this document to present require-
ments of Intelligent Subsystem Support needed by the UC

§Family, Sensor Based products, small commercial/scientific,
and S/370 subsystems.

Furthar, the functional requirements are presented with

the requirement that the customer sees a level of support

consistent with SNA and user oriented facilities such as
SNAQ;S'}-;J&'J Nebowle high level language, CICS, IMS, et cetera that addresses
& . Atc\\-‘“‘ed‘% the complete product 1ine of subsystems. ' '

’ ‘PThe Tong range revenue of the corporation is heavily
’ dependent upon broad expansion of the computer application
base. With the continued technology studies yielding
ever improving price/performance ratios, more and new
guses Tor cur products must be found. It appears certain
that a key contributor to that expansion will be the
continuod advancemant of terminal and sensor based system
) technclogies. HMaking our systems more accassible and easier
(i to use, to more people is fundamental to our growth; and
' " is central to the requirements defined in this document.
It is cleariy our intent to establish a systems capability
consistent with our current and plannad product require-
ments, and to establish a systems technology base consis-
tent with the known FS reguirements.

Although sensor based products and UC based products
each have some unique requirements, a task force study
{Appendix 6.2) has established that both UC and Sensor
Based products have common ISS requirements. These re-
quirements are outlined in Section 2.0 and Section 3.0
of this document.

: ‘
; i
! .

1.2 BACKGROUND |
1.2.1 SENSOR BASE HOST SUPPORT EVALUATION

The support of Intelligent Subsystems is not new
in IBM. There has been considerable experience,
primarily in internal manufacturing, with the
) first systems implementation dating back to early
.‘[f : 1965; the COMAT System (Computer Operated Manu-
L facturing and Test System) developed by San Jose
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C 1.2.1

(continued) i

manufacturing. During about the same time frame,
the CIMPAC system (Computer Integrated Manufacturing
Process and Control) was being developed by Endicott
manufacturing.

Those development activities led to the 1968 develop-
ment of the common SiD/CD/WTC Manufacturing Process

- Control System, which included the development of

DPs _
D-:dv'.\:.\eel Sas'hm: ?wsvm

an 05/350 subsystem called PC/0S (Process Control/
Operating System). That system is currently in-

{stalled in over 20 internal locations world wide.

Other internal manutfacturing developed ISS support
systems include: DINMS, developed by San Jose
Manufacturing and SIFEX, developed by Sindlefingen
Manufacturing. ‘

IProduct support expériénceS'inc]ude 1130/DSP and

1800/D3P (Distributed Systems Program) which pro-
vided the initial System/7 host support, and 370/DSP
wnich is planned for release in June 1973.

Since the introducticn of sensor based products,

‘{the nead for high level host support has been

apparent as evidencad by the 1800 requirement

of high speed attachments. Although the 1800 was
not sold as a host attach device, customer demand
forced the introduction of a TP link. At the
present time, over 107 of the installed 1800s have
a TP host link. In addition, devices such as the
Sensor Based Control Unit (SBCU) was announced as
an RPQ device to satisfy customer requirements of

‘la high speed in-plant communication system.

The S/7 was annocunced with a marketing thrust of
Host Attach, with over 50% of the orders having
a TP 1ink. In addition, many RPQ communication
attachments are available to satisfy customer
demand. A Distributed System Program (DSP) was
announced to satisfy the ISS requirements of the
sensor, based products. This will provide the user
with a nigh level get-put type language. DSP
addresses not.only program movement but data
movement as well. DSP will continue to provide
interim support for the sensor based products.
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1.2.2 TP EVOLUTION

The concept of a Universal Contraller (UC) family
to support and accommodate a variety of different
devices is relatively new. The requirement for
a terminal controller that can accommodate many
different devices originated when it became ap-
:S ‘ri: parent that hard wired control units, dedicated

. 171 “to one or a small number of terminals, contributed
a burdening cost to the terminals it supported.
The UC supporting an unlimited number of different
terminals offered a way for terminals to share the
cost of the controlier thereby reducing the cost
to each terminal. The early view of the UC, then,
‘was a programmed equivalence of a hard wired con-
troller.

The notion of intelligence, available with a UC,
had not been fully considered or exploited within
SDD until the ROCKET family of controllers and
its terminals began definition. It became clear
that intelligence was required for remote key

N entry, graphics design drafting, data collecticn,
( o et cetera.

In 1968, the attachmznt of an 1130 with a 2250 1V
graphic device to a $/350 host was shipped. The
1130 was an intelligent subsystem supported by
. callable subroutines in the 1130 to access the

i*f ¢ o <3_f graphic functions atd control data transmission

to the S$/360. S$/360 support consisted of callable
subroutines to ccmmunicate with the subsystem.
The product missed forecast. The level of pro-
grarming support was a key contribution to the
failure. :

The access method support for intelligent con-

trollers and their terminals required standardiza-

tion to facilitate host ta subsystem and subsystem

to terminal communications. Support of UCs through

a variety of access methods and Tine control

disciplines was not viable. Standard Network €SNIA
Architecture which enccmpasses VTAI and SDLC was <dd

defined to assume a consistent viable Tevel of Lo
communications among Host, Subsystem, and Terminals. 'Ag;vay

. % Sensor Base and Internal tanufacturing use of
C- . : intelligent control units offers a level of ex- (M-bd' %\0
- A periecnce acquired during a seven-year period that

U
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1.2.2 (continued)

is the basis for the requirements described in this

document. The application environments where UCs

+i11 be installed are identical or similar in

many cases to those in wnich S/7s exist. Now, the

announcerent of Virtual Systems as well as the

strategy to migrate all customers under the standard

network architecture presents an opgortunity to
 provide consistent and complete Host support for

all IBM intelligent subsystems.

1.3 RELATED PRODUCT ACTIVITIES

There are several current product definition and develop-
ment activities that directly relate to the Intelligent
Subsystem Support regquireients outlined in this document.
They are listed hare for information purposes, with no
intent to imply any-specific implementation approaches.

(A) DB/DC, in purtxcalar IMS and CICS. In addition to
the Data Base and Data Communication functions the
current plan for Release 3 .of both procucts will
include spzcific support of System/7 as an "Intelli-
gent Subsystem". RTS-3 will also be supported by
IMS/CICS as an intelligent subsystem in the 10/74
time frame.

(B) 370/DSP (Distributed Systems Program) This subsystem
is currently planned for initial release in June 1973
on 0S/KFT using S/S lines as a Type-1 extension. It
is intended for interim support of remotely attached
System 7s, and will provide a very ccmprehensive level
of "Intelligent Subsystem" support functionally equi-
valent to the ISS requirements stated here.

(C) SNA (Standard Notwork Architecture). SNA encompasses
a total communications strategy which will heavily
 influence (or be influenced by) the ISS requirements.

(D) SDLC (Standard Data Link Control). SDLC is the single
TP Tine discipline chosen for SNA. .

(E) VIAM (Virtual Teleccmmunications Access Method). VTAM
is intended to be the sole supported TP access method in
the future (S/370), and will be the primary implementa-
tion vehicle for SHA support.’
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1.3 (continued)
%
389 (F)-sss (Subsyotem Support). This is the Intelligent Sub-
_ . system support base currently being develcped for UC
products. Industry and cross 1ndusbry unique code
will interface with this base

SIA - (G) SIA (Systems Interchange Arcn1uocture) Defined an
- » - inter- sysbem communication discipline. 370/DSP supports
a subset of this architecture. » .

VSAam (H) VSAM (Virtual Storage Access Method). VSAM is intended
to be the base for all future direct access storage
support. Future releases of IMS, CICS, and DSP will
migrate to VSAM as scon as practical.

=3 (1) FS (Future Systems). Efforts are-currently underway
_ ' n developing a Sansor Based/Intelligent Subsystem
support strategy. (Reference 6)

ot ;
,

1.4 ENVIRONMENT ' | §%" s

‘; 1The marketing environment for Intelligent Subsystcm has

been to sell a top down approach. That is, implement the
data base on the host and allow the remote users access
to that data base. Hot only allow use of the data base
but also collect information from that subsystem to update
the host data base. Without the provided ISS support,
the customer or industry group must write their own
SCP-1ika support. Not on]y is this time consuming, it
requires 2 high degree of skill. The result is the
customer's grow*h is stxf]ed, which means IBM's growth
is stifled. v

In this comp1ex envirenmant, we find customers needing
the pover of 370s with attached Intelligent Subsystems
to perform such tasks as inquiry, data entry, editing,
and controiling. ’

Although requiring a good response (1 to 2 seconds) for

the first three application areas, the fourth area, control,
may dictate a higher response requirement. For example,

a production nonltorlng job controls an entire plant
process, dictating decisions that must be made by the

Eost and transmitted to the subsystem in one second or

ess]response. If not, the entire production line may
tall. -
e
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1.4 (continued) ~

The indication given the subsystem by a plant flcor device
may require transmission of pertinent data to the host,
calling and executing a program in the host and passing
the desired results back to the subsystem. This trans-
mission cculd also mean passing of new data as well as

a program to be executed in the subsystem, in order to
keep the production line running.

Management needs "real time" reporting capabilities as

to how the process is performing so that decisions can

be made that will favorably affect the output of the
product. The need for timely information is, in many
cases, the prime justification for a hierarchical system.
For example, twenty-four hcur old information is of little
value in a plant floor environment.

In order to implement in this type of znvironment two
items are needed: An intelligent subsystem and the
intelligent subsystem support that will allow customers
to implement easily and within a reasonable time frame.
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(: 2.0 GENERAL INTELLIGENT SUBSYSTEM SUPPORT REQUIREMENTS
2.1 HOST SUBSYSTEM RELATIONSHIPS .

To understand the ISS support requirements in a distributed

system envivonment, it is useful to assess the various

ISS roles in the overall system. (See Figure 2A) As

shown, an ISS may be used to satisfy a number of different
tfunctions, any of which may be "system controlled" or

"user controlled"or both. Complete ISS support must satisfy

the needs of all these various situations, as follows:

System versus User Oriented
B Y

The use of an ISS in system oriented roles, such as a
system 1/0 controller, line concentrator, or fixed
function terminal, presents much the same support require-
ment as a non-ISS based unit, except for the initializa-
tion functions (program preparation and load).

Support of an ISS in a user oriented role (with the user
defining its functions and writing application programs),
1 requires considerably more comprehensive support; addressing
such considerations as Tinxing disiributed apnlication
(~ ‘ , medules, and providing user data services.

IBM versus User Prograrmed

The IBM programmed ISS can be viewed essentially as a

fixed function unit from a system support point of view
(again, except for the initialization functions).  The user
programmed ISS must be supported in much the same manner

as if the application were being implemented in the main-
frame. ) ’

Loosely Coupled versus Tightly Coupled

In a loosely coupled environment, the ISS is essentially

independant of the host with the more freguently used

I/0 devices locally attached, and generalily communicating

with the host on an infrequent basis. In a tightly coupled

environment, the ISS is dependent on the host for most

1/0 services (files, printers, etc.), for compute capability

(Multiply/divide, floating point, etc.), and may even be

.an extension of the host application. High speed communi-

cation requirements are most often associated with this

o : environment, such that ISS to host access approaches local

‘:i direct access storage performance. In actuality high speed
- : requiramants exist indopandant of degree of counling and

- F B vice versa. ltignh pertormance loose ccupled hierarchical

;) structures are typical of the in-plant environment.
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(continued),
\
Attendad veﬁsus Unattended

‘ _
Most user oriented ISS units operate in an attended mode.
Initialization, set-up, coperation, and exception-handling
are operator functions; and system support must be oriented
to interfacing with an operator contro]]ad device. Many
system oriented ISS units operate in an unattendad mode.

11 initialization, control, etc. must be provided by the
host with no host operator intervention other than that
associated with a similar non-intelligent controller.

Some user oriented ISS units also operate in an unattended
mode; such as a sensor-based Ponitoring system or a Rocket 3
1ocated at a remote/un-manned site. For unattendad mode
support, function must be provided to allow complete host

- application control of the remote ISS.

~ fashion, or wvhere performance requirements are not de

TP versus In-Plant

TP communications must, of course, be used to link remote/

of f gite 1SSs with their hosts. TP will also be the selected
media where ISSs must be Tinked together in a "network"
andin
fJ

and cost trade-offs favor TP over an in-plant media.|

Tinked ISSs will normally be loosely coupled due to the
relatively slow transmission rates. In-plant high-performance
commnunications will be favored in most installations where
geography permits.

\

The high perfermance selection will be made because of:

—

(a) The need to implement.tightly coupled host control

(b) The need/desire for a responsive/high-performance installation.
(unknown future reguirements for response)

(c) Large data vo?umes.

(d) Aggregate heavy traffic/data volumes due to a ]arge

number of host connected ISSs.

(e) The need to minimize ISS cost by centralizing common
functions, such as DP 1/0. (cost trade-cff or enivron-
mental constraints on DPIO)

}

!

‘(f) Communication cost advantages (large numbor of ISSs or
mix of TP and high speed requirements where using a

' 51ng]e type mininizes cost)
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2.1 (continued)

The current Standard Network Architecture definition is
comprehensive in addressing the various TP connect functions,
but must be expanded to properly address the in-plant
high-performance requirement (the SBCU, 3272, et cetera).

It should be noted that the in-plant nigh-performance
requirement is not limited to only sensor-based system
conmunication. It applies to non-sensor based systems as
well, i. e. large installations, graphics, and mixed
sensor-basad/non sansor-based environments (this is the
normal system environment--all sensor-based applications
have man-machine interface reguirements as well as machine--
machine, though some of those requirements are best
satisfied with locally attached terminals).

2.2 USER INTERFACES

The user interface that immadiately comas to mind is that
, associatad with data interchange between the host and

(7 the intelligent subsystem. Satisfying cnly that inter-
face resauirenznt, however, does not allow for effective
implementation of distributad applications (intcracting
user function in both the host and the subsystem). Three
interfaces must b2 provided for support of ISSs (see
Figure 2B): ‘

Interface 1

This interface (la) provides for host-ISS interaction, and
includes functions such as Program Load, Program Start,
Data Get/Put, etc. It also allows (1b) for direct com-
munication between host application programs” and sub-

Systém cpplication programs.

Interface 2 ? 4

This interface allows interaction between a single user
written program and the siandard 1S5 support functions
WithouT reguiring an application 1n the other system/
subsystem; such as a user program at the host reading '
~a data set written by the subsystem (which may be
ghgs;cally resident in either a host file or a subsystem
ile).
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2.2 {continued)
Interface 3

This interface providss for interaction between the fore-
ground user task/programs and the rest of tha sysien; (ror
€Xample passing daca L0 enotner region or starting a back-
ground job.) Implicit is the need to provide for multi-
tasking with performance consistent with the communication
'media and real time responsiveness. The-real time ISSS

user must have full access to all services provided by
the operating system function.
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2.3 The functional support requirements for Intelligent Sub-

systems are summarized in the following table.

Each of

these is addressed in detail in Section 3.

2.3.1 SUBSYSTEM PROGRAM LOAD

(A)

(B)

Initial- (Bootstrap)

1)

(2

(3)

At Request of:

(a) Host Application |

(b) Target Subsystem Application

(c) Different Subsystem Application

Kd) Target Subsystem Power-On or IPL Button
Source of Program Load is:

(a) Host Library

(bi Target Subsystem Library

Cbntrol]ed Termination

Program Load (Overlay)

(1)

(2)

()

At Request of:

(a) Host Application

-&b)-?argetNSUbsysﬁem App]ication
~ {c) Different Subsystem Application

! . .
Soutce of Program Load is:

(@) Host Library

. (b).Target Subsystem Library
(3)

With or Without Execution

With or Without Associated Data Transmission -
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2.3.2 INVQKE/SYNCHRO&IZE PROGRAM EXECUTION
(A)tkln Host from Subsystem Application
(B) ;In Host from Host Application
(C) ' In Target Subsystem from Host Application
(D) In Target Subsystem from Another Subsystem Application
(E) thhout Partit&on/Regicn Restraints |
(1) Subtasks of Real Time Job
(2) Other "On Line" Partitions/Regions
(3) Background (Batch)
(F) With or Without Associated Data Transmission
(G) Transparent to Paging, Library References, etc.
,_} . ' (H) Program Controlled Event Postiné
: (Tv _— | _ - (n Timéd-Intervé?/EventEBasis '
2.3.3 TIMER SUPPORT
i (A) Invoke/SyﬁEhronize Host/Subsystem Application Program
(1) Starting at "n" 0'Clock
(2) Every "n" Time Units
(3) Until Terminated by:
(a) "vaRepetitions
(b) User

(B) Using Parameters Initialized/Modified by
Host/Subsystem Application Programs

.

( ) (C) With Access to Time-of-Day Clock from
. Host/Subsystem Application Program

(D) Synchronized to External User Clock

joct - {E) Uatchdog Timer Services
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2.3.4

()

2.3.5
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DATA INTERCHANGE

(A)

(B)

o~
Low)

Between User, Industry, or SCP Programs

(1)
(2)

In Host

In Host and Subsystem

Between Programs and Named Data Sets

(1)
(2)
(3)

In Host
In Host and'Subsystem

In Subsystem

Betwean Host or Subsystem User or Industry
Programs and Host Data Base :

Ewvn
L R S

m Subsystem Application Program to "System

Fi]e” (card/printer 1/0).

(1)

Open and Close File (re]ease to punch/
print)

Mith Option for Program Execution

SET/PROGRAM LIBRARY MAINTENANCE

m
(2)
(3)
(4)
(5)

-»wﬂﬁfﬁaﬁafﬁc%cteiﬂa1nta1n Named Data Sets

On Host at request of Host Application
On Host at request of Subsystem Application

On Subsystem at request of Host Application

- On Subsystem at request of Subsystem Application

Main storage and secondary storage resident files
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( | . 2.3.5 (continued)

2.3.6

2.3.7

v nns p——

S oy -
a)J C e e
_“1‘-‘ :‘-'n A

o~ ;

(B) Create/Delete/Maintain Subsystem Program Library

(1)
(2)
(3)
(4)

CONNECTI

On Host at request of Host Application
On Host at request of Subsystem.Application
On Subsystem at request of Host Application

On Subsystem at request of Subsystem Application

ON MODES/SPEEDS

(A) Support full range

_m
(2)

Common Carrier

-In-plant

(B) Allow Integrated and’Standalone Control Units

(C) PrOV1de System Responsiveness commensurate with
line speed

(D) Mode/speed transparency required

e

/'

OPERATICNAL REQUIR:? ENTS

i
(A) 24 hour, 7 day Environment; RAS, OLT, Recovery
Requ1rewents

|
| ¢

(B) Unattended Subsystem Operation

(C) High Volume, multiple subsystems on host

(D) High Performance target:

Host response equal or faster than subsystem disk
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2.3.7 (continued)

N _
(E) Useﬁ interface consistent with High Level Languages
5 :

/
(F) Dynamic Library and Data file replacement

{G) Security: Unauthorized Access Control
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DETAILED REQUIREMENTS

The wide range of application environments and planned intelligent
subsystems creates tne need for several options in each of the
subsystem requirements 1isted in Section 2.3. This section will
define those options, discuss the application characteristics,

and point out known differances between sensor base-and terminal
oriented subsystem requirements. A tabular comparison is pro-
vided in Appendix 6.2. '

3.1 SUBSYSTEM PROGRAM LOAD '
(A) Initial Program Load

Many subsystems will operate in an environment

tightly controlled by a host application program.

Typically each subsystem will be IPL'd as a result
~of the initiation and/or execution of the host
application. To meet the variant needs of a range
of subsystems on option is necessary to specify
whether the subsystem is to IPL from its own local
secondary stovage or receive the IPL via the con-
necting data link. These requirements are common
to both UC and S7 planned products.

In environments (typical of Sensor Base) where the
subsystem is running an essentially standalone app-
Tication with only a loose-coupled realtionship to
a host application the need exists for the sub-
system application to determine the need for IPL.
This decision could result from error recovery
procedures or from reccgnition that a new appli-
cation requiring a new SCP should be loaded and

S¢e (Snka GAM(»\’NS'%?) executed. In either case the function required

is initiation of an IPL sequence from application
code running in the subsystem. An option is re-
quired to specify the source of the IPL data.

In another environment multiple subsystems may be

in use with one spacific subsystem providing a master
coordinator or centioller role. This environment,
found in both sensor base and terminal applications,
requires the ability for an application running in
one sybsystem to initiate an IPL sequence in one or
more other subsystems. Again an option for the
source of IPL data is required.
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(: 3.1 (continued)

The controlling subsystem should be able to direct
each subsystem to IPL from its own secondary storage,

‘Jor alternatively should bs able to invoke IPL of the

(B)

YR

BN

other subsystem(s) frcm a host library. Two possible
implementations of this latter capability are:

(1) The controlling subsystem could command each
' of the‘other subsystems to IPL themselves, or

(2) The cdntro11ing subsystem cculd invoke the
host to IPL the other subsystems.

Either would meet the requirement.
A third environment will require that uninitialized

subsystems be IPL'd eitner as a result of operator
pushbutton action or as a result of power on or

errov recovery conditions in an unattended subsystem.’

Unattended subsystem operation is particularly im-
portant in sensor based applications involving con-
figurations distributed over larga areas such as
0il Tields, pipelines, power aislribution systams
and even some large factories.

In applications typified by host or "master sub-
system” control a probability exists that running
subsystems will be re-IPL'd. In consideration of
this, implementations of the IPL function should
provide for a controlled termination of the sub-
system. Since the 2xact state of the subsystem
(ervor loop or normal execution, etc.) cannot be
determined, the controlled termination may have
to be limited to a "subsystem reset" and the user
advised to plan his application a$cordingly.

Program Load - i

The functional requirements for subsystem application
program load parallel the IPL requirements. The
program load or program overlay should be capable

of initiation from the host, the target subsystem, .
or a different "controlling" subsystem. An option
should be provided to load the program from the

subsystem 1ibrary or from the host library via the
data Tink. _ '
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3.1 (centinuedx

The éontroT]ed termination aspect of the IDL requirement
is not app]1cab1e to app11cat10n program load or overlay.
0pt1on4 are reguired o specify immadiate execution or
"wait", and to provide at least a limited capability

to append data to the program when it is loaded via

the data link.

3.2 INVOKE/SYNCHRONIZE PROGRAM EXECUTION

Implementation of distributad system applications requires
the capability to invoke or synchronize execution of a
program in any system/subsystem from another system/sub-
system. The "execute program" or "post task" function that -
the user sees should make paging, 1ibrary references, etc.
transparent. From the host the user should be able to specify

- o jexeestion of a named program or trigger continuation of
. , - a priority execution level/sublevel or branching into a

~ codz string. From the host or the subsystem, the user

should be able to cause host execution of a named program
‘[ ' as a subtask of the real time job; in another partition/
. region, or as a batch background job. He will also need

to post waiting programs. Paging in of the program,
retrieval from the library for transient execution, etc.
should not recguire additional user interventicn.

The function providing p?ogram invocation should optionally
allow an associated data transmission. This option will
et the user provide data required by the target program
at the same time it is invoked. Because a corollary capa-
bility is provided in the data transmission function, the
Tength of data appended to the execute program transaction
may be restricted. In cases where significant amounts

of data are reguired the data transmission function could
be invoked with an optional request for program execution.

As an extension to the program 1nvccat1on/sync\ron1zat1on
functicn the SCP support shou]d utilize the timer function
addressed in 2.2.3 and 3.3 to trigger program execution
based on user supplied parameters. This function should
; provide execution at specific time of day and at specific
: time intervals.
f
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3.4

3 3 TIMER SUPPORT

The user requires a capability to cause prcdeterm1ned
applications to be executed at pre-estabiished times. He
can provide parameters (program name, subsystem number, time,
etc.g descr1b1nq the desired progrgm execution. The in-
telligent subsystem suppert SCP should accept and use these
parameters to invoke execution.

Additicnally the SCP shouid provide user access to the
time-of-day from host or subsystem user applications for
time stamping, et cetera, and should alsoc provide for
synchronization with an external user clock. In many
applications the subsystem activities need to be synchronized
with human activities based on a centralized "plant clock".

In general it is expected that high resolution timing would
be provided by individual timers in the subsystems. The
timer support functicnal requirement is not applicable

tc these high resolution timers but to a "time-of-day"
clock in the host. ,

A "watchdog" capability is requiréd so the user can establish
time-out 1imits to protect against program loops, etc.

DATA INTERCHANGE

User app11cat1on programs, Industry Code, and SCP support
running in either host or subsystem need to get data from
and put data to named data sets and other programs regard-
less of whether they are resident in/on the host or the
subsystem. To provide maximum usability of the functions
provided by ISSS the interfaces shown in Figure 3A are

are required. The user code will need to interface to

. 888 for example 1o .get .or put data to/from a data set

or program in the other system/subsystem. Industry code
will have a similar requirement. It is probable that in-
dustry code will provide the user more complex function

“such as "get from subsystem data set and put to host system

data set" as a single transaction. This would be accompli-
shed by the industry code stringing or chaining together
multiple requests to the ISS support.

It is.1likely that the ISS support will not exist as a

 single package but will be distributed through multiple




1BM CONFIDENTIAL

“INDUSTRY CODE"
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3.4

{continued)

N
SCP components (VTAM, Nucleus, IOCS, etc). It is also
likely that common industry code functions will be packaged
into this distributed ISS support. It will be necessary

to provide interfaces from SCP to SCP (ISSS) Code to make
the ISSS function completely usable.

A named data set is a record level “"private" file establi-
shed and maintained by a given application. The appnlication
may be implemented as a distributed set of programs sharing
the data. MNemed data sets will contain "operational”

data which is essentially temporary in nature and will

be replaced or modified at reguiar intervals. The named
data sets may be created and deleted as needed by the
application. It is essential that the OPEN, CLOSE, READ,
WRITE Tunctions provide minimum response times and over-
head to the user. MNamed data sets may be either main
storaga or secondary storage resident. In addition,

where the host provides data base support, the apnlication
programs (host or subsystem) should have access to the data

base. & data base is a multi-volume file structured on

a field basis and shared by many applications generally
through a data base manager function. 'The data base will
contain data wnich is essentially permanent in nature--
tool, maintenance, and production histories; Engineering
information, et cetera. Figure 3B indicates the seven
possibie targets for data interchange with an application
program in the host. An application in the subsystem
should be able to exchange dafa with a host application,
host or subsystem namad data sets, host data base, or

lanother appiication in the subsystem.

To support app]icatidns of the type which transmit data
from the subsystem to the host (or vice versa) to be
manipulated (trended, reduced, etc.) an option should be

- allowed to vrequest execution of a named program. This

option to the data transmission request should bz allowed
regardless of the target data location.




j P ~<Méj;\v/ ‘: ‘ “IBE’ col' - aF A1 7 o AT T S
. da) 1y 4 COUFIDENTIAL T‘,/:.: COT Y e A
- WACGELYE
0.0
AL
| g DO Iy

DATA BASE

C::;; i e
e B S

TR Y
NI CTIRT ST
u:nlfa-,

-

e A

B v -\::"%“u": — 3 il e
L\ St N B antndet b N ’-"”“"ﬂ.‘”—'}?-—‘—,mt’.ﬂ-ﬁ"“ﬂf )
e 1
HOST ™
¥ e

N Ny SECONDARY STORAGE
T NAMED DATA SETS

¥ MAIN STORAGE ‘"
{AMED DAT#A SETSY

\

~
AL
g
vaaes
et

1SS

ot wrmrpe gy wen sy 1
N .
R aad n‘:m.h;{y\fcﬁ;.mmm&w

; ] N | SECONDARY STORAGE
B ] i : z NAMED DATA SETS
ww*mi@&nmmm ‘ o T —~

MAIN STORAGE
NAMED DATA SETS

FIGURE 3B
C o DATA INTERCHANGE

RESER G I !
N




BSSEVE - N o TR 53
gL,)LAAg ?l*; E
Lo ' ' i L/ \.5 '\:'2 o

4 CONFIDT! - g\_:;;

10K CONFIDFHTIAL : | =0

=

— \ ol
« 3.5 DATA SET/PROGRAM LIBRARY MATNTENANCE

fIn any practical set of hierarchical sys:em/subsystem

§structures, data sets and program libraries can be ex-
pectad at any combination of levels. Data developed in

"a subsystem will need to be stored on host files. Programs
preparad for subsystems on the host will need to be stored
in Tibraries on the host and on the subsystem. Programs
prenared on one subsystem for use by another subsystem
will need to ba stored at the host and at the target sub-
system. Temporary cperational data sets on the system or
subsystem will need to be created, updated, then deleted .
from the subsystem or system.

Complete flexibility in the creation, deletion, maintenance -
of dala sets and program libraries on one system/subsystem
from another subsystem/system will be reguired to meet
anticipated sensor base and terminal subsystem application
recuiremenis. The functions listed in section 2.3.5 must

be providad. Additionally, & mechanism will be recuired

to allow the system/subsystem to determine what data sets
(Qnd Tibrarizs exist on the other subsystem/system.

‘3.6 CDRKECTIO& rODES/SPEEDS

As showvn in Section 2.1, support is required for both
cormon carrier and high performance in-plant data links.

In many establishments, the low speed terminail reguirement
will co-exist with a high-8pead sensor base requirement

on the sam2 physical floor. The ISS must provide for

both commen carrier and in-plant line speeds and disci-
plines. It must also be capable of handling both simul-
taneously in a2 mixed environment. For example, connection
of low spesd buffered terminals to a high speed line is
not an adeqguate solution for mixed environments where some
line speeds will -be determined by physical terminal locations
that force common carrier connection. The ISS support of
various connection modes and spaeds must be - made completely
transparent to the user.

To allow the frecdom to implement Tow-cost solutions to
application requircments, the ISS must allow both inte-
grated and standalone control units between the host and
the hierarchy. Consideration should be provided to allow
non-int2lligent control units for hierarchies which are
simple "pne-on-one" or "tree" structures.




-~

TBM CONFIDENTIAL |

i

i
3.6 (continued) . |
\.
\
In support of large volume high performance configurations ' ,!
: the ISS must provide performance frespon;e time, overhead, :
messages/secend) that are consistent with transmission time
on a high spaed (250 Xbyte) line. Improvements in line
spead should yield equivalent improvements in system per-
formance to the user.

3.7 OPERATIONAL REQUIREMENTS

fSection 2.3.7 is not an exhaustive list but rather an in-
dicator of opsrational reguirements of intelligent system/
subsystem structures. As these configurations are applied
more and more to autcomating businesses, as more and more
manual procedures are put on line, the nead for 24 hour

7 day operation increases dramatically. Intelligent Subsystem
support must provide for RAS_support app11bdb1e tc this

- : environment. It will be necessary to pertorm on line .
diagnosis of the component uni its in the hizrarchy or net-
(l o viork i thout stopping normal opzrations. It must be

possible to recquest tests from either the system or the
subsystem. In event of failure every effortmust be made
to provide graceful degradation or Taii soft capability.
ISSS should make provision to enable specific industry:

products to 1rplemenu RAS support to meet their require-
ments.

There is a rapidly accelerating acceptance of the mini-
computer and other forms of low-cast intelligence to per-
form complex subsystem functions. Many of these will be
structured without mechanical I/0 and connected to a host )
ey for-cect and muintzinability rezsons.  Systems are being
installed today with a separate subsystem for each appli-
cation even though a single subsystem could handle all
applications. Additional minicomputers (without DPIO)
connected to a host by a datalink are less expensive

than the cables necessary to bring all sensor inputs to

a central Tlocation. These trends result in many of the
listed requirements. Multiple, high volume subsystems

on & host will beacome more cowmmon. To minimize the cost
‘and size of these subsystems the host must provide pro-
‘grams and data, and access to DPIO at spceds consistent .

with those the subsystem could provide with local I/0.
]
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3.7

(continued)

Many of the subsystems will be unattended with the normal
operator function having been moved back to the host system.
The host must provide necessary IPL, Recovery, diagnostic,
et cetera functions.

As more and more of the application is moved into subsystem
intelligence, the user will require high level language
access ‘to the ISS functions.

Because hierarchical structures are installed in stages,
some applications will always be run on systems outside .
the hierarchical or network structure. Often these
"external" systems generate data on a batch basis that needs
to be introduced into the hierarchy. Because of this,

the user will nead to replace data sets and libraries with
updated versions. In cases where the hierarchy is running
24 hours a day or where business timing demands replace-
ment while in execution, this replacement must be made
dyramically. There is a requirement to remove a physical
file from the system and replace it with an updated version
without stopping the system execution of the application.

In all hierarchical system/subsystem structures, the user
will nzed to assure the sccurity of his data and the opera-
tion of his system. This need can be expected to require
different implementations for different users. For ex-
ample, a user with termiral originated access to his data
base may insist that all transactions be verified by an
application in the host before access is granted. Con-
versely a user who nas truly distributed an application
between a host and subsystem may want subsystem access

to the data base without any host verification to gain
performance. The verification process will have been
moved outboard to the subsystem. ISS must provide the
required security function with flexibility to meet user
requirements. '
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4.0 DEPENDENCIES
4.1 SHA/IN-PLANT

] Develcpment of an acceptable strategy/sclution to the
in-plant communications reguirement is key to ISS support.
SNA today doasn't address the nead, outside of allowing
for “"dovice attachment", thus there 1s no planned VTAM,
SSS, or DB/DC suprort of in-plant communications. Several

ala the SBCU, 2790 locp, 3272, RTS-II1I loop, etc. This
technology area must be stabilized through extension of
the Standard Network Architecture (or equivalent), and

properly supporited to meet the needs of ISS support.

[ (See References 3, 5, and 6).

4.2 DB/DC -

There are three dependencies associated with DB/DC:
(1)'Igplementaticn of many of the IS5 support func ions
will undoubtedly fall within the DB/DC mission, thus
- satisfying the requirenents outlined in this documnent
will require their response.

+
L
3

{2) The major D3/DC subsystems (IMS and CICS) must be
merged-to achieve maximum customer acceptance of
the DB/DC parts of the ISS support. Multiple imple-
mentations of the D3/DC ISS functions will both
hamper our ability to effectively support some system
environments, and deter customer plans due to growth/
migration concerns.
~ J(3) Maximum penetration of the ISS host potential depends
' on migration of most of the DB/DC functions back to
Type-1/SCP. That accomplishes both the minimizing
of customer concerns about future commitment and
strategies, and the minimizing of "front-end-load"--
the requirement for the customer to pay for a Program
Product in order to effectively apply the fundamental
system architecture, even for a single ISS. ’
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4.3 OPERATING SYSTEMS

The providing\qf a2 responsive host real time multi-tasking
environmant for user applicetions may well be one of the
more critical %equirements for implementation of distri-
buted systems.. That environment must provide for highly
efficient task initiation and switching, since its usage
will be primarily characterized by a large number of short
duration "transaction precessing" tasks, as opposed to

a few long running jobs nandling multiple transactions.
The "Region HManager" must allow for multiple resident user
and system tasks, with an open-ended library of callable
tasks. It must also provide for multi-tasking, and allow
implemantation of single usage, multiple copy, re-usable,
and re-enirant tasks.

Since the real time region will be used primarily for
handling short duration tasks, that region must be viewed
as only on2 part of the total on-Tine user system require-
ment. The operating system must allow interaction between
that environment and the remainder of the system, pro-
viding for the following inter-region/partition functions:

(a) Start of jobs. : |

i

(b) Excharge of data.
(c) Program synchronization (event recognition).

For information on prior 1np1ementat1ons, see References

2, &4, and 11.
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FS TMPLICATIONS

FS is being defined with significant improvements over

370 ia capability to function as a host to intelligent
subsystems. A corporate direction toward inteiligent
communication subsystems and precducts has been established
and augmented by the definition of the Standard Network
Architecture (Reference 5) and the UC based terminal
products. FS Sensor Base Objectives and Strategy (Reference
6) specify support of hierarchical structures in a layered
approach to mzet Sensor Base market requirements. In summary,
FS will be heavily oriented to support of intelligent sub-
systems and application solutions based on hierarchical

§structures.

It is apparent that a structured Intelligent Subsystem
Support package on S/370 will both meet the needs of a

market that exists now and establish the correct IBM and

user direction to enhance FS acceptance.
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APPENDIX 6.1 | [
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SHD Harrison
Decewmber 21, 1972
copy to: J. B. Mayo
954/005-3 Rm. 313

iienorandumn to . e A 'Haso Poughxeepsie
Hen Loty . Ny . « N a3¢ . ohl
© dir. €. R. hadte - from: J. E Stuehller
Subject: ~ GSD/SLD Issue - Plan for ISS Support for
uyéibm// on 320
reference: - <" Boca Raton tHeeting - dccenber 13, 1972 - e

Action Plan Item ¢

Harrison Negting - Uccember 13 and 20, 1872

| IR . o

Too attached plan 4s the result of the work we did in Harrison

and rCﬂYO““WLS what I believe is a proper plan to accomplish

cene gefinition of the host function ruguired o support

Systew/7 as an intelligent Sub~system attached to the 370C.

Iu additicn, 1t snoulid allow us to clarify the atiachment and
ppovri via SBCU/ISCCU and Tead to c]a ifying the proper host

attacn siratccy

Tue plan jdentifies dates. actions and (vihere avpropriutc and
available) nawes. The GSD and Scnsor fased Project Gfvice

(2. Hase) actions arc acknowledged to be committed to-ihis

plan. Until SLD has Tinalized iis §Ct’V15j ragaruinq the

cstablishnent of a proper focal point Tor this activity, please

usc my name as the coordinatiag point for thosc activities ,
requiring SDD 1“VO]V£PCﬂt- [ :

viay 1 have youy response by Decembew F?, 1972,

-.
-

R. C. Loerch

nWCLl:ikjc
ACtaQNment
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PHASE I - OBJECTIYE: S/7 Host Requirenients Vs. UC Host

(1)

(2)

(3)

Requirements & Identify Mismatches

Identify Task Force Members

\
(a) SPD/SBPO - R.A. H (1/2)/3. W. Marks
(b) GSD/Host - C.R.W. (1/2)/ 1ck Wingo
(c ‘
(d

) SOD/UC Planning
) SDD/SLraLegy

Complete 12/22/72

(a) DPD Industry & SB Product Marketing

(b) SDD Indmstry - R. F. Bettendorf :

(c) SDD Terminals - Bob Sippei/John Weber
ROCKXET 3/Host - Howard Liverance
SNA Arch. - Lynn Hobereccht

(d) SPD Mfg. - Gail Nevill

Game'PIan/Schedule

(a) Review existing documentation (DSP, UC/Batch, UC/Interactive,

SNA 177773, ROCKET 3 objectives/specs)

GSD to distribute documents to task force by 12727
(b) Interactive meetings with 1n»er.acea (2.a, b, ¢ & d)

/17773 - 1/24]773

(c) Pnase I Qutput - Match/Mismatch ISS Requmremﬂnts,

SB vs. UC 1/31/73

‘Identify Interfaces for Requireménts/Existing Plan Input.
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PHASE II- OBJECTIVE: S/7 Supporu P]an & I.D. Requirenents Hot Met

(1)

(2)

(3)

)

(5)

Input Requirements (Phase I) to Florac/Roland PampeT 2/1/73

Review current 1mp1enentat10n documentation - VTAM

2/9/73

Identify system performance 1nuerfacas/Rev1ew comp]ete 2/16//3

VTAM, 0S/VS, DOS/VS, CICS/ID
Schedule Belsky response to Reqdirements (open)
Management Review - (Item 4)

I8M CONFIDENTIAL -

CICS/IuS
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1SSS FUNCTIONAL REQUIREMENTS TASK FORCE - ATTENDEES

D. R. Durkin - 23L032-2 Boca Raton

J. H. Forman - G52 Endicott

R. R. Guyatte - F646A56 Endicott

H. K. ﬂa]h_nan . - 541202-1 Kfngston

W. E. Harrington - - 237032-2 Boca Raton

B. . landeck - - D57 Poughkéepsie

J. M. Harks - F626A56 Endicost”
' ( . €. ﬁattheyzs - F50060 Reszarch Triangle Park

J. B. Mayo - 954005 Poughkeepsie

G. R. Nevill » : - 686 Harrison

J Steuhler -‘889 Atlanta

J. L. Heber - 676201 Kingstoh
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IBM CONFIDENTIAL . ‘ Sensor Base Project Office

B Department FG26A56
1 ! Tie Line 252-4313

January 22, 1973

MEMORANDUM TO: Attendees

SUBJECT: - ISSS Functicnal Raguiremesnts Task Force -

Meeting in Boca Raton January 17/18,'1973

The most significant result of the ISSS task force was agreement
that functional requirements for Intelligent Subsystem support are
very nearly identical for hoth Sensor Base and Rocket Intelligent
subsystems. '

These requirements are documentad in the attached 1ists submitted
by B. Landeck, J. Weber, and J. Marks. The S/7 ISSS requirements
charts show the commonality and the task force estimate of the
degree of support provided (for UC based products) by VTAH and
SSS/SHIP.  Even though general support of a function is indicated
there will probably be product unique support required for both
S7 and spacitic UC basad preducts. It is also probable that
modifications as extensions to the base packages will be regquired

vnen detailed developnient plans are defined.

Additional work is required to confirm spacific implementation
requirenents, evaiuate perfowmance considerations, et cetera. As

a first step J. Marks and B. Mayo will expand the task force lists
into an ISSS Functicnal Reguiraments document the week of January
22. This documant will be reviewsd with key Industry Marketing and
Product groups, then submittad as a common requircmznts statement
for UC, S7 and S3 subsystems by the end of January. Subsystem
development groups can use the common requirements document as a
basis for cefining specific subsystem implementation reguirements.

I appreciate your participation in the task force. You will receive
copies of the resulting documant and your comments are solicited.

: |
.} i

W

R. A. Hase
cc: R. F. Bettendorf ROT6AC Endicott
R. E. Carty 28Q031-2 Boca Raton
~H. L. Gee 28Q031-2 Boca Raton
V. E. Hettinger 823DPH Harrison .
R. C. Loarsch 733 Harrison
P. H. Luhrsen R23GA56 Endicott
H. M. Morton, 748DPH Harrison
C. R. llhite 28Y031-2 Boca Raton
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HAP/SAP COMM 1; ICATIONS

_HAP/SDS ACCESS

-;SAP/HDS ACCESS

SAP LOADING FROM HOST
SUDSYSTJ:.M IPL FROM HOST
SAP INITIALIZATION FROM HOST

SAP POSTING HOST

HAP POSTING SUBSYSTEM
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HAP INITIALIZATION FROM SUBSYSTEM

SUBSYSTEM MATNTENANCE

HAP +~ HOST APPLICATION PROGRAM
SAP - SUBSYSTEM APPLICATION FROGRAM

HDS "« HOST DATA SET

SDS . = SUBSYSTEM DATA SET -
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1BM CONFIDENTIAL - J. MWEBER

UC ISS REQUIREMENTS

DATA TRANSFER - 1SS TO HOST DATA SET
INITIATE JOB OR TASK ON HOST FROM ISS

ISS REQUEST DATA FROM HOST

I5S REQUEST PROGRAM FROM HQST
DATA TRANSFER - HOST TO ISSS

- PROGRAM TRANSFER - HOST TO ISS
EXECUTE ISS PROGRRﬁ FROM HOST

IPL FROM HOST
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(» (1) INITIAL PROGRAM LOAD

SURSYSTEM

AT REQUEST OF HOST APPL PROGRAM
AT REQUEST OF UNINITIALIZED SUBSYSTEM

FRON HOST LIBRARY VIA TRANSHISSION LINE
FROM SUBSYSTEM LICRARY

LCONTROLLED TERMINATION OF RUNNING SUBSYSTEMN

TO A DIFFERENT SUBSYSTEM (7)

{2) PROGRANM LOAD OF SUBSYSTEM

AT REQUEST OF HOST APPL PROGRAM ‘
AT.REQUEST OF SUBSYSTEM APPL PROGRAH

TROM HOST LIBRARY VIA TRANSMISSIOH LINE

FROM SUBSYSTEM LIBRAR‘{'
WITH OR ~IITHOUT EXECUTION

WITH OR WITPOUT ASSOCIATED D!\TA TRARSHISSION
- TO A DIFFERENT SUBSYSTEM (?)
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(3) REQUEST EXECUTION OF SPECIFIC PROGRAM
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IN HOST FROM SUBSYSTEM APPL PROGRAM
' i
IN SUBSYSTEM FROM 110ST APPL PROGRAM

IN ANOTHER SUBSYSTEM FROM A SUBSYSTEM (?)

WITH OR WITHOUT ASSOCIATED DATA TPAE’ISI"ISSION
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* WITH OPTIOHAL REQUEST FOR PROGRAN EXECUTION X | 6 | na ém
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(5) TRANSHIT BATA .
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* AT REQUEST OF HOST OR SUBSYSTEM APPL PRQGRAMS| ¥ X NA
* TO0 NArmd \Smﬂ SETS " X ¥ NI
* T0 HOST DB x 1o | wa e
c ... L € ;.‘an;nt\)-:‘.‘!’?! 1NV O PROGG AN X ¥ i oA A
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(6) CREATE/DELETE/MAINTAIN NAMLD DMN S6TS

* ON HOST AT REQUEST OF SUBSYSTEM APPLICATION X ¥
* ON SUBSYSTEM AT REQUEST OF HOST APPLICATION X X
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() CReATE/DELETE /mAinstAIN PROOCAm LIBRARY
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" (8) SYPPORT FULL RANGE OF COMMNECTION MODES/SPEEDS
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*  IMTEGRATED AnvD SrAamD.ayie- CoNTROL YANTY

* RESPONSIVEHESS COMMEHSURATE WITH LINE SPEED ‘

(9) OPERATIONAL AND RAS CHARACTERISTICS

* 24 HOUR, 7 DAY ENVIRONMENT
* UNATTENDED SUBSYSTEM OPERATION
% LIBRARY AND DATA FILE REPLACEWENT(Dunarare)
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In the reguirements 1ist applicaeble to SSS/SHIP, "covered” means

that the function is cenerally supported. It must be undarstood
that there will smost probably be GSD product unigue support developed
by GSD for integration into the base SSS/SHIP package.

There may also ba scome modifications or extensions to base SSS/SHIP
required when d=tailed developmant plans are defined. This develop-
ment work would be done directly by the SDD SSS/SHIP development
team but is not currently funded. .

In any case, additional, detailed level work is required to confirm
these judgments, evaluate performance considerations, etc. This

will proceed in the cenventional manmer i. e. SSS/SHIP will be made
available to GSD. It is GSD's responsibility to review this base
support and detzrmine if it is fully responsive to GSD product
requirements, and to identify and justify modifications or extensions
that are requirad. The SS5S/SHIP develicpers will assist GSD in
defining these requirements and of course will be rasponsible vor

all design. :

W. €. Matthews
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