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About This Book

AlIX Calls and Subroutines Reference for IBM RISC System/6000, SC23-2198, is divided
into the following four major sections:

o Volumes 1 and 2, Calls and Subroutines Reference: Base Operating System, contains
reference information about the system calls, subroutines, functions, macros, and
statements associated with AIX base operating system runtime services, communications
services, and device services.

e Volumes 3 and 4, Calls and Subroutines Reference: User Interface, contain reference
information about the AlXwindows widget classes, subroutines, and resource sets; the
AlXwindows Desktop resource sets; the Enhanced X—Windows subroutines, macros,
protocols, extensions, and events; the X-Window toolkit subroutines and macros; and the
curses and extended curses subroutine libraries.

o Volume 5, Calls and Subroutines Reference: Kernel Reference, contains reference
information about kernel services, device driver operations, file system operations,
subroutines, the configuration subsystem, the communications subsystem, the high
function terminal (HFT) subsystem, the logical volume subsystem, the printer subsystem,
and the SCSI subsystem.

¢ Volume 6, Calls and Subroutines Reference: Graphics, contains reference information
and example programs for the Graphics Library (GL) and the AlXwindows Graphics
Support Library (XGSL) subroutines.

This volume, Calls and Subroutines Reference: Kernel Reference, is a technical reference
detailing all system services available for writing kernel extensions. In particular, this
reference describes existing kernel services and the interfaces needed for programming
kernel extensions. Possible types of kernel extensions include device drivers, system calls,
kernel services or virtual file systems.

This book has a companion volume, Kernel Extensions and Device Support Programming
Concepts, that provides a conceptual introduction to the kernel programming environment
and how to extend it.

Who Should Use This Book

This book is intended for systems programmers wishing to extend the AlX kernel. Readers
should be familiar with operating system concepts and kernel programming. Those wishing a
review of this background should see Kernel Extensions and Device Support Programming
Concepts for an overview.
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How to Use This Book

Overview of Contents
The Kernel Reference contains two parts. Part 1 contains information needed to write kernel
extensions. This includes:

The kernel services provided in the AIX kernel, in alphabetical order.

Interface requirements for writing device drivers. Extended descriptions of device driver
routines and related data structures are discussed here.

Interface requirements for writing virtual file systems. Extended descriptions of virtual file
system routines are provided.

Part 2 details the interface requirements for AiX subsystem programming. This information
describes individual device drivers and the use of the device-related subroutines (open,
close, read, write, ioctl) that control them. The AlX subsystems include:

The communications I/O subsystem. This chapter contains information about features
common to all communications device drivers, as well as details about specific adapters.
These include the Ethernet, Token-Ring, X.25, and MPQP adapters.

The configuration subsystem. This chapter includes a description of the configuration
databases, requirements for writing configuration methods, and a description of existing
configuration routines.

The high function terminal (HFT) subsystem. This chapter describes the use of
subroutines and structures needed to control the high function terminal.

The logical volume manager subsystem. This chapter describes the logical volume device
driver and how it accesses the underlying physical devices.

The printer addition management subsystem. This chapter describes routines needed for
adding a new type of printer to the system.

The SCSI subsystem. This chapter describes the SCSI tape, disk, and CD-ROM device
drivers.

Highlighting
The following highlighting conventions are used in this book:
Bold Identifies commands, keywords, files, directories, and other items whose
~ names are predefined by the system.
Italics Identifies parameters whose actual names or values are to be supplied by
the user.

vi

Monospace ldentifies examples of specific data values, examples of text similar to what

you might see displayed, examples of portions of program code similar to
what you might write as a programmer, messages from the system, or
information you should actually type.
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Related Publications

The following books contain information about or related to device drivers and other kernel
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Reference — General Information, Order Number SA23-2643.
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ackque Kernel Service

Purpose
Sends an acknowledge device queue element.

Syntax ,
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>

int ackque (qge, flags, results)
struct ack_ge *qe;

int flags;

int results;

Parameters
qe Specifies the address of the acknowledgment queue element.

flags Specifies the operation options.

results Specifies the operation results for a synchronous request or an interrupt on
error request.

Description ‘
The ackque kernel service is not part of the base kernel but provided by the Device Queue
Management kernel extension. This queue management kernel extension must be loaded
into the kernel once before the loading of any kernel extensions referencing these services.

The ackque service is called by a device queue server (typically a kernel process) to send
an acknowledgment. The operation option flags and the path type control the sending of an
acknowledgment. Depending on the type of acknowledgment requested, different amounts
of status information are returned.

The acknowledgment is only sent if both the path type and the operation options indicate
that an acknowledgment is to be sent. The deque kernel service has more detailed
information.

There are two types of acknowledgments: solicited acknowledgment and unsolicited
acknowledgment. A solicited acknowledgment is sent in response to a request that was
dequeued with the suppress option. All other acknowledgments are considered unsolicited.

If the suppress option is used with the deque service, the device queue’s server is
responsible for explicitly generating the acknowledgment by calling the ackque server. The
original request queue element is unavailable in this case. This is overcome by the server
remembering the operation options and passing them as the flags parameter.

A path to a device queue may be destroyed before the active queue element is totally
processed. If this happens, no acknowledgment is generated when the ackque service is
called. Instead, the queue element is discarded with no error reported.
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Use of Virtual Interrupt Handlers
For compatibility purposes, when an acknowledgment is sent through a path that was set up
with an acknowledgment type of interrupt (INTR_ACK), a registered virtual interrupt handler
is called. The ackque service determines which virtual interrupt handler to call by
determining the sublevel associated with the acknowledge queue element. If the
qe->data[5] field in the acknowledgment queue element is positive (that is, the most
significant bit is a 0), then the sublevel specified when the path was created is used.
Otherwise, the value in the field is used as the sublevel for calling the correct virtual interrupt

handler.

ACKNOWLEDGE TYPE VALUE PARAMETER ONE PARAMETER TWO

None NO_ACK n/a n/a

Short SHORT_ACK  Event mask n/a

Long LONG_ACK Acknowledge device queue Queue element priority
identifier

Interrupt INTR_ACK n/a Interrupt level and

sublevel

Virtual interrupt handlers are registered by using the vec_init service. The virtual interrupt
handler is directly called by the ackque service and executes in the process environment of
the caller.

Execution Environment
The ackque kernel service can be called from the process environment only.

Return Value
RC_GOOD Indicates successful completion.
No error is reported if the queue element is discarded.

Implementation Specifics
This kernel service is part of the Device Queue Management AIX kernel extension.

Related Information
The deque kernel service, vec_init kernel service.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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add_arp_iftype Kernel Service

Purpose
Adds an interface type to the Network ARP Switch Table Interface (NASTI).
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <net/if.h>
int add_arp_iftype(if_type, af, ioctl, resolve, whohas, arptfree)
u_short if type, af;
int (*ioctiX);
int (*resolve)();
int (*whohas)(); /
it (arptiree)); | K
Parameters
if_type Uniquely identifies the type of a network interface (for example, Ethernet or
token ring). Interface types are defined in the /usr/include/sys/devinfo.h
file.
af Specifies the address family that the specified ARP routines are able to
handle. ,
ioct! Specifies the ARP ioctl handler. '
resolve Specifies the ARP resolve handler.
whohas Specifies a function for transmitting ARP request packets.
arptfree Specifies a function that frees ARP entries and reclaims resources.
Description
The add_arp_iftype kernel service adds an interface type to the Network ARP Switch Table
Interface (NASTI). (
\
Example

Return Values
0

The add_arp_iftype kernel service is invoked by:
add_arp_iftype(DD_EN, AF_INET, arpioctl, arpresolve);

Indicates a successful operation.

EEXIST Indicates that the type specified by the if_type parameter for the specified
» address afhad already been added to the table.

ENOSPC Indicates that no free slots were left in NASTI.

EINVAL Indicates an error in the input parameters.
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Execution Environment
The add_arp_iftype kernel service can be called from either the process or interrupt
environment. The functions specified by the ioctl, resolve, whohas, and arptfree parameters
are can also be called in either the process or interrupt environments.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
Network Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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add_domain_af Kernel Service

Purpose
Adds an address family to the Address Family domain switch table.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/domain.h>
int add_domain_af (domain, af_netmatch, af_hash)
struct domain *domain;
int (*af_netmatch);
int (*af_hash);
Parameters
domain Specifies the domain of the address family.
af_netmatch  Specifies a function that the generic routing code calls to determine if two
addresses are on the same network. The function should be of the form:
int af_netmatch (s1, s2)
struct sockaddr s1;
struct sockaddr s2;
The af_netmatch parameter should return 1 if the two addresses are on the
same network. Otherwise, it should return a 0 (zero).
af_hash Specifies a function that the generic routing code calls to determine routing
hash values. The function should be of the form:
" af_hash (sa, hp)
struct sockaddr *sa
struct afhash *hp;
Description

The add_domain_af kernel service adds an address family domain to the Address Family
domain switch table.

Return Values

0 Indicates that the address family was successfully added.
EEXIST Indicates that the address family was already added.
EINVAL Indicates that the address family number to be added is out of range.

Execution Environment
The add_domain_af kernel service can be called from either the process or interrupt
environment.

Example
1. To add an address family to the Address Family domain switch table, invoke the
add_domain_af kernel service as follows:

add_domain_af (&inetdomain, inet_netmatch, inet_hash);

In this example, the family to be added is inetdomain.
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Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The del_domain_af kernel service.

Network Kernel Services in Kernel Extensions and Device Support Programming Concepits.
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add_input_type Kernel Service

Purpose
Adds a new input type to the Network Input table.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <net/if.h>
#include <net/netisr.h>
int add_input_type (type, service_level, isr, ifq, af)
u_short type;
u_short service_level; p
int (*isn) (); \
struct ifqueue *ifg;
u_short af;
Parameters
lype Specifies which type of protocol a packet contains. A value of x'FFFF’
indicates that this input type is a wildcard type and matches all input
packets.
service_level Determines the processing level at which the protocol input handler is
called. If the service_level parameter is set to a value of NET_OFF_LEVEL, (
the input handler specified by the isr parameter is called directly. Setting the
service_level parameter to a value of NET_KPROC causes a network
dispatch process to be scheduled. This dispatch process calls the
subroutine identified by the isr parameter.
isr Identifies the routine that is to serve as the input handler for an input packet
type.
ifq Specifies an input queue for holding input buffers. If this parameter has a
non-NULL value, an input buffer (mbuf) is enqueued. This parameter must /
be specified if the processing level specified by the service_level parameter \
is a value of NET_KPROC. Specifying NULL for this parameter generates a
call to the input handler specified by the isr parameter, as in the foliowing:
(*isn(CommonPortion,Buffer);
In this example, CommonPortion points to the network common portion
(struct arpcom) of a network interface and Buffer is a pointer to a buffer
(mbuf) containing an input packet.
af Specifies the address family of the calling protocol. The af parameter must
be specified if the ifq parameter is not NULL.
Description

To enable the reception of packets, an address family calls the add_input_type kernel
service to register a packet type in the Network Input table. Multiple packet types require
multiple calls to the add_input_type kernel service.
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Execution Environment
The add_input_type kernel service can be called from either the process or interrupt
environment.

Return Values

0 Indicates that the type was successfully added.

EEXIST Indicates that the type was previously added to the Network Input table.
ENOSPC Indicates that no free slots are left in the table.

EINVAL Indicates that an error occurred in the input parameters.

Examples
1. To register an Internet packet type (TYPE_IP), invoke the add_input_type service as
follows:

add_input_type(TYPE_IP, NET_KPROC, ipintr, ipintrq, AF_INET);

This packet is processed through the network kproc. The input handleris ipintr. The
input queue is ipintrq.

2. To specify the input handler for ARP packets, invoke the add_input_type service as
follows:

add_input_type(TYPE_ARP, NET OFF_LEVEL, arpinput, NULL, NULL);
Packets are not queued and the arpinput subroutine is called directly.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The del_input_type kernel service, find_input_type kernel service.

Network Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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add_netisr Kernel Service

Purpose
Adds a network software interrupt service to the Network Interrupt table.

Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <net/netisr.h>

int add_netisr (soft_intr_level, service_level, isr)
u_short soft_intr_level,
u_short service_level;

int (*isn)();

Parameters
soft_intr_level Specifies the software interrupt level to add. This parameter must be greater
than or equal to 0 (zero) and less than a value of NETISR_MAX.

service_level Specifies the processing level of the network software interrupt.

isr Specifies the interrupt service routine to add.

Description
The add_netisr kernel service adds the software-interrupt level specified by the
soft_intr_level parameter to the Network Software Interrupt table.

The processing level of a network software interrupt is specified by the service_level
parameter. If the interrupt level specified by the service_level parameter equals a value of
NET_KPROC, a network interrupt scheduler calls the function specified by the isr parameter.
If you set the service_level parameter to a value of NET_OFF_LEVEL, the add_netisr
service calls the interrupt service routine directly.

Execution Environment
The add_netisr kernel service can be called from either the process or interrupt
environment.

Return Values ,
0 Indicates that the interrupt service routine was successfully added.

EEXIST Indicates that the interrupt service routine was previously added to the table.

EINVAL Indicates that the value specified for the soft_intr_level parameter is out of
range or at an invalid service level.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The del_netisr kernel service.

1-10 Kernel Reference

—



add_netopt

add_netopt Macro

Purpose
Adds a network option structure to the list of network options.

Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <net/netopt.h>

add_netopt (option_name_symbol, print_formaf)
option_name_symbol,
char *print_format;

Parameters
option_name_symbol Specifies the symbol name used to construct the netopt
structure and default names.

print_format Specifies the string representing the print format for the network
option.

Description
The add_netopt macro adds a network option to the linked list of network options. The no
command can then be used to show or alter the variable's value.

The add_netopt macro has no return values.

Execution Environment
The add_netopt macro can be called from either the process or interrupt environment.

Implementation Specifics
This macro is part of AIX Base Operating System (BOS) Runtime.

Related Information
The del_netopt macro.
The no command.

Network Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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as_att Kernel Service

Purpose

Syntax

Selects, allocates, and maps a region in the specified address space for the specified virtual
memory object.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/vmuser.h>
#include <sys/addspace.h>

caddr_t as_att (adspacep, vmhandle, offsef)
adspace_t *adspacep;

vmhandle_t vmhandle;

caddr_t offset;

Parameters

adspacep Points to the address space structure that defines the address space where
the region for the virtual memory object is to be allocated. This pointer can
be obtained by using the getadsp kernel service.

vmhandle Describes the virtual memory object that is being made addressable within a
region of the specified address space.

offset Specifies the offset in the virtual memory object and region that is being
mapped. On the RISC System/6000, the upper 4 bits of this offset are
ignored.

Description

The as_att kernel service:

o Selects an unallocated region within the address space specified by the adspacep
parameter.

o Aliocates the region.

» Maps the virtual memory object selected by the vmhandle parameter with the access
permission specified in the handle.

o Constructs the address of the offset specified by the offset parameter in the specified
address space.

If the specified address space is the current address space, the region becomes immediately
addressable. Otherwise, it becomes addressable when the specified address space next
becomes the active address space.

Kernel extensions use the as_att kernel service to manage virtual memory object
addressability within a region of a particular address space. They are also used by base
operating system subroutines such as the shmat and shmdt subroutines.
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Subroutines executed by a kernel extension may be executing under a process, with a
process address space, or executing under a kernel process, entirely in the current address
space. (The as_att service never switches to a user-mode address space.) The getadsp
kernel service should be used to get the correct address space structure pointer in either
case.

The as_att kernel service assumes an address space model of fixed-size virtual memory
objects and address space regions.

Execution Environment

The as_att kernel service can be called from the process environment only.

Return Values

If successful, the as_att service returns the address of the offset (specified by the offset
parameter) within the region in the specified address space where the virtual memory object
was made addressable.

If there are no more free regions within the specified address space, the as_att service will
not allocate a region and returns a NULL address.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

The getadsp kernel service, as_det kernel service.

Memory Kernel Services, Understanding Virtual Memory Manager Interfaces in Kernel
Extensions and Device Support Programming Concepts.
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as_det Kernel Service

Purpose
Unmaps and deallocates a region in the specified address space that was mapped with the
as_att kernel service.

Syntax

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/vmuser.h>
#include <sys/addspace.h>

int as_det (adspacep, eaddr)
adspace_t *adspacep;
caddr_t eaddr;

Parameters

adspacep Paints to the address space structure that defines the address space where
the region for the virtual memory object is defined. For the current process,
this pointer can be obtained with the getadsp kernel service.

eaddr Specifies the effective address within the region to be deallocated in the
specified address space.

Description
The as_det kernel service unmaps the virtual memory object from the region containing the
specified effective address (specified by the eaddr parameter) and deallocates the region
from the address space specified by the adspacep parameter. This region is added to the
free list for the specified address space.

The as_det kernel service assumes an address space model of fixed-size virtual memory
objects and address space regions.

This service should not be used to deallocate a base kernel region, process text, process
private or unallocated region: an EINVAL return code will result. For the RISC System/6000,
the upper 4 bits of the eaddr effective address parameter must never be 0, 1, 2, OxE, or
specify an unallocated region.

Execution Environment
The as_det kernel service can be called from the process environment only.

Return Values
0 The region was successfully unmapped and deallocated.

EINVAL An attempt was made to deallocate a region that should not have been

deallocated (that is, a base kernel region, process text region, process
private region or unallocated region).

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.
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Related Information
The as_att kernel service, getadsp kernel service.

Memory Kernel Services, Understanding Virtual Memory Manager Interfaces in Kernel
Extensions and Device Support Programming Concepts.
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attach-device Queue Management Routine

Purpose
Provides a means for performing device-specific processing when the attchq kernel service
is called.

Syntax

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>

int attach (dev_parms, path_id)
caddr_t dev_parms;
cba_id path_id;

Parameters
dev_parms Passed to the creatd kernel service when the attach routine is defined.

path_id Specifies the path identifier for the queue that is being attached to.

Description
Each device queue can have an attach routine. This routine is optional and must be
specified when the device queue is defined with the creatd kernel service. The attchq
service calls the attach routine each time a new path is created to the owning device queue.
The processing performed by this routine is dependent on the server function.

The attach routine executes under the process under which the attchq kernel service is
called. The kernel does not serialize the execution of this service with the execution of any of
the other server routines.

Execution Environment
The attach-device routine can be called from the process environment only.

Return Values
RC_GOOD Indicates a successful completion.

RC_NONE Indicates that resources such as pinned memory are unavailable.
RC_MAX Indicates that the server already has the maximum number of users that it
supports.

Greater than or equal to RC_DEVICE
Indicates device-specific errors.

Implementation Specifics
This kernel service is part of the Device Queue Management AIX kernel extension.

Related Information

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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attchq Kernel Service

Purpose

Syntax

Creates a path to a device queue.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>

int attchq (from_id, to_id, path_id, ptn)
cba_id from_id;

cba_id to_id;

cba_id *path_id;

struct attchq *ptr;

Parameters

from_id Specifies the identifier of the requestor.
to_id Specifies the identifier of the server.
path_id Specifies the address of the returned path identifier.

ptr Specifies the address of the acknowledge parameter structure.

Description

The attchq kernel service is not part of the base kernel but provided by the Device Queue
Management kernel extension. This queue management kernel extension must be loaded
into the kernel once before the loading of any kernel extensions referencing these services.

The attchq service establishes how a requestor and a server communicate with each other.
For a discussion of the device queue requestor and server model, see Understanding
Device Queues. The from_id and to_id parameters give the identifiers of the requestor and
the server of the device queue, respectively. These identifiers can be a queue identifier, a
device identifier, or a process identifier. Neither identifier needs to be associated with the
caller of the attchq service.

If a process identifier is specified, a path is established to the oldest device queue served by
the process. If a device identifier is specified, a path is established to the device queue
associated with the device identifier. If a queue identifier is used, then a path is established
to that queue.

The server’s attach-device routine is called if an attach-device routine is associated with
the device queue and the to_id parameter is a device identifier.

The Acknowledgment Parameter Structure

The acknowledgment parameter structure consists of four fields: acknowledge-type,
acknowledge depth-counter, and two other parameters. The latter two (Parameter One and
Parameter Two) contain data whose meaning depends on the acknowledge type.
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The Acknowledgment Type and How It Is Used
The acknowledge-type field specifies acknowledgment information returned when the
processing of a queue element is completed. The four type options are:

NO_ACK

SHORT_ACK

LONG_ACK

INTR_ACK

No acknowledgment is to be sent. Parameters One and Two have no
meaning.

Completion is to be acknowledged by posting an event. A short
acknowledgement notifies the requestor by sending it an event
notification using the e_post kernel service. Parameter One contains an
event mask to be used as the events parameter for the attchq service.
Parameter Two has no meaning.

Completion is to be acknowledged by sending a queue element. A long
acknowledgment notifies the requestor by sending the requestor a queue
element. Parameter One contains an acknowledge device queue
identifier specifying the device queue to which the acknowledgment
gueue element is to be sent. If this identifier is NULL_CBA, an
acknowledgement is sent to the first device queue associated with the
from_id parameter. Parameter Two contains the queue element priority,
which is a number from QE_BEST_PRTY to QE_WORST_PRTY. This
priority is described in more detail with the enque service.

Completion is to be acknowledged by sending a virtual interrupt. A virtual
interrupt acknowledgment notifies the requestor by calling its registered
virtual interrupt handler with the acknowledge queue element. The
requestor can use the vec_init service to define a virtual interrupt
handler to receive the virtual interrupt queue element.

For this acknowledge type, the virtual interrupt level and sublevel occupy
the last 16 bits of Parameter Two. Of these 16 bits, the first 8 (high-order
byte) are the virtual interrupt level (0 to 7) and the next 8 bits (low-order
byte) are the virtual interrupt sublevel (0 to 255). The virtual interrupt
level is ignored. Virtual interrupts should be used for compatibility
purposes only. Parameter One has no meaning.

The Acknowledgment Depth Counter

Another part of the acknowledgment parameter structure is the acknowledgment depth
counter. This counter places a limit on the number of acknowledgment queue elements that
can be outstanding at any given time. Use of this counter prevents runaway consumption of
queue elements in error situations. If the count is exceeded, the acknowledgment overrun
count is increased. If zero is specified for the counter, it defaults to a value of one. The
largest valid acknowledgment depth count is MAX_ACK_DEPTH.

Note: The kernel may or may not enforce the restriction on the size of the acknowledgment
depth count.

In addition to the return code, the path identifier is also returned in the memory indicated by
the path_id parameter. The path identifier is used by other device queue management
services such as the enque kernel service.

Execution Environment
The attchq kernel service can be called from the process environment only.
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Return Values
RC_GOOD Indicates a successful operation.

RC_NONE Indicates that resources were unavailable. The path was not created.
RC_MAX Indicates that the maximum number of paths was exceeded. The path was
not created.

All other error values represent errors detected by the server’s attach-device routine.

Implementation Specifics
This kernel service is part of the Device Queue Management AlX kernel extension.

Related Information
The enque kernel service, vec_init kernel service, e_post kernel service.
The attach—device queue management routine.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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audit_svcbcopy Kernel Service

Purpose
Appends event information to the current audit event buffer.

Syntax
#include <sys/types.h>
#include <sys/errno.h>
int audit_svcbcopy (buf, len)
char *buf;
int len;

Parameters ,
buf Specifies the information to append to the current audit event record buffer. \
len Specifies the number of bytes in the buffer.

Description

The audit_svcbcopy kernel service appends the specified buffer to the event-specific
information for the current SVC. System calls should initialize auditing with the
audit_svcstart kernel service, which creates a record buffer for the named event.

The audit_svcbcopy kernel service can then be used to add additional information to that :
buffer. This information usually consists of system call parameters that are passed by
reference.

After the record buffer is complete and if auditing is enabled, the information is written by the
audit_svcfinis kernel service.

Execution Environment
The audit_svcbcopy kernel service can be called from the process environment only.

Return Values
0

TN

Indicates a successful operation.

ENOSPC Indicates that the kernel service is unable to allocate space for the new
buffer.
EINVAL Indicates that no valid audit record buffer exists.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The audit_svcstart kernel service, audit_svcfinis kernel service.

Security Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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audit_svcfinis Kernel Service

Purpose
Writes an audit record for a kernel service.

Syntax

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/audit.h>

int audit_svcfinis ()
int;

Description
The audit_svcfinis kernel service completes an audit record begun earlier by the
audit_svcstart kernel service and writes it to the kernel audit logger. Any space allocated
for the record and associated buffers is freed.

If the system call terminates without calling the audit_svcfinis service, the SVC handler exit
routine writes the records. This exit routine calls the audit_svcfinis kernel service to
complete the records.

The result code is computed from the current errno value.

Execution Environment
The audit_svcfinis kernel service can be called from the process environment only.

Return Value
The audit_svcfinis kernel service always returns a value of 0.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The audit_svcbcopy kernel service, audit_svcstart kernel service.

Security Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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audit_svcstart Kernel Service

Purpose
Initiates an audit record for a system call.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/audit.h>
int audit_svcstart (eventnam, eventnum, numargs, arg1, arg2 ...)
char *eventnam;
int *eventnum;
int numargs;
int arg1;
int arg2;
Parameters
eventnam Specifies the name of the event. In the current implementation, event
names must be less than 17 characters, including the trailing NULL.
Longer names are truncated.
eventnum Specifies the number of the event. This is an internal table index
meaningful only to the kernel audit logger. The system call should
initialize this parameter to 0. The first time that the audit_svcstart kernel
service is called, this parameter is set to the actual table index. The
system call should not reset it. It should be declared as a static.
numargs Specifies the number of parameters to be included in the buffer for this
record. These parameters are normally 0 or more of the system call
parameters, although this is not a requirement.
arg1, arg2, ... Specifies the parameters to be included in the buffer.
Description

The audit_svestart kernel service initiates auditing for a system call event. It dynamically
allocates a buffer to contain event information. The arguments to the system call (which
should be specified as parameters to this kernel service) are automatically added to the
buffer, as is the internal number of the event. You can use the audit_svcbcopy service to
add additional information that cannot be passed by value.

The system call commits this record with the audit_svcfinis kernel service. The system call
should call the audit_svcfinis kernel service before calling another system call.
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Example
1. You can invoke the audit_svcstart service with the following:

svcfoobar(int x, int y, int z)

{

static int eventnum;

if (audit_svcstart(”fubared”, &eventnum, 2, x, y)) {
audit_svcfinis();

}

body of svcfoobar

}

This allocates an audit event record buffer for the event fubared and copies the first and
second arguments into it. The third argument is unnecessary and is not copied.

Execution Environment
The audit_svcstart kernel service can be called from the process environment only.

Return Values
Nonzero Indicates that auditing is on for this routine.

0 Indicates that auditing is off for this routine.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The audit_svcbcopy kernel service, audit_svcfinis kernel service.

Security Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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. ] \
bawrite Kernel Service
Purpose
Writes the specified buffer’s data without waiting for I/O to complete.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/buf.h>
int bawrite (bp)
struct buf *bp;
Parameter /
bp Specifies the address of the buffer structure for the buffer to be written. \
Description
The bawrite kernel service sets the asynchronous flag in the specified buffer and then calls
the bwrite kernel service to write the buffer.
The article entitled Using the Buffer Cache write Services briefly describes how the three
buffer cache write routines work.
Execution Environment (
The bawrite kernel service can be called from the process environment only.
Return Values
0 Indicates successful completion.
Errno global variable Indicates that an I/O error has occurred.
Implementation Specifics | p
This kernel service is part of AIX Base Operating System (BOS) Runtime. \

Related Information
The bwrite kernel service.

Block I/O Buffer Cache Services: Overview, I/O Kernel Services in Kernel Extensions and
Device Support Programming Concepits.
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bdwrite Kernel Service

Purpose

Releases the specified buffer after marking it for delayed write.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/buf.h>

void bdwrite (bp)

struct buf *bp;
Parameter

bp Specities the address of the buffer structure for the buffer to be written.
Description

The bdwrite kernel service marks the specified buffer so that the block is written to the
device when the buffer is stolen. The bdwrite service marks the specified buffer as delayed
write and then releases it (that is, puts the buffer on the free list). When this buffer is
reassigned or reclaimed, it is written to the device.

The bdwrite service has no return values.
Using the Buffer Cache write Services briefly describes how the three buffer cache write
routines work.

Execution Environment
The bdwrite kernel service can be called from the process environment only.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The brelse kernel service.

Block I/0 Buffer Cache Services: Overview, I/O Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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bflush Kernel Service

Purpose

Flushes all write-behind blocks on the specified device from the buffer cache.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/buf.h>

void bflush (dev)

dev_t dev;
Parameter

dev Specifies which device to flush. A value of NODEVICE flushes all devices.
Description

The bflush kernel service runs the free list of buffers. It marks as busy or writing any dirty
buffer whose block is on the specified device. When NODEVICE is specified, the bflush
service flushes all write-behind blocks for all devices. The bflush service has no return
values.

Execution Environment

The bflush kernel service can be called from the process environment only.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

The bwrite kernel service.

Block 1/0 Buffer Cache Services: Overview, I/O Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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binval Kernel Service

Purpose

Invalidates all of the specified device's blocks in the buffer cache.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/buf.h>

void binval (dev)

dev_t dev;
Parameter

dev Specifies the device to be purged.
Description

The binval kernel service invalidates, or makes nonreclaimable, all of the specified device’s
blocks in the buffer cache. Before removing the device from the system, the binval service
should be called to remove all of a device's blocks from the buffer cache.

All of the device’s blocks should have been flushed before calling the binval service.
Typically, these blocks are flushed after the last close of the device.

The binval service has no return values.

Execution Environment
The binval kernel service can be called from the process environment only.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The bflush kernel service, blkflush kernel service.

Biock I/0 Buffer Cache Services: Overview, /O Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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blkflush Kernel Service

Purpose
Flushes the specified block if it is in the buffer cache.

Syntax
#include <sys/types.h>

#include <sys/errno.h>
#include <sys/buf.h>

int blkflush (dev, blkno)
dev_t dev;
daddr_t blkno;

Parameters
dev Specifies the device containing the block to be flushed.

blkno Specifies the block to be flushed.

Description
The blkflush kernel service checks to see if the specified buffer is in the buffer cache. If the
buffer is not in the cache, then the blkflush service returns a value of 0. If the buffer is in
the cache but is busy, then the blkflush service calls the e_sleep service to wait until the
buffer is no longer in use. Upon waking, the blkflush service tries again to access the buffer.

If the buffer is in the cache and is not busy but is dirty, then it is removed from the free list.
The buffer is then marked as busy and synchronously written to the device. If the buffer is in
the cache and is neither busy nor dirty (that is, the buffer is already clean and therefore does
not need to be flushed), the blkflush service returns a value of 0.

Execution Environment
The blkflush kernel service can be called from the process environment only.

Return Values
1 Indicates that the block was successfully flushed.

0 Iindicates that the block was not flushed. The specified buffer is either not in
the buffer cache or is in the buffer cache but neither busy nor dirty.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The bwrite kernel service.

Block I/O Buffer Cache Services: Overview, /0 Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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bread Kernel Service

Purpose
Reads the specified block’s data into a buffer.

Syntax

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/buf.h>

struct buf *bread (dev, blkno)
dev_t dev;
daddr_t blkno;

Parameters .
dev Specifies the device containing the block to be read.

blkno Specifies the block to be read.

Description
The bread kernel service assigns a buffer to the given block. If the specified block is
already in the buffer cache, then the block’s buffer header is returned. Otherwise, a free
bufter is assigned to the specified block and the block’s data is read into the buffer. The
bread service waits for I/O to complete and then returns the buffer header.

The buffer is allocated to the caller and marked as busy.

Managing the Buffer Cache briefly describes how the buffer cache services manage the
block I/O buffer cache mechanism.

Execution Environment
The bread kernel service can be called from the process environment only.

Return Value
The bread service returns the address of the selected buffer's header.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The getblk kernel service, iowait kernel service.

Block I/0 Buffer Cache Services: Overview, I/0O Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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breada Kernel Service

Purpose

Syntax

Parameters

Reads in the specified block and then starts i/O on the read-ahead block.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/buf.h>

struct buf *breada (dev, blkno, rablkno)
dev_t dey;

daddr_t blkno;

daddr_t rablkno;

—

dev Specifies the device containing the block to be read.
blkno Specifies the block to be read.
rablkno Specifies the read-ahead block to be read.

Description

The breada kernel service assigns a buffer to the given block. If the specified block is
already in the buffer cache, then the bread service is called to:

» Obtain the block
o Return the buffer header.

Otherwise, the getblk service is called to assign a free buffer to the specified block and to
read the block’s data into the buffer. The breada service waits for I/0O to complete and then
returns the buffer header.

I/0 is also started on the specified read-ahead block if the free list is not empty and the block
is not already in the cache. However, the breada service does not wait for I/O to complete
on this read-ahead block. g

Managing the Buffer Cache summarizes how the getblk, bread, breada, and brelse
services uniquely manage the block 1/0 buffer cache.

Execution Environment

The breada kernel service can be called from the process environment only.

Return Value

The breada service returns the address of the selected buffer’s header.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.
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Related Information
The bread kernel service, iowait kernel service.

The ddstrategy routine.

Block I/0 Buffer Cache Services: Overview, 1/O Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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brelse Kernel Service

Purpose

Frees the specified buffer.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/buf.h>

void brelse (bp)

struct buf *bp;
Parameter

bp Specifies the address of the buf structure to be freed.
Description

The brelse kernel service frees the buffer to which the bp parameter points.

The brelse kernel service awakens any processes waiting for this buffer or for another free
buffer. The buffer is then put on the list of available buffers. The buffer is also marked as not
busy so that it can either be reclaimed or reallocated.

The brelse service has no return values.

Execution Environment
The brelse kernel service can be called from either the process or interrupt environment.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The geteblk kernel service.
The buf structure.

Block I/0 Buffer Cache Kernel Services: Overview, I/0 Kernel Services, The buf Structure in
Kernel Extensions and Device Support Programming Conceplts.
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bwrite Kernel Service

Purpose
Writes the specified buffer’s data.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/buf.h>
int bwrite (bp)
struct buf *bp;
Parameter
bp Specifies the address of the buffer structure for the buffer to be written.
Description

The bwrite kernel service writes the specified buffer's data. If this is a synchronous request,
the bwrite service waits for the I/O to complete.

The article entitied Using the Buffer Cache write Services briefly describes how the three
buffer cache write routines work.

Return Values
0 Indicates a successful operation.
Errno global variable Indicates that an I/O error has occurred.

Execution Environment
The bwrite kernel service can be called from the process environment only.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The brelse kernel service, iowait kernel service.

Block I/0 Buffer Cache Services: Overview, /O Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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cancel-queue-element Queue Management Routine

Purpose
Provides a means for performing cleanup of queue element-related resources when a
pending queue element is eliminated from the queue.

Syntax
#include <sys/types.h>

#include <sys/errno.h>
#include <sys/deviceq.h>

void cancel (ptr)
struct req_ge *pin;

Parameter \
ptr Specifies the address of the queue element.

Description
Each device queue can have a cancel-queue-element routine. This routine is optional and
must be specified when the device queue is created with the creatq service.

The cancel-queue-element routine is called by the kernel to clean up resources associated

with a queue element. It is calied when a pending queue element is eliminated from the

queue. This occurs when the path is destroyed or when the canclq service is called. The !
device manager should unpin any data and detach any cross-memory descriptor.

Any operations started as a result of examining the queue with the peekq service should be
aborted.

The cancel-queue-element routine is also called when a queue is destroyed to get rid of
any pending or active queue elements.

Execution Environment
The cancel-queue-element routine can be called from the process environment only. (

Related Information
The creatq kernel service, canclq kernel service, peekq kernel service.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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canclq Kernel Service

Purpose

Deletes pending queue elements from a device queue.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/deviceq.h>

int canclq (path_id)

cba_id path_id;
Parameter

path_id Specifies the path identifier.
Description

The canclq kernel service is not part of the base kernel but provided by the Device Queue
Management kernel extension. This queue management kernel extension must be loaded
into the kernel once before the loading of any kernel extensions referencing these services.

The canclq service is intended for abnormal termination conditions. It allows a process to

discard all pending queue elements on the specified path. The active queue element cannot
be canceled. o

Control-type queue elements are posted, and the server's cancel-queue-element queue
management routine is called for each queue element canceled. This allows the server to
abort any preprocessing of the request that the server initiated on a previous peek (using the
peekq service) into the queue. It also allows the server to unpin memory associated with
the request or to detach any cross-memory descriptors as appropriate. For a discussion of
the device queue server and client model, see Understanding Device Queues.

Execution Environment
The canclq kernel service can be called from the process environment only.

Return Value
The canclq service returns the number of canceled queue elements.

Implementation Specifics
This kernel service is part of the Device Queue Management AIX kernel extension.

Related Information
The peekq kernel service. v
The cancel-queue-element queue management routine.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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cfgnadd Kernel Service

Purpose
Registers a notification routine to be called when system-configurable variables are
changed.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/sysconfig.h>
void cfgnadd (cbp)
struct cfgncb *cbp;
Parameter \
cbp Points to a cfgncb config notification control block.
Description
The cfgnadd kernel service adds a cfgncb control block to the list of cfgneb structures
maintained by the kernel. A cfgneb control block contains the address of a notification
routine (in its cfgneb.func field) to be called when a configurable variable is being changed.
The SYS_SETPARMS sysconfig operation allows a user with sufficient authority to change
the values of configurable system parameters. The cfgnadd service allows kernel routines (
and extensions to register the notification routine that is called whenever these configurable
system variables have been changed.
This notification routine is called in a two-pass process. The first pass performs validity
checks on the proposed changes to the system parameters. During the second pass
invocation, the notification routine performs whatever processing is needed to effect the
changes to the parameters. This two-pass procedure ensures that variables used by more
than one kernel extension are correctly handled.
To use the cfgnadd service, the caller must define a efgncb control block using the C
structure found in the <sys/sysconfig.h> file.
The cfgncb.func notification routine is only called in a process environment.
Execution Environment

The ctgnadd kernel service can be called from the process environment only.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

The sysconfig subroutine.
The cfgndel kernel service.
The cfgneb configuration notification control biock. {

Kernel Program/Device Driver Management Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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cfgncb Configuration Notification Control Block

Purpose
Contains the address of a notification routine that is invoked each time the sysconfig
subroutine is called with the SYS_SETPARMS command.

Description

The configuration notification control block contains the address of a notification routine.
This structure is intended to be used as a list element in a list of similar control blocks
maintained by the kernel. Each control block has the following definition:

struct cfgncb {

struct cfgncb *cbnext; /* next control block on chain*/
struct cfgncb *cbprev; /* prev control block on chain*/
int (*func) () /* notification function */
}i

The cfgndel or cfgnadd kernel services can be used to add or delete a efgncb control
block from the cfgncb list. To use either of these kernel services, the calling routine must
define the cfgncb control block. This definition can be done using the <sys/sysconfig.h>
file.

Notification Routine Calling Syntax
The cfgncb.func notification routine should be declared as follows:

int func (cmd, cur, new)
int cmd;

struct var *cur;

struct var *new;

Notification Routine Parameters
cmd Indicates the current operation type. Possible values are CFGV_PREPARE
and CFGV_COMMIT, as defined in the <sys/sysconfig.h> file.

cur Points to a var structure representing the current values of
system-configurable variables.

new Points to a var structure representing the new or proposed values of
system-configurable variables.

The cur and new var structures are both in the system address space.

Notification Routine Processing
Every time a SYS_SETPARMS sysconfig command is issued, the sysconfig subroutine
iterates through the kernel's list of cfgneb blocks, invoking each notification routine with a
CFGV_PREPARE command. This call represents the first pass of what is for the notification
routine a two-pass process.

On a CFGV_PREPARE command, the cfgncb.func notification routine should determine if
any values of interest have changed. If any of these values have changed, they should be
checked for validity. If the values are valid, a return code of 0 should be returned.
Otherwise, a return value indicating the byte offset of the first field in error in the new var
structure should be returned.
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If all registered notification routines return with a return code of 0, then no value errors have
been detected during validity checking. In this case, the sysconfig subroutine issues its
second pass call to the efgncb.fune routine, sending the same parameters, except that the
cmd parameter contains a value of CFGV_COMMIT. This indicates that the new values are
to go into effect at the earliest opportunity.

An example of notification routine processing might be the following. Suppose the user
wishes to increase the size of the block 1/O buffer cache. On a CFGV_PREPARE command,
the block I/O notification routine verifies that the proposed new size for the cache is legal.
On a CFGV_COMMIT command, the naotification routine then makes the additional buffers
available to the user (by chaining more buffers onto the existing list of buffers).

Related Information :
The cfgndel kernel service, cfgnadd kernel service.
The SYS_SETPARMS sysconfig Operation.

Kernel Program/Device Driver Management Kernel Services in Kernel Extensions and
Device Support Programming Concepts.

1-38 Kernel Reference



cfgndel

cfgndel Kernel Service

Purpose

Syntax

Parameter

Removes a notification routine for receiving broadcasts of changes to system-configurable
variables.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/sysconfig.h>

void cfgndel (cbp)
struct cfgncb; *cbp

cbp Points to a cfgncb configuration notification control block.

Description

The cfgndel kernel service removes a previously registered cfgncb control block from the
list of cfgncb structures maintained by the kernel. This service thus allows kernel routines
and extensions to remove their notification routines from the list of those called when a
configurable system variable has been changed.

The address of the cfgncb structure passed to the cfgndel kernel service must be the same
address used to call the cfgnadd service when the structure was originally added to the list.
The sys/sysconfig.h file contains a definition of the cfgncb structure.

The cfgndel service has no return values.

Execution Environment

The cfgndel kernel service can be called from the process environment only.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

The sysconfig subroutine.
The cfgnadd kernel service.
The cfgneb configuration notification control block.

Kernel Program/Device Driver Management Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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check-parameters Queue Management Routine

Purpose
Provides a means for performing device-specific validity checking for parameters included in
request queue elements.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>
int check (type, ptr, length)
int type;
struct req_qe *ptr;
int length;
Parameters
lype Specifies the type of call. The following values are used when the kernel
calls the check-parameters routine:
CHECK_PARMS + SEND_CMD Send command queue
element.
CHECK_PARMS + START_IO Start I/0 CCB queue element.
CHECK_PARMS + GEN_PURPOSE General purpose queue
element.
ptr Specifies the address of the queue element.
length Specifies the length of the queue element.
Description

Each device queue can have a check-parameters routine. This routine is optional and must
be specified when the device queue is created with the creatq service. The enque service
calls the check-parameters routine before a request queue element is put on the device
queue. The kernel uses the routine’s return value to determine whether to put the queue
element on the device queue or to abort the request.

The kernel does not call the check-parameters routine when an acknowledgment or control
queue element is sent. Therefore, the check-parameters routine is called only while
executing within a process.

The address of the actual queue element is passed to this routine. In the
check-parameters routine, take care to alter only the fields that were meant to be altered.

This routine typically does not need to be serialized with the rest of the server’s routines,
since it is just checking the parameters in the queue element.

The check-parameters routine can check the request before the request's queue element is
placed on the device queue. The advantage of using this routine is that you can filter out
unacceptable commands before they are put on the device queue.
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The routine looks at the queue element and returns RC_GOOD if the request is acceptable.

If the return code is not RC_GOOD, the kernel does not place the queue element in a device
queue.

Execution Environment

The check-parameters routine executes under the process environment of the requestor.
Therefore, access to data areas must be handled as if the routine were in an interrupt

handler environment. There is, however, no requirement to pin the code and data as in a
normal interrupt handler environment.

Return Values
RC_GOOD Indicates successful completion.
Ali other return values are device specific.
Related Information

The creatq kernel service, enque kernel service.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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clrbuf Kernel Service

Purpose
Sets the memory for the specified buffer structure’s buffer to all zeros.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
void cirbuf (bp)
struct buf *bp;
Parameter
bp Specifies the address of the buffer structure for the buffer to be cleared.
Description

The clirbuf kernel service clears the buffer associated with the specified buffer structure. The
cirbuf service does this by setting to zeros the memory for the specified buffer structure’s
buffer.

The clrbuf service has no return values.

Execution Environment
The cirbuf kernel service can be called from either the process or interrupt environment.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

Block I/0 Buffer Cache Services: Overview, /0 Kernel Services in Kernel Extensions and
Device Support Programming Concepts.
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cirjmpx Kernel Service

Purpose
Removes a saved context by popping the most recently saved jump buffer from the list of
saved contexts.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
void clrjmpx (jump_buffer)
label_t *jump_buffer;
Parameter
jump_buffer  Specifies the address of the caller-supplied jump buffer that was specified
on the call to the setjmpx service.
Description

The clrjmpx kernel service pops the most recent context saved by a call to the setjmpx
kernel service. Since each longjmpx call automatically pops the jump buffer for the context
to be resumed, the clrjmpx kernel service should be called only following:

¢ A normal return from the setjmpx service when the saved context is no longer needed.
¢ Any code to be run that requires the saved context to be correct.

The cirjmpx service takes the address of the jump buffer passed in the corresponding the
setjmpx service.

The cirjmpx service has no return values.

Execution Environment
The clrjmpx kernel service can be called from either the process or interrupt environment.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The setjmpx kernel service, longjmpx kernel service.

Exception Processing, Implementing Exception Handlers, Process and Exception

Management Kernel Services in Kernel Extensions and Device Support Programming
Concepts.
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copyin Kernel Service

Purpose
Copies data between user and kernel memory.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
int copyin (kaddr, uaddr, count)
char *vaddr,
char *kaddr;
int count;
Parameters
kaddr Specifies the address of kernel data.
vaddr Specifies the address of user data.
count Specifies the number of bytes to copy.
Description

The copyin kernel service copies the specified number of bytes from user memory to kernel
memory. This service is provided so that system calls and device driver top halves can
safely access user data. The copyin service ensures that the user has the appropriate
authority to access the data. It also provides recovery from paging I/O errors that would
otherwise cause the system to crash.

The copyin service should be called only while executing in kernel mode in the user
process.

Execution Environment
The copyin kernel service can be called from the process environment only.

Return Values

0 Indicates a successful operation.

EIO Indicates that a permanent I/O error occurred while referencing data.
ENOSPC Indicates insufficient file system or paging space.

EFAULT Indicates that the user has insufficient authority to access the data or the

address specified in the uaddr parameter is invalid.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The copyout kernel service, copyinstr kernel service.

Accessing User-Mode Data While in Kernel Mode, Memory Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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copyinstr Kernel Service

Purpose
Copies a character string (including the terminating NULL character) from user to kernel
space.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
int copyinstr (from, to, max, actual)
caddt_t from;
caddt_t to;
uint max;
uint actual;
Parameters
from Specities the address of the character string to copy.
to Specifies the address to which the character string is to be copied.
max Specifies the number of characters to be copied.
actual A parameter, passed by reference, that is updated by the copyinstr service
with the actual number of characters copied.
Description

The copyinstr kernel service permits a user to copy character data from one location to
another. The source location must be in user space or can be in kernel space if the caller is
a kernel process. The destination is in kernel space.

Execution Environment
The copyinstr kernel service can be called from the process environment only.

Return Values
0 Indicates a successful operation.

E2BIG Indicates insufficient space to complete the copy.

EIO Indicates that a permanent I/O error occurred while referencing data.
ENOSPC Indicates insufficient file system or paging space.

EFAULT Indicates that the user has insufficient authority to access the data or the

address specified in the uvaddr parameter is invalid.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
Accessing User-Mode Data While in Kernel Mode, Memory Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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copyout Kernel Service

Purpose
Copies data between user and kernel memory.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
int copyout (kaddr, uaddr, count)
char *vaddr;
char *kaddr,
int count,
Parameters
uadar Specifies the address of user data.
kaddr Specifies the address of kernel data.
count Specifies the number of bytes to copy.
Description

The copyout service copies the specified number of bytes from kernel memory to user
memory. It is provided so that system calls and device driver top halves can safely access
user data. The copyout service ensures that the user has the appropriate authority to
access the data. This service also provides recovery from paging I/O errors that would
otherwise cause the system to crash.

The copyout service should be called only while executing in kernel mode in the user
process.

Execution Environment
The copyout kernel service can be called from the process environment only.

Return Values

0 indicates a successful operation. ,

EIO Indicates that a permanent I/O error occurred while referencing data.
ENOSPC Indicates insufficient file system or paging space.

EFAULT Indicates that the user has insufficient authority to access the data or that

the address specified in the uaddr parameter is invalid.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The copyin kernel service, copyinstr kernel service.

Accessing User-Mode Data While in Kernel Mode, Memory Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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creatd Kernel Service

Purpose
Assigns a global name to a device queue.

Syntax
#include <sys/types.h>

#include <sys/errno.h>
#include <sys/deviceq.h>

cba_id creatd (iodn, queue_id, attach, detach, ptr, count, dev_parms)
ushort jodn;

cba_id queue_id;

int (*attach)();

int (*detach)();

caddr_t ptr;

int count;

caddr_t dev_parms;

Parameters
iodn Specifies the predetermined global name for the device queue. A value of

DEFIND_PRIVATE indicates that no global name is required and the
queryd service cannot be used to query the device identifier.

queue_id Specifies the queue identifier of the device queue.

attach Specifies the function pointer of the server’s attach-device routine. The
attchq service calls this routine when a new path to the device queue is
created. This routine can have a NULL value if there is no device
queue-specific processing to perform.

detach Specifies the function pointer of the server’s detach-device routine. The
detchq service calls this routine when a path to the device queue is
invalidated. This routine can have a NULL value if there is no device
queue-specific processing to perform.

ptr Specifies the address of the device-dependent information. The kernel
enforces no format on this structure. The only purpose of this parameter is
so that the qryds service can return a copy of this data to its caller. A NULL
value indicates that there is no device-dependent information. If the count
parameter is NULL, then this parameter must be 0 (zero)

count Specifies the length of the device-dependent information. If the ptr
parameter is NULL, then the count parameter must be 0.

dev_parms Parameter passed to the device driver’s device management routines.
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Description
The creatd kernel service is not part of the base kernel but is provided by the Device Queue
Management kernel extension. This queue management kernel extension must be loaded
into the kernel once before loading any kernel extensions that reference these services.

£

The creatd service provides a means of associating a predefined global name (specified by
the iodn parameter) with a device queue. The queue identifier and device identifier cannot
be used for this purpose because their values cannot be predetermined. Additionally, device
queue functions such as the automatic sending of a detach queue element are only
performed if the requestor specified a device identifier when creating the path to the device
queue.

The returned device identifier can be used to query information about the device using the
qryds service. It can also be used to create a path to the associated device queue.

Note: The device being defined is associated with the process that is the server of the
queue specified by the queue_id parameter. /

The device queue host and client model is described in Understanding Device Queues.

Execution Environment
The creatd kernel service can be called from the process environment only.

Return Values
Upon successful completion, the creatd service returns the new device identifier. This
device identifier can be used when creating a path to the device queue. A value of
NULL_CBA is returned in the following error cases: (

o The value in the iodn parameter is already bound to a device queue.

The queue identifier specified by the queue_id parameter is invalid.

A control block could not be allocated.

An error occurred during the cross-memory attach operation.
e The process was in the midst of termination.

Implementation Specifics Q
This kernel service is part of the Device Queue Management AIX kernel extension.

Related Information
The queryd kernel service, attchq kernel service, detchq kernel service, qryds kernel
service.

The attach-device queue management routine, detach-device queue management routine.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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creatp Kernel Service

Purpose
Creates a new kernel process.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
pid_t creatp()
Description

The creatp kernel service creates a kernel process. It also allocates and initializes a
process block for the new process. Initialization involves these three tasks:

¢ Assigning the kernel process an identifier.
o Setting the process state to idle.
e Initializing its parent, child, and sibling relationships.

Kernel Process Creation, Execution, and Termination has a more detailed discussion of how
the creatp kerne! service creates and initializes kernel processes.

The process calling the creatp service must subsequently call the initp kernel service to
complete the process initialization. The initp service also makes the newly created process
runnable.

Execution Environment
The creatp kernel service can be called from the process environment only.

Return Values
Process Identifier - Indicates a successful operation.

-1 Indicates an error.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The initp kernel service.

Introduction to Kernel Processes, Process and Exception Management Kernel Services in
Kernel Extensions and Device Support Programming Concepts.
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creatq Kernel Service

Purpose
Creates a device queue.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>
cba_id creatq (server_id, worst_prty, max_path, max_gqe, check, cancel)
pid_t server_id;
uchar worst_prty;
uint max_path;
uint max_gqe;
int (*check)();
void (*cancel)();
Parameters
server_id Specifies the process identifier (PID) of the process that acts as server for
this device queue.
worst_prty Specifies the least favored queue element priority. The range of valid
values is from QE_BEST_PRTY to QE_WORST_PRTY.
max_path Specifies the maximum number of paths the device queue supports. The
value must be in the range from 0 to MAX_QUEUE_PATH. A value of 1
indicates that only one process at a time can attach to the device queue. A
value of 0 implies that there is no limit. Typically, this parameter is 1 for
serially reusable devices and 0 otherwise, although other values can be
specified.
max_qe Specifies the maximum number of queue elements the device queue
supports. This is the largest number of queue elements that can be waiting
for service at any point in time. The value must be in the range from 0 to
MAX_QE_DEPTH.
check Specifies the function pointer to the server’s check-parameters routine.
This routine is called before a request queue element is placed on the
device queue. A NULL value indicates that the server does not have a
check-parameters routine.
cancel Specifies the function pointer to the server’s cancel-queue-element
routine. This routine is called before a queue element is canceled. A NULL
value indicates that the server does not have a cancel routine.
Description

The creatq kernel service is not part of the base kernel but is provided by the Device Queue
Management kernel extension. This queue management kernel extension must be loaded
into the kernel once before the loading of any kernel extensions referencing these services.

The creatq service can be used by any process to create a device queue. The new device
queue can be served by the creating process or another process.

1-50 Kernel Reference



~—

creatq

Each device queue served by a process has an event bit associated with it. This event bit is
used to notify the process that the device queue is not empty. A unique event bit is assigned
when a device queue served by a process is created. A queue’s event bit cannot be used
for any other purpose. The e_post service provides a description of event bit allocation.
The event bit for a device queue can be determined by calling the queryi service.

There are two ways to determine if a device queue is not empty:

* The e_wait service can be called with one or more event bits, thus allowing a process to
wait for input from one of multiple device queues.

¢ The waitq service can be called with a queue identifier.

Execution Environment
The creatq kernel service can be called from the process environment only.

Return Values :
Upon successful completion, the creatq service returns the device queue’s identifier. The
queue identifier is used as input to other services, such as the deque kernel service, to
identify the device queue. If the device queue cannot be successfully created, a value of
NULL_CBA is returned rather than the queue identifier.

Implementation Specifics
This kernel service is part of the Device Queue Management AIX kernel extension.

Related Information
The e_post kernel service, e_wait kernel service, queryi kernel service, waitq kernel
service. ’

The check-parameters queue management routine, cancel-queue-element queue
management routine.

Understanding Device Queues, Device Queue Management Kerne! Services in Kernel
Extensions and Device Support Programming Concepts.
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curtime Kernel Service

Purpose
Reads the current time into a time structure.

Syntax
#include <sys/types.h>

#include <sys/errno.h>
#include <sys/time.h>

void curtime (timestruct)
struct timestruc_t *timestruct;

Parameter

timestruct Points to a timestruc_t time structure defined in the <sys/time.h> file. The

curtime kernel service updates the fields in this structure with the current
time.

Description
The curtime kernel service reads the current time into a time structure defined in the
<sys/time.hs> file. This service updates the tv_sec and tv_nsec fields in the time structure,
pointed to by the timestruct parameter, from the hardware real-time clock. The kernel also

maintains and updates a memory-mapped time tod structure. This structure is updated with
each clock tick.

The kernel also maintains two other in-memory time values: the Ibolt value and time value.
The three in-memory time values that the kernel maintains (the tod value, Ibolt value, and
time value) are available to kernel extensions. The Ibolt in-memory time value is the
number of timer ticks that have occurred since the system was booted. This value is updated
once per timer tick. The time in-memory time value is the number of seconds since Epoch.
The kernel updates it once per second.

Note: POSIX 1003.1 defines “seconds since Epoch” as a “value interpreted as the number
of seconds between a specified time and the Epoch”. It further specifies that a
“Coordinated Universal Time name specified in terms of seconds (tm_sec), minutes
(tm_min) , hours (tm_hour), and days since January 1 of the year (tm_yday), and
calendar year minus 1900 (tm_year) is related to a time represented as seconds
since the Epoch according to the following expression: tm_sec + tm_min* 60
tm_hour*3600 + tm_yday * 86400 + (tm_year— 70) * 31536000 ((tm_year—69) / 4) *
86400 if the year is greater than or equal to 1970, otherwise it is undefined.”

The curtime kernel service does not page-fault if a pinned stack and input time structure are
used. Also, accessing the Ibolt, time, and tod in-memory time values does not cause a
page fault since they are in pinned memory.

The curtime kernel service has no return values.
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Execution Environment
The curtime kernel service can be called from either the process or interrupt environment.

The tod, time, and Ibolt memory-mapped time values can also be read from the process or
interrupt handler environment. The timestruct parameter and the stack must be pinned when
the curtime service is called in an interrupt handler environment.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

Timer and Time-of-Day Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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d_clear Kernel Service

Purpose

Frees a Direct Memory Access (DMA) channel.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/dma.h>

void d_clear (channel_id)

int channel_id;
Parameter

channel_id DMA channel identifier returned by the d_init service.
Description

The d_clear kernel service cleans up a DMA channel. Cleaning up the DMA channel entails:
1. Marking the DMA channel specified by the channel_id parameter as free.
2. Resetting the DMA channel.

The d_clear service is typically called by a device driver in its close routine. It has no return
values.

Warning: The d_clear service, as with all DMA services, should not be called unless the
DMA channel has been successfully allocated with the d_init service. The d_complete
service must have been called to clean up after any DMA transfers. Otherwise, data will be
lost and system integrity compromised.

Execution Environment
The d_clear kernel service can be called from either the process or interrupt environment.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The d_complete kernel service, d_init kernel service.

Direct Memory Access (DMA), I/0 Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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d_complete Kernel Service

Purpose
Cleans up after a Direct Memory Access (DMA) transfer.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/dma.h>
#include <sys/xmem.h>
int d_complete (channel_id, flags, baddr, count, dp, daddr)
int channel_id,
int flags;
caddr_t baddr;
size_t count;
struct xmem *dp;
caddr_t daddr;
Parameters
channel_id Specifies the DMA channel identifier returned by the d_init service.
flags Describes the DMA transfer. The dma.h header file describes these flags.
baddr Designates the address of the memory buffer.
count Specifies the length of the transfer in bytes.
do Specifies the address of the cross-memory descriptor.
daddr Designates the address used to program the DMA master. A value of NULL
is specified for DMA slaves.
Description

The d_complete kernel service completes the processing of a DMA transfer. It also
indicates any DMA error detected by the system hardware. The d_complete service must
be called after each DMA transfer.

The d_complete service performs machine-dependent processing, which entails:
¢ Flushing system DMA buffers.
¢ Making the DMA buffer accessible to the processor.

Note: When calling the d_master service several times for one or more of the same pages
of memory, the corresponding number of d_complete calls must be made to
successfully unhide the page or pages involved in the DMA transfers. Pages are not
hidden from the processor during the DMA mapping if the DMA_WRITE_ONLY flag
is specified on the call to the d_master service.

DMA Transfer Modes and Block DMA Transfers further describe DMA transfers.
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Execution Environment
The d_complete kernel service can be called from either the process or interrupt
environment.

Return Values

DMA_SUCC Indicates a successful completion.

DMA_INVALID Indicates an operation that is not valid. A load or store that was not valid

was performed to the I/0 bus.

DMA_LIMIT Indicates a limit check. A load or store to the I/O bus occurred that was not

sufficiently authorized to access the 1/0O bus address.

DMA_NO_RESPONSE

Indicates no response. No device responded to the I/0 bus access.

DMA_CONFLICT

Indicates an address conflict. A daddr parameter was specified to the
d_master service for a system memory transfer, where this transfer
conflicts with the bus memory address of an I/O bus device.

DMA_AUTHORITY

Indicates an authority error. A protection exception occurred while accessing
an 1/0 bus memory address.

DMA_PAGE_FAULT

Indicates a page fault. A reference was made to a page not currently
located in system memory.

DMA_BAD_ADDR

Indicates an address that is not valid. An invalid or unsupported bus
address was used. An invalid daddr parameter was specified to the
d_master service.

DMA_CHECK Indicates a channel check. A channel check was generated during the bus

cycle. This typically occurs when a device detects a data parity error.

DMA_DATA Indicates a data parity error. The system detected a data parity error.
DMA_ADDRESS

Indicates an address parity error. The system detected an address parity
error.

DMA_EXTRA Indicates an extra request. This typically occurs when the count parameter

was specified incorrectly to the d_slave service.

DMA_SYSTEM Indicates a system error. The system detected an internal error in system

hardware. This is typically a parity error on an internal bus or register.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The d_master kernel service, d_slave kernel service, d_init kernel service.

Direct Memory Access (DMA), I/O Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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d_init Kernel Service

Purpose
Initializes a Direct Memory Access (DMA) channel.

Syntax

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/dma.h>
#include <sys/adspace.h>

int d_init (channel, flags, bus_id)
int channel,

int flags;

vmhandle_t bus_id;

Parameters
channel Specifies the DMA channel number.

flags Specifies the flags that describe how the DMA channel is used. These flags
are described in the <sys/dma.h> file.

bus_id Identifies the I/O bus that the channel is to be allocated on. This parameter

is normally passed to the device driver in the Device Dependent Structure
(DDS) at driver initialization time.

Description
The d_init kernel service initializes a DMA channel. A device driver must call this service
before using the DMA channel. Initializing the DMA channel consists of:

» Designating the DMA channel specified by the channel parameter as allocated.
o Personalizing the DMA channel as specified by the flags parameter.

The d_init service is typically called by a device driver in its open routine when the device is
not already in the opened state. A device driver must call the d_init service before using the
DMA channel.

Execution Environment
The d_init kernel service can be called from either the process or interrupt environment.

Return Values

channel_id Indicates a successful operation. This value is used as an input parameter
to the other DMA routines.

DMA_FAIL Indicates that the DMA channel is not available because it is currently
allocated.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.
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Related Information
The d_clear kernel service.

Direct Memory Access (DMA), I/0 Kernel Services in Kernel Extensions and Device Support
Programming Concepits.
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d_mask Kernel Service

Purpose
Disables a Direct Memory Access (DMA) channel.

Syntax
#include <sys/types.h>

#include <sys/errno.h>
#include <sys/dma.h>

void d_mask (channel_id)
int channel_id,

Parameter
channel_id DMA channel identifier returned by the d_init service.

Description
The d_mask kernel service disables the DMA channel specified by the channel_id
parameter.

The d_mask kernel! service is typically called by a device driver deallocating the resources
associated with its device. Some devices require it to be used during normal device
operation to control DMA requests and avoid spurious DMA operations.

The d_mask service has no return values.
Note: The d_mask service, like all DMA services, should not be called unless the DMA
channel has been allocated with the d_init service.

Execution Environment
The d_mask kernel service can be called from either the process or interrupt environment.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The d_init kernel service, d_unmask kernel service.

Direct Memory Access (DMA), I/O Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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d_master Kernel Service

Purpose

Initializes a block-mode Direct Memory Access (DMA) transfer for a DMA master.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <sys/dma.h>

#include <sys/xmem.h>

void d_master (channel_id, flags, baddr, count, dp, daddn

int channel_id;

int flags;

caddr_t baddr;

size_t count;

struct xmem *dp;

caddr_t daddr;
Parameters

channel_id Specifies the DMA channel identifier returned by the d_init service.

flags Specifies the flags that control the DMA transfer. These flags are described

in the <sys/dma.h> file.

baddr Designates the address of the memory buffer.

count Indicates the length of the transfer in bytes.

dp Specifies the address of the cross-memory descriptor.

daddr Specifies the address used to program the DMA master.
Description

The d_master kernel service sets up the DMA channel specified by the channel_id
parameter to perform a block-mode DMA transfer for a DMA master. The flags parameter
controls the operation of the d_master service. Types of DMA Devices describes DMA
slaves and masters.

The d_master service does not initiate the DMA transter. The device initiates all DMA
memory references. The d_master service makes the specified system memory buffer
available to the DMA device. The d_unmask service may need to be called before the DMA
transfer is initiated. The d_master service does not enable or disable the specified DMA
channel.
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The d_master service supports three different buffer locations:

1. A transfer between a buffer in user memory and the device. With this type of transfer, the
dp parameter specifies the cross-memory descriptor used with the xmattach service to
attach to the user buffer. The baddr and count parameters must be the same values as
the uaddr and count parameters specified to the xmattach service.

2. Atransfer between a global kernel memory buffer and the device. With this type of
transfer, the dp—>aspace_id variable has an XMEM_GLOBAL value.

3. Atransfer between I/O bus memory and the device. The BUS_DMA flag distinguishes
this type of transfer from the other two types. The dp parameter is ignored with this type
of transfer and should be set to NULL.

The DMA transfer starts at the daddr parameter bus address. The device driver should
allocate only a bus address in the window associated with its DMA channel. The size and
location of the window are assigned to the device during the configuration process.

The d_master service performs any required machine-dependent processing, including the
following tasks:

e Managing processor memory cache
¢ Updating the referenced and changed bits of memory pages involved in the transfer
e Making the DMA buffer in memory inaccessible to the processor.

If the DMA_WRITE_ONLY flag is set in the flags parameter, the pages involved in the DMA
transfer can be read by the device but cannot be written. In addition, the pages involved in
the transfer are not hidden from the processor and remain accessible while the pages are a
source for DMA.

If the DMA_WRITE_ONLY flag is not set, the pages mapped for the DMA transfer are
hidden from the processor and remain inaccessible to the processor until the corresponding
d_complete service has been issued once the pages are no longer required for DMA
processing.

Note: When calling the d_master service several times for one or more of the same pages
of memory, the corresponding number of d_complete calls must be made to '
successfully unhide the page or pages involved in the DMA transfers. Pages are not
hidden from the processor during the DMA mapping if the DMA_WRITE_ONLY flag
is specified on the call to the d_master service.

Note: The memory buffer must remain pinned once the d_master service is called until the
DMA transfer is completed and the d_complete service is called.

Note: The device driver must not access the buffer once the d_master service is called
until the DMA transfer is completed and the d_complete service is called.

Note: The d_master service, as with all DMA services, should not be called unless the
DMA channel has been allocated with the d_init service.

The d_master service has no return values.

Execution Environment
The d_master kernel service can be called from either the process or interrupt environment.

Implementation Specifics
This kernel service is part of AIX Base Operatlng System (BOS) Runtime.
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Related Information
The d_complete kernel service, d_init kernel service, d_unmask kernel service, xmattach
kernel service.

Direct Memory Access (DMA), I/O Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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d_move Kernel Service

Purpose
Provides consistent access to system memory that is accessed asynchronously by a device
and by the processor on a RISC System/6000.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/dma.h>
int d_move (channel_id, flags, baddr, count, dp, daddr)
int channel_id;
int flags;
void *baddr;
size_t count;
struct xmem *dp;
void *daddr;
Parameters
channel_id Specifies the DMA channel ID returned by the d_init service.
flags Specifies the flags that designate the direction of the move. The flags
parameter should be set to 0 (zero) if the move is to be a write into system
memory shared by a bus master device. The flags parameter should be set
to DMA_READ if the move is to be a read from system memory shared by a
bus master device. These flag values are defined in the <sys/dma.h> file.
baddr Specifies the address of the nonshared buffer. This buffer is either the
source buffer for a move to the shared buffer or the destination buffer for a
move from the shared buffer. This buffer area must have an associated
cross-memory descriptor attached, which is specified by the dp parameter.
count Specifies the length of the transfer in bytes.
dp Specifies the address of the cross-memory descriptor associated with the
buffer that is not shared by a device. This buffer is the source butfer for a
move to the shared buffer and is the destination buffer for a move from the
shared buffer.
dadadr Specifies the address of the system memory buffer that is shared with the
bus master device. A bus address region containing this address (which
consists of the address specified by the daddr parameter plus at least the
number of byles specified by the count parameter) must have been mapped
for DMA by using the d_master service.
Description

Device handlers can use the d_move kernel service to access a data area in system
memory that is also being accessed by a DMA master. The d_move service uses the same
I/0 controller data buffers that the DMA master does when accessing data from the shared
data area in system memory. Using the same buffer keeps the processor data accesses
and device data access consistent. On the RISC System/6000 platform, this is necessary
since the I/O controller provides buffer caching of data accessed by bus master devices.
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A cross-memory descriptor, obtained by using the xmattach service, and a buffer address i
must be provided for the nonshared buffer involved in the data transfer. The d_move

service moves the data from the nonshared buffer to the shared buffer when the flags

parameter is set to 0 (zero). A move of the data from the shared buffer to the nonshared

bufter is effected if the flags parameter is specified with a value of DMA_READ. Once the

d_move service has returned, a call to the d_complete service with the specified

channel_id parameter ensures that the d_move service has successfully moved the data.

Execution Environment
The d_move kernel service can be called from either the process or interrupt environment.

Return Values
XMEM_SUCC Indicates successful completion.

XMEM_FAIL A Indicates one of these six errors:

» The caller does not have appropriate access authority for the
nonshared buffer.

e The nonshared buffer is located in an address range that is not valid.

o The memory region containing the nonshared buffer has been deleted.
o The cross-memory descriptor is not valid.

e A paging I/O error occurred while accessing the nonshared buffer.

o An error can also occur when the d_move kernel service executes on
an interrupt level if the nonshared buffer is not in memory.

TN

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

The d_move kernel service is available only on the RISC System/6000 product platform.
Related Information

The d_init kernel service, d_complete kernel service, d_master kernel service, xmattach
kernel service.

£

Direct Memory Access (DMA), I/0O Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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d_slave Kernel Service

Purpose
Initializes a block-mode Direct Memory Access (DMA) transfer for a DMA slave.

Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/dma.h>
#include <sys/xmem.h>

void d_slave (channel_id, flags, baddr, count, dp)
int channel_id;

int flags;

caddr_t baddr;

size_t count;

struct xmem *dp;

Parameters
channel_id Specifies the DMA channel identifier returned by the d_init service.

flags Control the DMA transfer. The <sys/dma.h> file contains valid values for
these flags.

badadr Designates the address of the memory buffer.
count Specifies the iength of the transfer in bytes.
dp Designates the address of the cross-memory descriptor.

Description
The d_slave kernel service sets up the DMA channel specified by the channel_id parameter
to perform a block-mode DMA transfer for a DMA slave. The flags parameter controls the
operation of the d_slave service. Types of DMA Devices describes DMA slaves and
masters.

The d_slave service does not initiate the DMA transfer. The device initiates all DMA memory
references. The d_slave service sets up the system address-generation hardware to
indicate the specified buffer.

The d_slave service supports three different buffer locations:

1. Atransfer between a buffer in user memory and the device. With this type of transfer, the
dp parameter specifies the cross memory descriptor used with the xmattach service to
attach to the kernel buffer. The baddrand count parameters must be the same values as
the vadadr and count parameters specified to the xmattach service.

2. A transfer between a giobal kernel memory buffer and the device. With this type of
transfer, the dp—>aspace_id variable has an XMEM_GLOBAL value.

3. Atransfer between I/O bus memory and the device. The BUS_DMA flag distinguishes
this type of transfer from the other two types. The dp parameter is ignored with this type
of transfer and should be set to NULL.
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The d_unmask and d_mask services typically do not need to be called for the DMA slave Q‘r
transters. The DMA channel is automatically enabled by the d_slave service and
automatically disabled by the hardware when the last byte specified by the count parameter
is transferred.
The d_slave service performs machine-dependent processing, including the following tasks:
¢ Flushing the processor cache
¢ Updating the referenced and changed bits of memory pages involved in the transfer
¢ Making the buffer inaccessible to the processor.
Notes:
1. The memory buffer must remain pinned from the time the d_slave service is
called until the DMA transfer is completed and the d_complete service is called.
2. The device driver or device handler must not access the buffer once the d_slave
service is called until the DMA transfer is completed and the d_complete service {
is called.
3. The d_slave service, as with all DMA services, should not be called unless the
DMA channel has been allocated with the d_init service.
The d_slave service has no return values.
Execution Environment
The d_slave kernel service can be called from either the process or interrupt environment.
(
Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.
Related Information
The d_complete kernel service, d_init kernel service, xmattach kernel service,
d_unmask kernel service, d_mask kernel service. ‘
Direct Memory Access (DMA), I/O Kernel Services in Kernel Extensions and Device Supporl
Programming Concepts. <
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d_unmask Kernel Service

Purpose
Enables a Direct Memory Access (DMA) channel.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/dma.h>
void d_unmask (channel_id)
int channel_id
Parameter
channel_id The DMA channel identifier returned by the d_init service.
Description
The d_unmask service enables the DMA channel specified by the channel_id parameter. A
DMA channel must be enabled before a DMA transfer can occur.
The d_unmask kernel service is typicaily called by a device driver when allocating the
resources associated with its device. Some devices require it to be used during normal
device operation.
The d_unmask service has no return values.
Note: The d_unmask service, as with all DMA services, should not be called unless the
DMA channel has been successtully allocated with the d_init service. '
Execution Environment

The d_unmask kernel service can be called from either the process or interrupt
environment.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

The d_complete kernel service, d_init kernel service, d_mask kernel service.

Direct Memory Access (DMA), I/O Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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del_arp_iftype Kernel Service

Purpose

Deletes an interface type from the Network ARP Switch Table Interface (NAST!).

Syntax

#include <sys/types.h>
#include <sys/errno.h>
#include <net/if.h>

int del_arp_iftype(if_type, af
u_short if type, af;

Parameters

if_type Identifies the type of a network interface (for example, Ethernet or Token
Ring). Interface types are defined in the <sys/devinfo.h> file.

af Specifies the address family of the ARP routines being deleted.

Description

The del_arp_iftype kernel service deletes an interface type from the Network ARP Switch
Table Interface (NASTI).

Example

1. The del_arp_iftype kernel service is invoked as follows:
del_arp_iftype(DD_EN, AF_INET);

Return Values

0 Indicates that the interface was successfully deleted.
ENOENT Indicates that the network type was not found for the specified address
family.

Execution Environment

The del_arp_iftype kernel service can be called from either the process or interrupt
environment.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

1-68
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del_domain_af Kernel Service

Purpose

Deletes an address family from the Address Family domain switch table.
Syntax

#include <sys/types.h>

#tinclude <sys/errno.h>

#include <sys/domain.h>

int del_domain_at (domain)

struct domain *domain;
Parameter

domain Specifies the address family.
Description

The del_domain_af kernel service deletes the address family specified by the domain
parameter from the Address Family domain switch table.

Execution Environment

The del_domain_af kernel service can be called from either the process or interrupt
environment.

Return Value

EINVAL Indicates that the specified address is not found in the Address Family
domain switch table.

Example
1. To delete an address family from the Address Family domain switch table, invoke the
del_domain_af kernel service as follows:

del _domain_af(&inetdomain);

In this example, the family to be deleted is inetdomain.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The add_domain_af kernel service.

Network Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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del_input_type Kernel Service

Purpose
Deletes an input type from the Network Input table.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <net/if.h>
int del_input_type (type)
u_short type;
Parameter
type Specifies which type of protocol the packet contains. This parameter is a
field in a packet.
Description

The del_input_type kernel service deletes an input type from the Network Input table to
disable the reception of the specified packet type.

Execution Environment

The del_input_type kernel service can be called from either the process or interrupt
environment.

Return Values

Examples

0 Indicates that the type was successfully deleted.

ENOENT Indicates that the del_input_type service could not find the type in the
Network Input table.

1. To delete an input type from the Network Input table, invoke the del_input_type kernel
service as follows:

del_input_type(ETHERTYPE_IP);

In this example, ETHERTYPE_IP specifies that Ethernet IP packets should no longer be
processed.

2. To delete an input type from the Network Input table, invoke the del_input_type kernel
service as follows:

del_input_type (ETHERTYPE_ ARP);

In this example, ETHERTYPE_ARP specifies that Ethernet ARP packets should no longer
be processed.

Implementation Specifics

This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

The add_input_type kernel service, find_input_type kernel service.
Network Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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del_netisr Kernel Service

Purpose
Deletes a network software interrupt service routine from the Network Interrupt table.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <net/netisr.h>
int del_netisr (soft_intr_level)
u_short soft_intr_level,
Parameter
soft_intr_level Specifies the software interrupt service to delete. The value of
soft_intr_level should be greater than or equal to 0 (zero) and less
than a value of NETISR_MAX.
Description

The del_netisr kernel service deletes the network software interrupt service routine
specified by the soft_intr_level parameter from the Network Software Interrupt table.

Execution Environment
The del_netisr kernel service can be called from either the process or interrupt
environment.

Return Values

0 Indicates that the software interrupt service was successfully
deleted.
ENOENT Indicates that the software interrupt service was not found in the

Network Software Interrupt table.

Example
_ 1. To delete a software interrupt service from the Network Software Interrupt table, invoke
the kernel service as follows:

del_netisr(NETISR_IP);

In this example, the software interrupt routine to be deleted is NETISR_IP.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The add_netisr kernel service.

Network Kernel Services in Kernel Extensions and Device Support Programming Concepts.
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del_netopt Macro

Purpose ,

Deletes a network option structure from the list of network options.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

#include <net/netopt.h>

del_netopt (option_name_symbol)

option_name_symbol;
Parameter

option_name_symbol Specifies the symbol name used to construct the netopt

structure and default names.

Description

The del_netopt macro deletes a network option from the linked list of network options. After
the del_netopt service is called, the option is no longer available to the no command.

The del_netopt macro has no return values.

Execution Environment
The del_netopt macro can be called from either the process or interrupt environment.

Implementation Specifics
This macro is part of AIX Base Operating System (BOS) Runtime.

Related Information
The add_netopt macro.

The no command.

Network Kernel Services in Kernel Extensions and Device Support Programming Conceplts.
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delay Kernel Service

Purpose

Suspends the calling process for the specified number of timer ticks.
Syntax

#include <sys/types.h>

#include <sys/errno.h>

void delay (ticks)

int ticks;
Parameter

ticks Specifies the number of timer ticks that must occur before the process is

reactivated. Many timer ticks can occur per second.

Description

The delay kernel service suspends the calling process for the number of timer ticks
specified by the ticks parameter.

The HZ value in the param.h file can be used to determine the number of ticks per second.
The delay service has no return values.

Execution Environment
The delay kernel service can be called from the process environment only.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information

Timer and Time-of-Day Kernel Services in Kernel Extensions and Device Support
Programming Concepts.
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deque Kernel Service

Purpose
Performs completion processing for the active device queue element.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>
int deque (queue_id, options, qe, results)
cba_id queue_id,
int options;
struct ack_qe *ge;
int results;
Parameters
queue_id Specifies the identifier of the device queue from which to remove the active
queue element.
options Controls generation of the acknowledgment. The following values are
possible:
SUPPRESS_ACK Suppress acknowledgment.
OVERRIDE_VINTR Override the virtual interrupt sublevel specified
when the path was created.
qQe Specifies the address of the acknowledgment queue element or NULL.
results Specifies the operation results for a synchronous request or an interrupt on
error request.
Description

The deque kernel service is not part of the base kernel but provided by the Device Queue
Management kernel extension. This queue management kernel extension must be loaded
into the kernel once before the loading of any kernel extensions referencing these services.

The deque service is called by a device queue server to tell the kernel that processing for
the active queue element is complete. This service removes the active queue element from
the device queue and conditionally sends an acknowledgment.

The deque service can automatically send an acknowledgment to the requestor if one was
requested when the device queue was attached. Depending on the type of acknowledgment
requested, different amounts of status information are returned. For simple interprocess
communication, the acknowledgment functions are probably not necessary.

To generate an acknowiedgment, the server of the device queue provides data in an
acknowledgment queue element. The kernel then uses this data to send the
acknowledgment to the requestor. The only time the acknowledgment queue element can be
omitted is if the path type for the queue element is NO_ACK or SHORT_ACK or the
suppress option SUPPRESS_ACK is selected.
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The operation options field in the active queue element is examined to determine what
operation the deque service should perform:

SYNC_REQUEST
Indicates that the operation is synchronous. On a SYNC_REQUEST, the
enque routine enqueues the request and then sleeps, waiting for
completion. When the deque service is called, it wakes up the enque
routine and passes the results directly back. The enque service then
passes the results to the caller.

ACK_COMPLETE
Indicates that an acknowledgment should be generated. If
ACK_COMPLETE is specified, then an acknowledgment is sent each time a
queue element is completed (dequeued) independent of the results.

ACK_ERRORS Indicates that an acknowledgment should be generated only if there has
been an error (the results parameter is not equal to RC_GOOD). If
ACK_ERRORS is specified, the deque service only sends an
acknowledgement on completed queue elements that have a result other
than RC_GOOD.

These three operation flags are mutually exclusive. Therefore, only one should be specified.

If the suppress option is selected, the kernel does not return any information to the sender of
the request. The device queue’s server is responsible for explicitly generating the
acknowledgment using the ackque service.

A path to a device queue may be destroyed before the active queue element is totally
processed. If this happens, no acknowledgment is generated when the deque service is
called. Instead, the queue element is discarded with no error reported.

Use of Virtual interrupt Handlers
When an acknowledgment is sent through a path that was set up with an acknowledgment
type of interrupt (INTR_ACK), then the deque service calls a registered virtual interrupt
handler. This service uses the qe->data[5] field in the acknowledgment queue element to
provide a subleve! specifying which virtual interrupt handler to call. The sublevel specified
when the path was created is used unless the OVERRIDE_VINTR value is specified in the
options parameter to the deque service. Otherwise, the value in the acknowledgment
queue element is used.

Virtual interrupt handlers can be registered by using the vec_init device queue management
service. This interrupt handler is called in the process environment of the caller of the
deque service. Virtual interrupts should be used for compatibility purposes only.

Execution Environment
The deque kernel service can be called from the process environment only.

Return Values
RC_GOOD Indicates successful completion.

RC_OBJ Indicates that there is no active queue element on the specified device
queue.

Implementation Specifics
This kernel service is part of the Device Queue Management AlX kernel extension.
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Related Information
The ackque kernel service, vec_init kernel service, enque kernel service.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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detach-device Queue Management Routine

Purpose

Syntax

Provides a means for performing device-specific processing when the detchq kernel service
is called.

#include <sys/types.h>
#include <sys/errno.h>
#tinclude <sys/deviceq.h>

int detach(dev_parms, path_id)
caddr_t dev_parms;
cba_id path_id;

Parameters

dev_parms Passed to creatd service when the detach routine is defined.

path_id Specifies the path identifier for the queue that is being detached from.

Description

Each device queue can have a detach routine. This routine is optional and must be
specified when the device queue is defined with the creatd service. The detach routine is
called by the detchq service each time a path to the device queue is removed.

To ensure that the detach routine is not called while a queue element from this client is still
in the device queue, the kernel puts a detach control queue element at the end of the device
queue. The server knows by convention that a detach control queue element signifies
completion of all pending queue elements for that path. The kernel calls the detach routine
after the detach control queue element is processed.

The detach routine executes under the process under which the detchq service is called.
The kernel does not serialize the execution of this service with the execution of any of the
other server routines.

Execution Environment

The detach-device routine can be called from the process environment only.

Return Values

RC_GOOD Indicates successful completion.

A return value other than RC_GOOD indicates a fatal condition and-causes the system to
panic.

Related Information

The creatd kernel service, detchq kernel service.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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detchq Kernel Service

Purpose
\ Invalidates the path to a device queue.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
#include <sys/deviceq.h>
int detchq (path_id)
cba_id path_id;
Parameter
path_id Path identifier of the path to be invalidated.
Description

The detchq device queue kernel service is not part of the base kernel but is provided by the
Device Queue Management kernel extension. This queue management kernel extension
must be loaded into the kernel once before the loading of any kernel extensions referencing
these services.

The detchq service invalidates the specified path.

If the to_id field in the path being invalidated is a device identifier, a detach queue element
is placed in the device queue. The detchq service does not continue until the device queue
server calls the deque service for this queue element. At this time, no other queue elements
can be sent using this path. This serializes completion of all pending request for that path
before invalidating the path.

However, this wait can also cause excessive delay for the caller of the detchq service if
lengthy requests have yet to be processed. Device queue interfaces should be designed so
that all I/0 activity is finished before the detchq service is called. In addition, device queue
servers must recognize detach queue elements. These detach queue elements are control
queue elements sent by the kernel to detach a server from a path.

The server’s detach-device queue routine is called if one is associated with the device
queue. This occurs after the server calls the deque service for the detach queue element
and executes under the caller of detchq process.

For device queues with multiple paths, a detach queue element is sent each time a path is
invalidated.

Execution Environment

The detchq kernel service can be called from the process environment only.

Return Values

RC_GOOD Indicates successful completion.

RC_ID Indicates that the path identifier is not valid.
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Implementation Specifics
This kernel service is part of the Device Queue Management AlX kernel extension.

Related Information
The detach-device queue management routine.

The deque kernel service.

Understanding Device Queues, Device Queue Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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devdump Kernel Service

Purpose
Calls a device driver dump-to-device routine.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
int devdump (devno, uiop, cmd, arg, exf)
dev_t devno;
struct uio *uiop;
int emd, arg, ext;
Parameters
devno Specifies the major and minor device numbers.
uiop Points to the uio structure containing write parameters.
cmd Specifies which dump command to perform.
arg A parameter or address to a parameter block for the specified command.
ext The extended system call parameter
Description

The kernel or kernel extension calls the devdump kernel service to initiate a memory dump
to a device when writing dump data and then to terminate the dump to the target device.

The devdump service calls the device driver’'s dddump routine, which is found in the device
switch table for the device driver associated with the specified device number. If the device
number (specified by the devno parameter) is not valid or if the associated device driver
does not have a dddump routine, an ENODEYV error code is returned.

If the device number is valid and the specified device driver has a dddump routine, the
routine is called.

If the device driver’s dddump routine is successfully called, the return code for the
devdump service is set to the return code provided by the device's dddump routine.

Execution Environment

The devdump kernel service can be called in either the process or interrupt environment, as
described under the conditions described in the dddump routine.

Return Values

0 Indicates a successful operation.

ENODEV Indicates that the device number is not valid or that no dddump routine is
registered for this device.

dddump return codes
Return codes provided by the dddump device driver routine.
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Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
Device Switch Table.
The dddump Device Driver Entry Point.

Device Switch Table, Kernel Program/Device Driver Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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devstrat Kernel Service

Purpose
Calls a block device driver’s strategy routine.
Syntax
#include <sys/types.h>
#include <sys/errno.h>
int devstrat (bp)
struct buf *bp;
Parameter
bp Paoints to the buf structure specifying the block transfer parameters.
Description

The kernel or kernel extension calls the devstrat kernel service to request a block data
transfer to or from the device with the specified device number. This device number is found
in the buf structure. The devstrat service can only be used for the block class of device
drivers.

The devstrat service calls the device driver's ddstrategy routine. This routine is found in
the device switch table for the device driver associated with the specified device number
found in the b_dev field. The b_dev field is found in the buf structure pointed to by the bp
parameter. The caller of the devstrat service must have an iodone routine specified in the
b_iodone field of the buf structure. Following the return from the device driver's ddstrategy
routine, the devstrat service returns without waiting for the 1/0 to be performed.

If the device major number is not valid or the specified device is not a block device driver,
the devstrat service returns the ENODEYV return code. If the device number is valid, the
device driver’s ddstrategy routine is called with the pointer to the buf structure (specified by
the bp parameter).

Execution Environment
The devstrat kernel service can be called from either the process or interrupt environment.

Return Values
0 Indicates a successful operation.

ENODEV Indicates the device number is not valid or that no ddstrategy routine
registered. This value is also returned when the specified device is not a
block device driver. If this error occurs, the devstrat service can cause a
page fault.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.
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Related Information
The iodone kernel service.

The ddstategy routine.

Device Switch Table, The buf Structure, Kernel Program/Device Driver Management Kernel
Services in Kernel Extensions and Device Support Programming Concepts.

Kernel Services 1-83



devswadd

devswadd Kernel Service

Purpose

Syntax

Adds a device entry to the device switch table.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/device.h>

int devswadd (devno, dswptr)
dev_t devno;
struct devsw *dswptr;

Parameters

devno Specifies the major and minor device numbers to be associated with the
specified entry in the device switch table.

dswplr Points to the device switch structure to be added to the device switch table.

Description

The devswadd kernel service is typically called by a device driver's ddconfig routine to add
or replace the device driver’s entry points in the device switch table. The device switch table
is a table of devsw (device switch) structures indexed by the device driver’s major device
number. This table of structures is used by the device driver interface services in the kernel
to facilitate calling device driver routines.

The major device number portion of the devno parameter is used to specify the index in the
device switch table where the devswadd service must place the specified device switch
entry. Before the device switch structure is copied into the device switch table, the existing
entry is checked to determine if any opened device is using it. If an opened device is
currently occupying the entry to be replaced, the devswadd service does not perform the
update. Instead, it returns an EEXIST error code. If the update is successful, a value of 0
(zero) is returned.

Entry points in the device switch structure that are not supported by the device driver must
be handled in one of two ways. If a call to an unsupported entry point should result in the
return of an error code, then the entry point must be set to the nodev routine in the
structure. As a result, any call to this entry point automatically invokes the nodev routine
that returns an ENODEYV error code. The kernel provides the nodev routine.

Otherwise, a call to an unsupported entry point should be treated as a no-operation function,
then the corresponding entry point should be set to the nulldev routine. The routine, which
is also provided by the kernel, performs no operation if called and returns a 0 return code.

All other fields within the structure that are not used should be set to 0 (zero). Some fields in
the structure are for kernel use and are not copied into the device switch table by the
devswadd service. These fields are documented in the <sys/device.h> file.

Execution Environment

The devswadd kernel service can be called from the process environment only.
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) Return Values

0 Indicates a successful operation.

EEXIST Indicates that the specified device switch entry is in use and cannot be
replaced.

ENOMEM Indicates that the entry cannot be pinned due to insufficient real memory.

EINVAL Indicates that the major device number portion of the devno parameter

exceeds the maximum permitted number of device switch entries.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The devswdel kernel service, devswqry kernel service.
The ddconfig Device Driver Entry Point.

Device Switch Table, Kernel Program/Device Driver Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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devswdel Kernel Service

Purpose

Syntax

Parameter

Deletes a device driver entry from the device switch table.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/device.h>

int devswdel (devno)
dev_t devno;

devno Specifies the major and minor device numbers of the device to be deleted.

Description

Execution

The devswdel kernel service is typically called by a device driver’s ddconfig routine on
termination to remove the device driver’s entry points from the device switch table. The
device switch table is a table of device switch (devsw) structures indexed by the device
driver's major device number. This table of structures is used by the device driver interface
services in the kernel to facilitate calling device driver routines.

The major device number portion of the devno parameter is used to specify the index into
the device switch table for the entry to be removed. Before the device switch structure is
removed, the existing entry is checked to determine if any opened device is using it.

If an opened device is currently occupying the entry to be removed, the devswdel service
does not perform the update. Instead, it returns an EEXIST return code. If the removal is
successful, a return code of 0 (zero) is set.

The devswdel service removes a device switch structure entry from the table by marking
the entry as undefined and setting all of the entry point fields within the structure to nodev.
As a result, any callers of the removed device driver return an ENODEV error code. If the

specified entry is already marked undefined, the devswdel service returns an ENODEV
error code.

Environment
The devswdel kernel service can be called from the process environment only.

Return Values

0 Indicates a successful operation.

EEXIST Indicates that the specified device switch entry is in use and cannot be
removed.

ENODEV Indicates that the specified device switch entry is not defined.

EINVAL Indicates that the major device number portion of the devno parameter

exceeds the maximum permitted number of device switch entries.
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Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The devswadd kernel service, devswqry kernel service.

Device Switch Table, Kernel Program/Device Driver Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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devswqry Kernel Service

Purpose

Syntax

Checks the status of a device switch entry in the device switch table.

#include <sys/types.h>
#include <sys/errno.h>
#include <sys/device.h>

int devswaqry (devno, status, dsdptn
dev_t devno;

uint *status;

caddr_t *dsdptr;

Parameters

devno Specifies the major and minor device numbers of the device to be queried.

status Points to the status of the specified device entry in the device switch table.
This parameter is passed by reference.

dsadptr Points to device-dependent information for the specified device entry in the
device switch table. This parameter is passed by reference.

Description

The devswaqry kernel service returns the status of a specified device entry in the device
switch table. The entry in the table to query is determined by the major portion of the device
number specified in the devno parameter. The status of the entry is returned in the status
parameter that is passed by reference on the call. If this pointer is NULL on entry to the
devswary service, then the status is not returned to the caller.

The devswqry service also returns the address of device-dependent information for the
specified device entry in the device switch table. This address is taken from the d_dsdptr
field for the entry and returned in the dsdptr parameter, which is passed by reference. If this
pointer is NULL on entry to the devswqry service, then the address from the d_dsdptr field
is not returned to the caller.

The status Parameter Flags

The status parameter comprises a set of flags that can indicate the following conditions:

DSW_UNDEFINED Device switch entry is not defined.

DSW_DEFINED Device switch entry is defined.

DSW_CREAD Device driver in this device switch entry is providing a routine for
character reads or raw input. This flag is set when the device driver
has a ddread entry point.

DSW_CWRITE Device driver in this device switch entry is providing a routine for

character writes or raw output. This flag is set when the device
driver has a ddwrite entry point.
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DSW_BLOCK Device switch entry is defined by a block device driver. This flag is
set when the device driver has a ddstrategy entry point.

DSW_MPX Device switch entry is defined by a multiplexed device driver. This
flag is set when the device driver has a ddmpx entry point.

DSW_TTY Device switch entry is in use by a tty device driver. This flag is set
when the pointer to the d_ttys structure is not NULL.

DSW_SELECT Device driver in this device switch entry is providing a routine for
handling the select or poll subroutines. This flag is set when the
device driver has provided a ddselect entry point.

DSW_DUMP Device driver defined by this device switch entry provides the
capability to support one or more of its devices as targets for a
kernel dump. This flag is set when the device driver has provided a
~ dddump entry point.

DSW_TCPATH Device driver in this device switch entry supports devices that are
considered to be in the trusted computing path and provide support
for the revoke function. This flag is set when the device driver has
provided a ddrevoke entry point.

DSW_OPENED Device switch entry is in use and device has outstanding opens.
This flag is set when the device driver has at least one outstanding
open.

The status parameter is set to the DSW_UNDEFINED flag when a device switch entry is not
in use. This is the case if either of the following are true:

e The entry has never been used (no previous call to the devswadd service was made).

o The entry has been used but was later deleted (a call to the devswadd service was
issued, followed by a call to the devswdel service).

No other flags are set when the DSW_UNDEFINED flag is set.

Execution Environment
The devswaqry kernel service can be called from either the process or interrupt environment.

Return Values
0 Indicates a successful operation.
EINVAL Indicates that the major device number portion of the devno parameter

exceeds the maximum permitted number of device switch entries.

Implementation Specifics
This kernel service is part of AIX Base Operating System (BOS) Runtime.

Related Information
The devswadd kernel service, devswdel kernel service.

Device Switch Table, Kernel Program/Device Driver Management Kernel Services in Kernel
Extensions and Device Support Programming Concepts.
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dmp_add Kernel Service

Purpose
Specifies data to be included in a system dump by adding an entry to the master dump
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