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World Wide Web [URL: http: / Iwww.intel.com/]

Intel’s Web site now contains technical and product information that is available 24-hours a day! Also visit Intel’
site for financials, history, current news and events, job opportunities, educational news and much, much more!

Intel Application Support Services

FaxBack
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DATASHEET DESIGNATIONS

Intel uses various datasheet markings to designate each phase of the document as it relates to
the product. The markings appear in the lower inside corner of each datasheet page. Follow-
ing are the definitions of each marking:

Datasheet Marking Description

Product Preview Contains information on products in the design phase of development. Do not
finalize a design with this information. Revised information will be published when
the product becomes available.

Advanced Information Contains information on products being sampled or in the initial production phase of
development.*

Preliminary Contains preliminary information on new products in production.*
No Marking Contains information on products in full production.*

* Specifications within these datasheets are subject to change without notice. Verify with your local Intel sales office that
you have the latest datasheet before finalizing a design.

November 1995
Order Number: 000902-001






Chip Sets

Floppy Disk Controllers

Memory Controllers

UPI Keyboard Controllers

Support Peripherals







i ntel ® CONTENTS

Table of Contents

AlphanumericIndex ............... e e e e Xi
CHAPTER 1
Chip Sets
PClsets
82437MX System Controller (MTSC) and 82438MX Data Path Unit (MTDP) ....... 11
82371MX PCI I/0 IDE Xcelerator (MPIIX) ... iiieiieiieeennnns 1-3
82430FX PClset Datasheet 82437FX System Controller (TSC) and 82438FX Data
Path UNit (TDP) ... vet ittt ettt e e e anaes 1-5
82371FB PCI ISA IDE Xcelerator (PIIX) ......uuuuiiiii it eiienannn. 1-71
82430LX/82430NX PCISEt .. ..ottt ettt e, 1-160
82433LX/82433NX Local Bus Accelerator (LBX) . ....oovivnviniiiiiiinneenn, 1-163
82434L.X/82434NX PCl, Cache and Memory Controller (PCMC)................. 1-165
82420EX PClset Datasheet 82425EX PCl System Controller (PSC) and 82426EX
ISABHAGE (IB) . . . v e ettt e et e e e 1-168
82378ZB System 1/0 (SIO) and 82379AB System I/O APIC (SIO.A) ............. 1-349
EISA CHIP SETS
82350 EISA Chip Set . ..ti it e 1-351
82352DT EISA Bus Buffer (EBB) ............ O 1-360
82357 Integrated System Peripheral (ISP) ............ .o it 1-361
82358DT EISA Bus Controller (EBCDT) « .o vevteveiiii e e eneieennnnns 1-362
82420/82430 PClset Bridge Component ...........ooiiiiiiiiiiiiiiiiinnns 1-363
82374EB/82374SB EISA System Component (ESC). ...t 1-365
- 82375EB/82375SB PCI-EISA Bridge (PCEB) ......... PPN 1-573
82355 Bus Master Interface Controller (BMIC) ..........coiviiiiiiiiiinnnan., 1-704
CHAPTER 2
Floppy Disk Controllers '
82077AA CHMOS Single-Chip Floppy Disk Controller .......................... 2-1
82077SL CHMOS Single-Chip Floppy Disk Controller .......................... 2-2
82078 CHMOS Single-Chip Floppy Disk Controller.................c.coiviin... 2-72
82078 44 Pin CHMOS Single-Chip Floppy Disk Controller....................... 2-75
82078 64 Pin CHMOS Single-Chip Floppy Disk Controller....................... 2-146
AP-358 Intel 82077SL for Super Dense Floppies ............ccoviiiiiiiieenn. 2-224
CHAPTER 3
Memory Controllers
8206 Error Detection and Correction Unit. ..., 3-1
8207 Dual-Port Dynamic RAMController .............oiiiiiiiiiiiiiiiiieennn 3-2
82C08 CHMOS Dynamic RAM Controller. ...t 3-3
CHAPTER 4 :
UPI Keyboard Controliers
Microprocessor Peripherals UPI-41A/41AH/42/42AH User's Manual ............ 4-1
UPI-41AH/42AH Universal Peripheral Interface 8-Bit Slave Microcontroller ....... 4-68
8741A Universal Peripheral Interface 8-Bit Microcomputer...................... 4-88
- 8742 Universal Peripheral Interface 8-Bit Slave Microcontroller.................. 4-100
UPI-C42/UPI-L42 Universal Peripheral Interface CHMOS 8-Bit Slave
Microcontroller .............co i, e e e 4-112
CHAPTER 5
Support Peripherals
UPI-C42/UPI-L42 Universal Peripheral Interface CHMOS 8-Bit Slave

Y o] foToTo Y11 £ ] 11T A 5-1



CONTENTS ‘ | inu .

| Table of Contents Continued)

UPI-452 CHMOS Programmable I/OProcessor .........ccovviivneennnnnn. - 5-26
82091AA Advanced Integrated Peripheral (AIP) .................cooe.. veee.. bB-27
82092AA PCI to PCMCIA/Enhanced-IDE Controller (PPEC) .................... - 5-230
8231A Arithmetic ProcessingUnit ..., SR 5-335
8237A High Performance Programmable DMA Controller (8237A-5) ........ . 5-336
82C37A-5 CHMOS High Performance Programmable DMA Controller . ... ... e 5-337
8253/8253-5 Programmable Interval Timer ... . ... e e e e 5-355
8254 Programmable Interval Timer ...ttt 5-356
82C54 CHMOS Programmable Interval Timer . ..., 5-357
8255A-5 Programmable Peripheral Interface . ...l 5-375
82C55A CHMOS Programmable Peripheral Interface .................. ... ... '5-376
8256AH Multifunction Microprocessor Support Controller. . ..................... 5-377
8259A Programmable Interrupt Controller (8259A/8259A-2) ............... ... 5-378
82C59A-2 CHMOS Programmable Interrupt Controller ......................... 5-379
8279/8279-5 Programmable Keyboard/Display Interface....................... 5-399



-
Int9| ® _ ALPHANUMERIC INDEX

Alphanumeric Index

8206 Error Detection and Correction Unit ......... ..ottt 3-1
8207 Dual-Port Dynamic RAM Controller. ............ ittt 3-2
82077AA CHMOS Single-Chip Floppy Disk Controller. . ..............coiiiiiiienann.. 21
82077SL CHMOS Single-Chip Floppy Disk Controller . .............oviiiiiiiineao... 2-2
82078 44 Pin CHMOS Single-Chip Floppy Disk Controller .............ccciiiiiieeeen.. 2-75
82078 64 Pin CHMOS Single-Chip Floppy Disk Controller ...............cooviiieiee... 2-146
82078 CHMOS Single-Chip Floppy Disk Controller .............ccooiiiiiiiiininna... 2-72
82091AA Advanced Integrated Peripheral (AIP) . ..., 5-27
82092AA PCl to PCMCIA/Enhanced-IDE Controller (PPEC) ............ e 5-230
8231A Arithmetic ProcessingUnit. ...t i e 5-335
82350 EISA Chip Set . ...ttt e e e e 1-351
82352DT EISABUS BUffer (EBB) .. ...ttt it ennenns 1-360
82355 Bus Master Interface Controller (BMIC) . ...t ittt 1-704
82357 Integrated System Peripheral (ISP) . . ...t e 1-361
82358DT EISABus Controller (EBCDT) ... vitt it iiiiiiee e iieiiaaneans 1-362
82371FB PCI ISA IDE Xcelerator (PIIX) . ....ovtiiiiiiit ettt eiiiiiieeeans 1-71
82371MX PCI I/OIDE Xcelerator (MPIIX) . ...ovvn i e iiiiie e 1-3
82374EB/82374SB EISA System Component (ESC) ..... Pt 1-365
82375EB/82375SB PCI-EISABridge (PCEB) . ... iiiii i ieianns 1-573
82378ZB System I/0 (SIO) and 82379AB System [/O APIC (SIO.A) ..........ccovvvte .. 1-349
8237A High Performance Programmable DMA Controller (8237A-5) ........ e 5-336
82420/82430 PClset Bridge Component . ...ttt 1-363
82420EX PClset Datasheet 82425EX PCl System Controller (PSC) and 82426EX ISA

Bridge (IB) . ..t e e et e 1-168
82430FX PClset Datasheet 82437FX System Controller (TSC) and 82438FX Data Path

LT (1 = AP 1-5
82430LX/82430NX PCISEE . . . oottt ettt e e 1-160
82433LX/82433NX Local Bus Accelerator (LBX) . ........coviiiieiniiiiiiiinnaneenn. 1-163
824341.X/82434NX PCl, Cache and Memory Controller (PCMC) ....................... 1-165
82437MX System Controller (MTSC) and 82438MX Data Path Unit (MTDP) .............. 1-1
8253/8253-5 Programmable Interval Timer. .. ...ttt 5-355
8254 Programmable Interval Timer . .......... o 5-356
8255A-5 Programmable Peripheral Interface ............. ... ...l 5-375
8256AH Multifunction Microprocessor SupportController ................ccoviiii. ... 5-377
8259A Programmable Interrupt Controller (B259A/8259A-2) .. ......ccvvuvnnnen.. .... 5-378
8279/8279-5 Programmable Keyboard/Display Interface .................... ... . ... 5-399
82C08 CHMOS Dynamic RAM Controller ............ooiuimniiiiiiiiiieeenneennn. 3-3
82C37A-5 CHMOS High Performance Programmable DMA Controller .................. 5-337
82C54 CHMOS Programmable Interval Timer. . .......cooiiiiiiii i 5-357
82C55A CHMOS Programmable Peripheral Interface ...............cooiiiiin e, 5-376
82C59A-2 CHMOS Programmabile Interrupt Controller ..., 5-379
8741A Universal Peripheral Interface 8-Bit Microcomputer ............................ 4-88
8742 Universal Peripheral Interface 8-Bit Slave Microcontroller ........................ 4-100
AP-358 Intel 82077SL for Super Dense Floppies . .......cciviiiiiiiiiiin i, 2-224
Microprocessor Peripherals UPI-41A/41AH/42/42AH User'sManual .. ................. 4-1
UPI-41AH/42AH Universal Peripheral Interface 8-Bit Slave Microcontroller .............. 4-68
UPI-452 CHMOS Programmable /O ProCessor . . ... vvvtiee it iiee i iieeiienanenns 5-26
UPI-C42/UPI-L42 Universal Peripheral Interface CHMOS 8-Bit Slave Microcontroller .. ... 5-1
UPI-C42/UPI-L42 Universal Peripheral Interface CHMOS 8-Bit Slave Microcontroller .. ... 4-112

I Xi






intal.

Chip Sets






I PRELIMINARY
intel

82437MX SYSTEM CONTROLLER (MTSC)
AND 82438MX DATA PATH UNIT (MTDP)

m Supports the Pentium Processor at — 4 Qword Deep Buffer for 3-1-1-1
iCOMPT™ |ndex 1000/120 MHz, iCOMP Posted Write Cycles
Index 735/90 MHz and the 610/75 MHz — Symmetrical and Asymmetrical
Pentium Processor DRAMs

m Integrated Second Level Cache —3V or 5V DRAMs
Controller m Power Management
— Direct Mapped Organization — DRAM Refresh During Suspend
— Write-Back Cache Policy — Self Refresh and Extended Refresh
—gfg'l‘(egefs’ 256 Kbyte, and m Fully Synchronous 25/30/33 MHz PCI

yie S Bus Interface
— Standard, Burst and Pipelined Burst — 100 MB/s Instant Access Enables
SRAMs . . . .

— Cache Hit Read/Write Cycle Timings rl;?g::szlglgal processing on Pentium

at 3-1-1-1 with Burst or Pipelined — Synchronized CPU-to-PCI Interface

Burst SRAMs . .
for High Performance Graphics
— Back-to-Back Read Cycles at —PCI Bus Arbiter: MPIIX and Three PCI
3-1-1-1-1-1-1-1 with Burst or Bus Masters Supported
-Pipelined Burst SRAMs — CPU-to-PCI Memory Write Posting

— Integrated Tag/Valid Status Bits for

Cost Savings and Performance with 4 Dword deep buffers

~— Converts Back-to-Back Sequential

— Supports 3.3V SRAMs for Tag CPU to PCI Memory Writes to PCI
Address Burst Writes
m Integrated DRAM Controller — PCI-to-DRAM Posting of 12 Dwords
— 64-Bit Data Path to Memory — PCI-to-DRAM up to 120 Mbytes/Sec
— 4 Mbytes to 128 Mbytes Main Bandwidth Utilizing Snoop Ahead
Memory Feature
—EDO/Hyper Page Mode DRAM m NAND Tree for Board-Level ATE

(x-2-2-2 Reads) Provides Superior

a Testing
Cacheless Designs
— Standard Page Mode DRAMs m 208 Pin QFP for the 82437MX System
— 4 RAS Lines Controller (MTSC); 100 Pin TQFP for

Each 82438MX Data Path (MTDP)

The 82430MX PClset consists of the 82437MX System Controller (MTSC), two 82438MX Data Paths (MTDP),
and the 82371MX PCI IO IDE Xcelerator (MPIIX). The MTSC/MTDP form a Host-to-PCl bridge and provide the
second level cache control and a full function 64-bit data path to main memory. The MTSC integrates the
cache and main memory DRAM control functions and provides bus control for transfers between the CPU,
cache, main memory, and the PCl Bus. The second level (L2) cache controller supports a write-back cache

policy for cache sizes of 256 KBytes and 512 KBytes. Cacheless designs are also supported. The cache -

memory can be implemented with either standard, burst, or pipelined burst SRAMs. An external Tag RAM is
used for the address tag and an internal Tag RAM for the cache line status bits. For the MTSC’s DRAM
controller, four rows are supported for up to 128 MBytes of main memory. The MTSC's optimized PCl interface
allows the CPU to sustain the highest possible bandwidth to the graphics frame buffer at all frequencies. Using
the snoop ahead feature, the MTSC allows PCI masters to achieve full PCl bandwidth. The MTDPs provide the
data paths between the CPU/cache, main memory, and PCl. For increased system performance, the MTDPs
contain read prefetch and posted write buffers.

The complete document for this product is available from Intel’s Literature Center at 1-800-548-4725.
December 1995 )
Order Number: 290524-001 . 1-1



82437MX (MTSC) AND 82438MX (MTDP)
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82371MX PCI 1/0 IDE XCELERATOR (MPIIX)

m Provides a Bridge between the PCI Bus |
and Extended 1/0 Bus
— PCI Bus; 25 MHz-33 MHz

— Extended 1/0 Bus; 7.5 MHz-8.33 MHz

System Power Management (Intel SMM

Support)

— Programmable System Management
Interrupt (SMI)— Hardware/Software
Events, EXTSMI #

— Programmable CPU Clock Control
(STPCLK #) With Auto Clock Throttle

— Peripheral Device Power
Management (Local Standby)

— Suspend State Support (Suspend-to-
DRAM and Suspend-to-Disk)

Enhanced DMA Functions

— Two 8237 DMA Controllers

— Compatible DMA Transfers

— PC/PCI DMA Expansion for Docking
Support

Fast IDE Interface

— PIO Mode 4 Transfers

— 2x16 Bit Posted Write Buffer and
1x32 bit Read Prefetch Buffer

Plug-n-Play Port for Motherboard

Devices

— 3 Steerable DMA Channels

— 1 Steerable Interrupt Line (Plus 2
Steerable PCI Interrupts)

— 1 Programmable Chip Select

Functionality of One 82C54 Timer
— System Timer

— Refresh Request

— Speaker Tone Output

Functionality of Two 82C59 Interrupt

Controllers

— 14 Interrupts Supported

— Independently Programmable for
Edge/Level Sensitivity

X-Bus Peripheral Support

— Chip Select Decode

— Controls Lower X-Bus Data Byte
Transceiver

Non-Maskable Interrupts (NMI)

— PCI System Error Reporting

NAND Tree for Board-Level ATE

Testing

176-Pin TQFP

The 82371MX PCI 1/0 IDE Xcelerator (MPIIX) provides the bridge between the PCI bus and the ISA-like
Extended 1/0 expansion bus. In addition, the 82371MX has an IDE interface that supports two IDE devices
providing an interface for IDE hard disks and CD ROMs. The MPIIX integrates many common 1/O functions
found in ISA based PC systems—a seven channel DMA controller, two 82C59 interrupt controllers, an 8254
timer/counter, Intel SMM power management support, and control logic for NMI generation. Chip select
decoding is provided for BIOS, real time clock, and keyboard controller. Edge/Level interrupts and interrupt

steering are supported for PCl plug and play compatibility.

The MPIIX also provides the Extended I/0 Bus for a direct connection to Super 1/0 devices providing a
complete PC compatible I/0 solution. MPIIX also provides support for the ““Mobile PC/PCI” DMA Expansion
protocol that enables the implementation of Docking Stations with full ISA and PCI capability without running
the full ISA bus across the docking connector. For motherboard plug and play compatibility, the 82371MX also
provides three steerable DMA channels, up to three steerable interrupt lines, and a programmable chip select.
The interrupt lines can be routed to any of the available ISA interrupts.

The MPIIX's power management function supports SMI# interrupt sources, extensive clock control (including
Auto Clock Throttling), peripheral power idle detection with access traps, system Suspend-to-DRAM and

Suspend-to-Disk.

The complete document for this product is available from Intel’s Literature Center at 1-800-548-4725.

December 1995
Order Number: 290525-001



82371MX (MPIIX)
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82430FX PClset DATASHEET 82437FX
SYSTEM CONTROLLER (TSC) AND
82438FX DATA PATH UNIT (TDP)

m Supports the Pentium® Processor at

iCOMP® |ndex 1110\133 MHz, iCOMP
Index 1000\120 MHz, iCOMP Index _
815\100 MHz, iCOMP Index 735\90 MHz
and the iCOMP Index 610\75 MHz

Integrated Second Level Cache

Controller

— Direct Mapped Organization

— Write-Back Cache Policy

— Cacheless, 256-Kbyte, and 512-Kbyte

— Standard Burst and Pipelined Burst
SRAMs

— Cache Hit Read/Write Cycle Timings
at 3-1-1-1 with Burst or Pipelined
Burst SRAMs

— Back-to-Back Read Cycles at 3-1-1-1-
1-1-1-1 with Burst or Pipelined Burst
SRAMs .

— Integrated Tag/Valid Status Bits for
Cost Savings and Performance

— Supports 5V SRAMs for Tag Address

Integrated DRAM Controller

— 64-Bit Data Path to Memory

— 4 Mbytes to 128 Mbytes Main
Memory

— EDO/Hyper Page Mode DRAM
(x-2-2-2 Reads) or Standard Page
Mode DRAMs

— 5 RAS Lines

— 4 Qword Deep Buffer for 3-1-1-1
Posted Write Cycles

— Symmetrical and Asymmetrical
DRAMs
— 3V or 5V DRAMs

EDO DRAM Support

— Highest Performance with Burst or
Pipelined Burst SRAMs

— Superior Cacheless Designs

Fully Synchronous 25/30/33 MHz PCI

Bus Interface

— 100 MB/s Instant Access Enables
Native Signal Processing (NSP) on
Pentium Processors

— Synchronized CPU-to-PCI Interface
for High Performance Graphics

— PCI Bus Arbiter: PIIX and Four PCI
Bus Masters Supported

— CPU-to-PClI Memory Write Posting
with 4 Dword Deep Buffers

— Converts Back-to-Back Sequential
CPU to PCI Memory Writes to PCI
Burst Writes

— PCI-to-DRAM Posting of 12 Dwords

— PCI-to-DRAM up to 120 Mbytes/Sec
Bandwidth Utilizing Snoop Ahead
Feature

NAND Tree for Board-Level ATE
Testing

208 Pin QFP for the 82437FX System

Controller (TSC); 100 Pin QFP for Each
82438FX Data Path (TDP)

The 82430FX PClset consists of the 82437FX System Controller (TSC), two 82438FX Data Paths (TDP), and
the 82371FB PCI ISA IDE Xcelerator (PIIX). The PClset forms a Host-to-PCI bridge and provides the second
level cache control and a full function 64-bit data path to main memory. The TSC integrates the cache and
main memory DRAM control functions and provides bus control for transfers between the CPU, cache, main
memory, and the PCI Bus. The second level (L2) cache controller supports a write-back cache policy for cache
sizes of 256 Kbytes and 512 Kbytes. Cacheless designs are also supported. The cache memory can be
implemented with either standard, burst, or pipelined burst SRAMs. An external Tag RAM is used for the
address tag and an internal Tag RAM for the cache line status bits. For the TSC’s DRAM controller, five rows
are supported for up to 128 Mbytes of main memory. The TSC’s optimized PCI interface allows the CPU to
sustain the highest possible bandwidth to the graphics frame buffer at all frequencies. Using the snoop ahead
feature, the TSC allows PClI masters to achieve full PCI bandwidth. The TDPs provide the data paths between
the CPU/cache, main memory, and PCl. For increased system performance, the TDPs contain read prefetch
and posted write buffers..
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A[31:3] > - > AD[31:0)
BE[7:0}# > C/BE[3:0}
ADS# - > FRAME#
DICH < > TRDY#
MIO# < > |RDY#
W/R# N > STOP#
BRDY# < Pt [¢ Lock#
EADSH# Host —>! Interface » DEVSEL#
HITM# > Interface N > PAR
BOFFE > REQ[3:0}#
AHOLD N GNTL3:0}#
‘Na# N PHLD#
KENAINV - > PHLDA#
CACHE# > RST#
HLOCK# .
SMIACT# T > RAS[4:0}#
_ " DRAM > CAS[7:0}¢
CCSHCAB# < > Interface > MA[11:2)
CAB3 > MAA[1:0]
TWE# < > ‘MAB[1:0]
COE# < .Cafhe le—
CWE[7:0/ <— < + PLINK[15:0)
CADSHICAA < A
< > MSTB#
cmvwcw — > MADVH
Tioro) <« » TOP > PCMD[1:0]
> HOE#
HCLKIN > MOE#
PCLKIN »| Clocks [e— » POE#
290518-1
82437FX TSC Simplified Block Diagram
« > PLINK[7:0}
< Host - | <
D[31:0] « > \nterface < MSTB#
e ¢ MADV#
— PCMDI[1:0]
Interface
> < HOE#
< MOE#
DRAM
MD[31:0] < Interface < POE#
»| Clocks |e HCLK
290518-2

82438FX TDP Simplified Block Diagram
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1.0 ARCHITECTURE OVERVIEW OF
TSC/TDP

The 82430FX PClset (Figure 1) consists of the
82437FX System Controller (TSC), two 82438FX
Data Path (TDP) units, and the 82371FB PCI IDE
ISA Xcelerator (PIIX). The TSC and two TDPs form a
Host-to-PCl bridge. The PIIX is a multi-function PCI
device providing a PCl-to-ISA bridge and a fast IDE
interface. The PIIX also provides power manage-
ment and has a plug and play port.

82437FX TSC AND 82438FX TDP

The two TDPs provide a 64-bit data path to the host
and to main memory and provide a 16-bit data path
(PLINK) between the TSC and TDP. PLINK provides
the data path for CPU to PCl accesses and for PCI
to main memory accesses. The TSC and TDP bus
interfaces -are designed for 3V and 5V busses. The
TSC/TDP connect directly to the Pentium® proces-
sor 3V host bus; The TSC/TDP connect directly to
5V or 3V main memory DRAMs; and the TSC con-
nects directly to the 5V PCI Bus.

Pentium® Processor

ISABus

Host Bus
B H '-.. v Control >
< 3 "
B v Address >
v Data >
'Y v
Second Level
Cache
Addr
Cache - Cntl > Main h 4
R (SRAM) < cntl Memory | Data
> T8¢ > (ORAM) [¢—
¢ TagCntl TDP Cntl o] TPP
> Tag _ TIO[7:0) PLINK (Data) >
PCl Bus
~ o N Control >
< y A v
P Address/Data >
< 7 7y 4 g
IJ’
\ 4 A 4
CD ROM gzs XX
Fast IDE
PIX PCI Device(s)
- Plug-n-Play Port ISA Device(s)

A

' >

290518-3

Figure 1. 82430FX PCliset System
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82437FX TSC AND 82438FX TDP

DRAM Interface

The DRAM interface is a 64-bit data path that sup-
ports both standard page mode and Extended Data
Out (EDO) (also known as Hyper Page Mode) mem-
ory. The DRAM interface supports 4 Mbytes to
128 Mbytes with five RAS lines available and also
supports symmetrical and asymmetrical addressing
for 512K, 1M, 2M, and 4M deep DRAMs.

Second Level Cache

The TSC supports a write-back cache policy provid-
ing all necessary snoop functions and inquire cycles.
The second level cache is direct mapped and sup-
ports both a 256-Kbyte or 512-Kbyte SRAM configu-
ration using either burst, pipelined burst, or standard
SRAMSs. The burst 256-Kbyte configuration perform-
ance is 3-1-1-1 for read/write cycles; pipelined back-
to-back reads can maintain a 3-1-1-1-1-1-1-1 trans-
fer rate.

TDP

Two TDPs create a 64-bit CPU and main memory
data path. The TDP’s also interface to the TSC’s
16-bit PLINK inter-chip bus for PCI transactions. The
combination of the 64-bit memory path and the
16-bit PLINK: bus make the TDP’s a cost effective
solution, providing optimal CPU-to-main memory
performance while maintaining a small package
footprint (100 pins each).

PCl Interface

The PCI interface is 2.0 compliant and supports up
to 4 PCI bus masters in addition to the PIIX bus mas-
ter requests. While the TSC and TDP’s together pro-
vide the interface between PCl and main memory,
only the TSC connects to the PCl Bus.

Buffers

The TSC and TDP’s together contain buffers for op-
timizing data flow. A four Qword deep buffer is pro-
vided for CPU-to-main memory writes, second level
cache write back cycles, and PCl-to-main memory
transfers. This buffer is used to achieve 3-1-1-1
posted writes to main memory. ‘A four Dword buffer
is used for CPU-to-PCl writes. In addition, a four
Dword PCI Write Buffer is provided which is com-
bined with the DRAM Write Buffer to supply a 12
Dword deep buffering for PCl to main memory
writes.

System Clocking

The processor, second level cache, main memory
subsystem, and PLINK bus all run synchronous to
the host clock. The PCI clock runs synchronously at
half the host clock frequency. The TSC and TDP’s
have a host clock input and the TSC has a PCI clock
input. These clocks are derived from an external
source and have a maximum clock skew require-
ment with respect to each other.

2.0 SIGNAL DESCRIPTION

This section provides a detailed description of each
signal. The signals are arranged in functional groups
according to their associated interface.

The “#” symbol at the end of a signal name indi-
cates that the active, or asserted state occurs when
the signal is at a low voltage level. When “#” is not
present after the signal name, the signal is asserted
when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “active-low” and “active-high” sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

The following notations are used to describe the sig-
nal type.

1 Input is a standard input-only signal.

(o] Totem pole output is a standard active driver.
o/d Open drain.

t/s Tri-State is a bi-directional, tri-state input/out-
put pin.

s/t/s Sustained tri-state is an active low tri-state
signal owned and driven by one and only one
agent at a time. The agent that drives a s/t/s
pin low must drive it high for at least one
clock before letting it float. A new agent can
not start driving a s/t/s signal any sooner
than one clock after the previous owner tri-
states it. An external pull-up is required to
sustain the inactive state until another agent
drives it and must-be provided by the central
resource.

 PRELIMINARY I
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2.1 TSC Signals

2.1.1 HOST INTERFACE (TSC)

Signal .
Name Type Description
A[31:3] 1/0 3V | ADDRESS BUS: A[31:3] connect to the address bus of the CPU. During CPU

cycles A[31:3] are inputs. These signals are driven by the TSC during cache
snoop operations. Note that A[31:28] provide poweron/reset strapping options
for the second level cache.

BE[7:0] # 13V BYTE ENABLES: The CPU byte enables indicate which byte lane the current
CPU cycle is accessing. All eight byte lanes are provided to the CPU if the cycle
is a cacheable read regardless of the state of BE[7:0] #.

ADS # 13V ADDRESS STATUS: The CPU asserts ADS # to indicate that a new bus cycle is
being driven.

BRDY # o3v BUS READY: The TSC asserts BRDY # to indicate to the CPU that data is
available on reads or has been received on writes.

NA # o3sv NEXT ADDRESS: When burst SRAMs are used in the second level cache or the

second level cache is disabled, the TSC asserts NA# in T2 during CPU write
cycles and with the first assertion of BRDY # during CPU linefills. NA# is never
asserted if the second level cache is enabled with asynchronous SRAMs. NA #
on the TSC must be connected to the CPU NA # pin for all configurations.

AHOLD O3V | ADDRESS HOLD: The TSC asserts AHOLD when a PCI master is accessing
main memory. AHOLD is held for the duration of the PCI burst transfer. The TSC
negates AHOLD when the PCI to main memory read/write cycles complete and
during PCI peer transfers.

EADS # O3V | EXTERNAL ADDRESS STROBE: Asserted by the TSC to inquire the first level
cache when servicing PCl master accesses to main memory.

BOFF # osv BACK OFF: Asserted by the TSC when required to terminate a CPU cycle that
was in progress.

HITM # 13V HIT MODIFIED: Asserted by the CPU to indicate that the address presented with
the last assertion of EADS # is modified in the first level cache and needs to be
written back.

M/IO#,D/C#, | |3V MEMORY/IO; DATA/CONTROL; WRITE/READ: Asserted by the CPU with

W/R# ADS# to indicate the type of cycle on the host bus.

HLOCK # 13V HOST LOCK: All CPU cycles sampled with the assertion of HLOCK # and

ADS #, until the negation of HLOCK # must be atomic (i.e., no PCI activity to
main memory is allowed).

CACHE # 13V CACHEABLE: Asserted by the CPU during a read cycle to indicate the CPU can

- | perform a burst line fill. Asserted by the CPU during a write cycle to indicate that
the CPU will perform a burst write-back cycle. If CACHE # is asserted to indicate
cacheability, the TSC asserts KEN# either with the first BRDY #, or with NA #, if
NA# is asserted before the first BRDY #.

I PRELIMINARY -1
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Signal
Name

KEN#/INV | O3V | CACHE ENABLE/INVALIDATE: KEN#/INV functions as both the KEN# signal
during CPU read cycles and the INV signal during first level cache snoop cycles.
During CPU cycles, KEN#/INV is normally low. The TSC drives KEN # high during the
first BRDY # or NA# assertion of a non-cacheable (in first level cache) CPU read
cycle.

The TSC drives INV high dunng the EADS # assertion of a PCl master DRAM write

snoop cycle and low during the EADS # assertion of a PCl master DRAM read snoop
cycle.

3V | SYSTEM MANAGEMENT INTERRUPT ACTIVE: The CPU asserts SMIACT # when it
is in system management mode as a result of an SMI. After SMM space (located at
A0000h) is loaded and locked by BIOS, this signal must be sampled active with ADS #
for the processor to access the SMM space of DRAM.

Type ) Description

SMIACT #

2.1.2 DRAM INTERFACE (TSC)

Signal
Name

RAS[4:0]# | O3V | ROW ADDRESS STROBE: These pins select the DRAM row.

CAS[7:0]# | O3V | COLUMN ADDRESS STROBE: These pins always select which bytés are affected by
a DRAM cycle.

MA[11:2] | O3V | MEMORY ADDRESS: This is the row and column address for DRAM.

MAA[1:0] | O3V | MEMORY ADDRESS COPY A: One copy of the MAs that change during a burst read
or write of DRAM.

MAB[1:0] | O3V | MEMORY ADDRESS COPY B: A second copy of the MAs that change duringy a burst
read or write of DRAM.

Type : Description
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2.1.3 SECONDARY CACHE INTERFACE (TSC)

Signal e

Name Type Description
CADV#/ O3V | CACHE ADVANCE/CACHE ADDRESS 4 (COPY A): This pin has two modes of
CAA4 operation depending on the type of SRAMs selected via hardware strapping

options or programming the CC Register. The CAA4 mode is used when the L2
cache consists of asynchronous SRAMs. CAA4 is used to sequence through the
Qwords in a cache line during a burst operation.

CADV # mode is used when the L2 cache consists of burst SRAMs. In this mode,
assertion causes the burst SRAM in the L2 cache to advance to the next Qword
in the cache line.

CADS#/CAA3 | O3V | CACHE ADDRESS STROBE/CACHE ADDRESS 3 (COPY A): This pin has two

‘ modes of operation depending on the type of SRAMs selected via hardware
strapping options or programming the CC Register. The CAA3 mode is used
when the L2 cache consists of asynchronous SRAMs. CAAS is used to sequence
through the Qwords in a cache line during a burst operation.

CADS# mode is used when the L2 cache consists of burst SRAMs. In this mode
assertion causes the burst SRAM in the L2 cache to load the BSRAM address
register from the BSRAM address pins.

CAB3 osv CACHE ADDRESS 3 (COPY B): CAB3 is used when the L2 cache consists of
: asynchronous SRAMs. CAB3 is used to sequence through the Qwords in a
cache line during a burst operation

CCS#/CAB4 | O3V | CACHE CHIP SELECT/CACHE ADDRESS (COPY B): This pin has two modes
of operation depending on the type of SRAMs selected via hardware strapping
options or programming the CC Register. The CAB4 mode is used when the L2
cache consists of asynchronous SRAMs. CAB4 is used to sequence through the
Qwords in a cache line during a burst operation.

A L2 cache consisting of burst SRAMs will power up, if necessary, and perform
an access if CCS# is asserted when CADS # is asserted. A L2 cache consisting

- of burst SRAMSs will power down if CCS # is negated when CADS # is asserted.
When CCS# is negated, a L2 cache consisting of burst SRAMs ignores ADS #. If
CCS# is asserted when ADS # is asserted, a L2 cache consisting of burst
SRAMSs will power up, if necessary, and perform an access.

COE# osv CACHE OUTPUT ENABLE: The secondary cache data RAMs drive the CPU’s
data bus when COE # is asserted.

CWE[7:0] # o3v CACHE WRITE ENABLE: Each CWE # corresponds to one byte lane. Assertion
causes the byte lane to be written into the secondary cache data RAMs if they
are powered up.

TIO[7:0] I/0 5V | TAG ADDRESS: These are inputs during CPU accesses and outputs during L2
cache line fills and L2 cache line invalidates due to inquire cycles. TIO[7:0]
contain the L2 tag address for 256-Kbyte L2 caches. TIO[6:0] contains the L2
tag address and TIO7 contains the L2 cache valid bit for 512-Kbyte caches.

TWE # O5V | TAG WRITE ENABLE: When asserted, new state and tag addresses are written
into the external tag.

I PRELIMINARY 1-13



L]
82437FX TSC AND 82438FX TDP |nt9| ®

2.1.4 PCI INTERFACE (TSC)

Signal
Name

AD[31:0] 1/0 5V | ADDRESS DATA BUS: The standard PCI address and data lines. The address is
i driven with FRAME # assertion and data is driven or received in following clocks.

C/BE[3:0]# | /0 5V | COMMAND, BYTE ENABLE: The command is driven with FRAME # assertion.
Byte enables corresponding to supplied or requested data are driven on following
clocks.

FRAME # 1/0 5V | FRAME: Assertion indicates the address phase of a PCl transfer. Negation
indicates that one more data transfer is desired by the cycle initiator.

DEVSEL # 1/0 5V | DEVICE SELECT: The TSC drvies DEVSEL # when a PCl initiator attempts to
access main memory. DEVSEL # is asserted at medium decode time.

Type Description

IRDY # 1/0 5V | INITIATOR READY: Asserted when the initiator is ready for a data transfer.

TRDY # 1/0 5V | TARGET READY: Asserted when the target is ready for a data transfer.

STOP# 1/0 5V | STOP: Asserted by the target to request the master to stop the current transaction.
LOCK# 1/0 5V | LOCK: Used to establish, maintain, and release resource locks on PCI.

REQI[3:0]# |15V REQUEST: PCI master requests for PCI.
GNTI[3:0]# | O5V | GRANT: Permission is given to the master to use PCI.

PHLD # 15V PCI HOLD: This signal comes from the PIIX. PHLD # is the PIIX request for the PCI
Bus. The TSC flushes the DRAM Write Buffers and acquires the host bus before
granting PlIX via PHLDA #. This ensures that the guaranteed access time is met for

ISA masters.

PHLDA# 05V | PCI HOLD ACKNOWLEDGE: This signal is driven by the TSC to grant PCl to the
PlIX. ‘

PAR I/0 5V | PARITY: A single parity bit is provided over AD[31:0] and C/BE[3:0].

RST # 15V .RESET: When asserted, RST # resets the TSC and sets all register bits to the
default value.
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2.1.5 TDP INTERFACE (TSC)

Signal
Name

PLINK[15:0] | 1/0 3V | PCI LINK: These signals are connected to the PLINK data bus on the TDP. This is
the data path between the TSC and TDP. Each TDP connects to one byte of the

Type Description

16-bit bus.
MSTB# O3V | MEMORY STROBE: Assertion causes data to be posted in the DRAM Write Buffer.
MADV # o3v MEMORY ADVANCE: For memory write cycles, assertion causes a Qword to be

drained from the DRAM Write Buffer and the next data to be made available to the
MD pins of the TDPs. For memory read cycles, assertion causes a Qword to be
latched in the DRAM Input Register.

PCMD[1:0] | O3V | PLINK COMMAND: This field controls how data is loaded into the PLINK input and
output registers..

HOE # O3V | HOST OUTPUT ENABLE: This signal is used as the output enable for the Host
Data Bus.

MOE # O3V | MEMORY OUTPUT ENABLE: This signal is used as the output enable for the
memory data bus. A buffered copy of MOE # also serves as a WE # select for the
DRAM array.

POE# - O3V | PLINK OUTPUT ENABLE: This signal is used as the output enable for the PLINK
Data Bus. ‘

2.1.6 CLOCKS (TSC)

Signal
Name

HCLKIN | 15V | HOST CLOCK IN: This pin receives a buffered host clock. This clock is used by all of the
TSC logic that is in the Host clock domain. This should be the same clock net that is
delivered to the CPU. The net should tee and have equal lengths from the tee to the CPU
and the TSC.

PCLKIN | 15V | PCI CLOCK IN: This pin receives a buffered divide-by-2 host clock. This clock is used by
all of the TSC logic that is in the PCI clock domain.

Type Description
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2.2 TDP Signals

2.2.1 DATA INTERFACE SIGNALS (TDP)

Signal
Name

HDI[31:0] 1/0 3V HOST DATA: These signals are connected to the CPU data bus. The CPU data
bus is interleaved between the two TDPs for every byte, effectively creatlng an
even and an odd TDP.

MD[31:0] | I/03V/5V | MEMORY DATA: These signals are connected to the DRAM data bus. The
DRAM data bus is interleaved between the two TDPs for every byte, effectively
creating an even and an odd TDP.

PLINK([7:0] | /0 3V PCI LINK: These signals are connected to the PLINK data bus on the TSC. This
is the data path between the TSC and TDP. Each TDP-connects to one byte of
the 16-bit bus.

Type Description

2.2.2 TSC INTERFACE SIGNALS (TDP)

Signal ) s
Name Type Description
MSTB # I3V | MEMORY STROBE: Assertion causes data to be posted in the DRAM Write Buffer.
MADV # 13V | MEMORY ADVANCE: For memory write cycles, assertion causes-a Qword to be
flushed from the DRAM Write Buffer and the next data to be made available to the MD
pins of the TDPs. For memory read cycles, assertion causes a Qword to be latched in
the DRAM Input register.
PCMDI[1:0] | I3V | PLINK COMMAND: This field controls how data is loaded into the PLINK input and
output registers.
HOE # 13V - | HOST OUTPUT ENABLE: This signal is used as the output enable for the Host Data
Bus.
MOE # 13V | MEMORY OUTPUT ENABLE: This signal is used as the output enable for the Memory
Data Bus.
POE # 13V | PLINK OUTPUT ENABLE: This signal is used as the output enable for the PLINK
Data Bus.

2.2.3 CLOCK SIGNAL (TDP)

Signal
Name

HCLK | 15V | HOST CLOCK: Primary clock input used to drive the part.

Type ‘ Description
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2.3 Signal State During Reset

Table 1 shows the state of all TSC and TDP output and bi-directional signals during a hard reset (RST#
asserted). The TSC samples the strapping options on the A[31:28] signal lines on the rising edge of RST #.
When RST# is asserted, the TSC enables the TDP outputs via the HOE#, MOE#, and POE# TSC/TDP
interface signals. When RST # is negated, the TSC resets the TDP logic by driving HOE #, MOE #, and POE #
inactive for two HCLKSs.

Table 1. Output and I/0 Signal States During Hard Reset

Signal State \ Signal State Signal State
TSC ‘ CCS#/CAB4 High PAR Low

A[31:28] Input CAB3 High PLINKI[15:0] Low

- A[27:3] Low COE # High MSTB # High
BRDY # High CWE[7:0] # High MADV # High
NA # High . TIO[7:0]# Tri-state PCMDI[1:0] High
AHOLD High TWE# High HOE # High
EADS # High AD[31:0] Low MOE # Low
BOFF # High C/BEI[3:0] # Low POE# Low
KEN# /INV Low FRAME # Tri-state TDP
RAS[4:0] # Low DEVSEL # Tri-state HD[31:0] Tri-state Low
CAS[7:0] # Low IRDY # Tri-state MDI[31:1] Tri-state Low
MA[11:2] Low TRDY # Tri-state MDO NAND Tree
MAA[1:0] Low STOP# Tri-state Output
MABI[1:0] Low LOCK# Tri-state PLINK[7:0] | Tri-state Low
CADV#/CAA4 High GNTI[3:0] # Tri-state
CADS#/CAA3 High PHLDA # Tri-state
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3.0 REGISTER DESCRIPTION

The TSC contains two sets of software accessible
registers (Control and Configuration registers), ac-
cessed via the Host CPU 1/0 address space. Con-
trol Registers control access to PCl configuration
space. Configuration Registers reside in PCl config-
uration space and specify PCI configuration, DRAM

configuration, cache configuration, operating param-

eters, and optional system features.

The TSC internal registers (both I/0 Mapped and
Configuration registers) are only accessible by the
Host CPU and cannot be accessed by PCI masters.
The registers can be accessed as Byte, . Word
(16-bit), or Dword (32-bit) quantities, with the excep-
tion of CONFADD which can only be accessed as a
Dword. All multi-byte numeric fields use “little-endi-
an” ordering (i.e., lower addresses contain the least
significant parts of the field). The following nomen-
clature is used for access attributes.

RO Read Only. If a register is read only, write:
to this register have no effect. :

R/W Read/Write. A register with this attribute
can be read and written.

R/WC Read/Write Clear. A register bit with this at-
tribute can be read and written. However, a
write of 1 clears (sets to 0) the correspond-
ing bit and a write of 0 has no effect.

Some of the TSC registers described in this section

contain reserved bits. Software must deal correctly .

with fields that are reserved. On reads, software
must use appropriate masks to extract the defined
bits and not rely on reserved bits being any particu-
lar value. On writes, software must ensure that the
values of reserved bit positions are preserved. That
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is, the values of reserved bit positions must first be

read, merged with the new values for other bit posi-
tions and then written back.

In addition to reserved bits within a register, the TSC
contains address locations in the PCI configuration
space that are marked “Reserved” (Table 2). The
TSC responds to accesses to these address loca-
tions by completing the Host cycle. Software should
not write to reserved TSC configuration locations in
the device-specific region (above address offset
3Fh).

During a hard reset (RST # asserted), the TSC sets
its internal configuration registers to predetermined
default states. The default state represents the min-
imum functionality feature set required to success-
fully bring up the system. Hence, it does not repre-
sent the optimal system configuration. It is the re-
sponsibility of the system initialization software (usu-
ally BIOS) to properly determine the DRAM configu-
rations, cache configuration, operating parameters
and optional system features that are applicable,
and to program the TSC registers accordingly.

3.1 Control Registers

The TSC contains two registers that reside in the
CPU 1/0 address space—the Configuration Address
(CONFADD) Register and the Configuration Data
(CONFDATA) Register. These registers can not re-
side in PCI configuration space because of the spe-
cial functions they perform. The Configuration Ad-
dress Register enables/disables the configuration
space and determines what portion of configuration
space is visible through the Configuration Data win-
dow.
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3.1.1 CONFADD—CONFIGURATION ADDRESS REGISTER

1/0 Address:  OCF8h (Dword access only)
Default Value:  00000000h

Access:

CONFADD is a 32-bit register accessed only when referenced as a Dword. A Byte or Word reference will
“pass through” the Configuration Address Register to the PCI Bus. The CONFADD Register contains the Bus
Number, Device Number, Function Number, and Register Number. for which a subsequent configuration ac-

Read/Write

cess is intended.

82437FX TSC AND 82438FX TDP

Bit

Descriptions.

31

Configuration Enable (CONE): 1= Enéble; 0=NDisable.

30:24

Reserved.

23:16

Bus Number (BUSNUM): When BUSNUM is programmed to 00h, the target of the configuration
cycle is either the TSC or the PCI Bus that is directly connected to the TSC, depending on the
Device Number field. If the Bus Number is programmed to 00h and the TSC is not the target, a type
0 configuration cycle is generated on PCI. If the Bus Number is non-zero, a type 1 configuration
cycle is generated on PCI with the Bus Number mapped to AD[23:16] during the address phase.

15:11

Device Number (DEVNUM): This field selects one agent on the PCI Bus selected by the Bus
Number. During a Type 1 Configuration.cycle, this field is mapped to AD[15:11]. During a Type 0
configuration cycle, this field is decoded and one of AD[31:11] is driven to 1. The TSC is always
Device Number 0.

10:8

Function Number (FUNCNUM): This field is mapped to AD[10:8] during PCI configuration cycles.
This allows the configuration registers of a particular function in a multi-function device to be
accessed. The TSC responds to configuration cycles with a function number of 000b; all other
function number values attempting access to the TSC (Device Number = 0, Bus Number = 0)
generate a type 0 configuration cycle on the PCI Bus with no IDSEL asserted, which results in a
master abort.

7:2

Register Number (REGNUM): This field selects one register within a particular bus, device, and
function as specified by the other fields in the Configuration Address Register. This field is mapped
to AD[7:2] during PCI configuration cycles.

1:0

Reserved.

3.1.2 CONFDATA—CONFIGURATION DATA REGISTER

1/0 Add

ress: CFCh

Default Value:  00000000h

Access:

CONFDATA is a 32-bit read/write window into configuration space. The portion of configuration space that is

Read/Write

referenced by CONFDATA is determined by the contents of CONFADD.

Bit

Descriptions

31:.0

Configuration Data Window (CDW): If bit 31 of CONFADD is 1, any I/0 reference in the
CONFDATA I/0 space is mapped to configuration space using the contents of CONFADD.
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3.2 PCI Configuration Registers

The PCI Bus defines a slot based “configuration
space’’ that allows each device to contain up to 256
8-bit configuration registers. The PCI specification
defines two bus cycles to access the PCI configura-
tion space—Configuration Read and Configura-
tion Write. While memory and 1/0 spaces are sup-

ported by the Pentium microprocessor, configuration
space is not supported. The PCI specification de-

fines two mechanisms to access configuration
space, Mechanism #1 and Mechanism #2. The

TSC only supports Mechanism #1. Table 2 shows

the TSC configuration space.

The configuration access mechanism makes use of
the CONFADD Register and CONFDATA Register.
To reference a configuration register, a Dword 1/0
write cycle is used to place a value into CONFADD
that specifies the PCI Bus, the device on that bus,
the function within the device, and a specific config-
uration register of the device function being ac-
cessed. CONFADDI[31] must be 1 to enable a con-
figuration cycle. Then, CONFDATA becomes a win-
dow onto four bytes of configuration space speci-
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fied by the contents of CONFADD. Read/write ac-

cesses to CONFDATA generates a PCI configura-
tion cycle to the address specified by CONFADD.

Type 0 Access

If the Bus Number field of CONFADD is 0, a type 0
configuration cycle is generated on PCL
CONFADD[10:2] is mapped directly to AD[10:2].

The Device Number field of CONFADD is decoded
onto AD[31:11]. The TSC is Device #0 and does
not pass its configuration cycles to PCI. Thus, AD11
is never asserted. (For accesses to device #1,
AD12 is asserted, etc., to Device #20 which asserts
AD31.) Only one AD line is asserted at a time. All
device numbers higher than 20 cause a type 0 con-
figuration access with no IDSEL asserted, which re-
sults in a master abort.

Type 1 Access '

If the Bus Number field of CONFADD is non-zero, a
type 1 configuration cycle is generated on PCl.
CONFADDI[23:2] are mapped directly to AD[23:2].
AD[1:0] are driven to 01 to indicate a Type 1 Config-
uration cycle. All other lines are driven to 0.
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Table 2. TSC Configuration Space

Address Offset Symbol Register Name Access
00-01h VID Vendor Identification RO
02-03h DID Device Identification RO
04-05h PCICMD Command Register R/W
06-07h PCISTS Status Register RO, R/WC
08h RID Revision Identification RO
09h Reserved .
OAh SUBC Sub-Class Code RO
0Bh BCC Base Class Code RO
0Ch Reserved

0Dh MLT Master Latency Timer R/W
OEh Reserved

OFh BIST BIST Register R/W
10-49h Reserved )
50h PCON PCI Control Register R/W
51h Reserved

52h CC Cache Control R/W
53-56h Reserved

57h DRAMC DRAM Control R/W
58h DRAMT DRAM Timing R/W
59-5Fh PAM[6:0] Programmable Attribute Map (7 registers) R/W
60-64h DRB[4:0] DRAM Row Boundary (5 registers) R/W
65-67h Reserved

68h DRT DRAM Row Type R/W
69-71h Reserved

72h SMRAM System Management RAM Control R/W
73-FFh Reserved

I PRELIMINARY
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3.2.1 VID—VENDOR IDENTIFICATION REGISTER

Address Offset: 00-01h
Default Value: '8086h
Attribute: . Read Only

The VID Register contains the vendor identiﬁcatioﬁ number. This 16-bit register combined with the bevice
Identification Register uniquely identify any PCI device. Writes to this register have no effect.

Bit Description

15:0 | Vendor Identification Number: This is a 16-bit value assigned to Intel.

3.2.2 DID—DEVICE IDENTIFICATION REGISTER

Address Offset: 02-03h
Default Value: 122h
Attribute: Read Only

This 16-bit register combined with the Vendor Identmcatlon register unlquely identifies any PCl device. Wntes
to this register have no effect.

Bit Description ‘

15:0 | Device Identification Number. This is a 16-bit value assigned to the TSC.

3.2.3 PCICMD—PCI COMMAND REGISTER

Address Offset: 04-05h
Default: 06h
Access: "~ Read/Write

This register controls the TSC’s ability to respond to PCI cycles.'

Bit Descriptions

15:10 | Reserved.

9 Fast Back-to-Back: (Not Implemented) This bit is hardwired to 0.

8 SERR# Enable (SERRE): (Not Implemented) This bit is hardwired to 0.

7 Address/Data Stepping: (Not Implemented) This bit is hardwired to 0.

6 Parity Error Enable (PERRE): (Not Implemented) This bit is hardwired to 0.

5:3 Reserved: These bits are hardwired to 0. '

2 Bus Master Enable (BME): (Not Implemented) The TSC does not support disabling of its bus
master capability on the PCI Bus. This bit is hardwired to 1.

1 Memory Access Enable (MAE): 1=Enable PCI master access to main memory, if the PCl address
selects enabled DRAM space; 0= Disable (TSC does not respond to main memory accesses).

0 1/0 Access Enable (IOAE): (Not Implemented) This bit is hardwired to 0. The TSC does not
respond to PCI I/0 cycles.
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3.2.4 PCISTS—PCI STATUS REGISTER

Address Offset: 06-07h
Default Value:  0200h
Access: Read Only, Read/Write Clear

PCISTS reports the occurrence of a PCl master abort and PCI target abort. PCISTS also indicates the

DEVSEL# timing that has been set by the TSC hardware.

82437FX TSC AND 82438FX TDP

Bit Descriptions

15 Detected Parity Error (DPE): (Not Implemented) This bit is hardwired to 1.

14 Signaled System Error (SSE)R/WC: This bit is hardwired to 0.

13 Received Master Abort Status (RMAS)—R/WC: When the TSC terminates a Host-to-PCl
transaction (TSC is a PCl master) with an unexpected master abort, this bit is set to 1.

NOTE:
Master abort is the normal and expected termination of PCl special cycles. Software sets this
bit to 0 by writing 1 toit.

12 Received Target Abort Status (RTAS)—R/WC: When a TSC-initiated PCI transaction is
terminated with a target abort, RTAS is set to 1. Software sets RTAS to 0 by writing 1 to it.

11 Signaled Target Abort Status (STAS): This bit is hardwired to 0. The TSC never terminates a PCI
cycle with a target abort.

10:9 | DEVSEL # Timing (DEVT)—RO: This 2-bit field indicates the timing of the DEVSEL # signal when
the TSC responds as a target, and is hard-wired to the value 01b (medium) to indicate the slowest
time that DEVSEL # is generated.

Data Parity Detected (DPD)—R/WC: This bit is hardwired to 0
Fast Back-to-Back (FB2B): (Not Implemented) This bit is hardwired to 0.
6:0 | Reserved.

3.2.5 RID—REVISION IDENTIFICATION REGISTER

Address Offset: 08h
Default Value:  See stepping information document
Access: Read Only

This register contains the revision number of the TSC.

Bit

Description

7:0

'Revision Identification Number: This is an 8-bit value that indicates the revision identification
number for the TSC.

I PRELIMINARY
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3.2.6 SUBC—SUB-CLASS CODE REGISTER

Address Offset: 0Ah
Default Value:  00h
~ Access: Read Only

This register indicates the function sub-class in relation to the Base Class Code.

Bit’ Description
7:0 | Sub-Class Code (SUBC): 00h = Host bridge.

3.5.7 BCC—BASE CLASS CODE REGISTER

Address Offset: 0Bh
Default Value: 06h
Access: - Read Only

This register contains the Base Class Code of the TSC.

Bit : Description
7:0 | Base Class Code (BASEC): 06h = Bridge device.

3.2.8 MLT—MASTER LATENCY TIMER REGISTER

Address Offset: 0Dh
Default Value: 00h
Access: Read/Write

MLT is an 8-bit register that controls the amount of time the TSC, as a bus master, can burst data on the PCI
Bus. The Count Value is an 8-bit quantity. However, MLT[2:0] are hardwired to 0. MLT is also used to
guarantee the host CPU a minimum amount of the system resources as described in the PCI Bus Arbitration
section.

Bit Description

7:3 | Master Latency Timer Count Value: The number of clocks programmed in the MLT represents the
minimum guaranteed time slice (measured in PCI clocks) allotted to the TSC, after which it must
surrender the bus as soon as other PCl masters are granted the bus. The default value of MLT is 00h
or 0 PCI clocks. The MLT should always be programmed to a non-zero value.

2:0 | Reserved: Hardwired to 0.
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3.2.9 BIST—BIST REGISTER

Address Offset: OFh
Default: 00h
Access: Read/Write

The Built In Self Test (BIST) function is not supported by the TSC. Writes to this register have no affect.

Bit

Descriptions

7

BIST Supported—RO: 00h=Disable BIST function.

6

Start BIST: This function is not supported and writes have no affect.

5:4

Reserved.

3:0

Completion Code—RO: This field always returns 0 when read and writes have no affect.

3.2.10 PCON—PCI CONTROL REGISTER

Address Offset: 50h
Default: 00h
Access: Read/Write

The PCON Register enables and disables features related to the PCI unit operation not already covered in the
PCI required configuration space.

Bit

Descriptions

7:5

CPU Inactivity Timer Bits: This field selects the value used in the CPU Inactivity Timer. This timer
counts CPU inactivity in PCI clocks. The inactivity window is defined as the last BRDY # to the next
ADS #. When active, the CPU is default owner of the PCI Bus. If the CPU is inactive, PHOLD and the
REQx# lines are given priority.

Bits[7:5] PCI Clocks

000 1
001 2
010 oo
011 4
100 5*
101 6
110 7
11 8

* Recommended settings

Reserved.

Peer Concurrency Enable Bit (PCE): 1= Peer Concurrency enabled. 0= Peer Concurrency disabled.
This bit is normally programmed to 1.

CPU-to-PCIl Write Bursting Disable Bit: 0= CPU-to-PCl Write burstlng enabled. 1 =CPU-to-PCI Write
bursting disabled.

PCI Streaming Bit: 0= PCl streaming enabled. 1=PCl streaming disabled.

Bus Concurrency Disable Bit: 0= Bus concurrency enabled. 1= Bus concurrency disabled.
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3.2.11 CC—CACHE CONTROL REGISTER

Address Offset: 52h
Default: SSSS0010 (S = Strapping option)
Access: Read/Write

The CC Register selects the secondary cache operations. This register enables/disables the L2 cache, ad-
justs cache size, defines the cache SRAM type, and controls tag initialization. After a hard reset, CC[7:4]
reflect the inverted signal levels on the host address lines A[31:28].

“Bit Description

7:6 | Secondary Cache Size (SCS): This field reflects the inverted signal level on the A[31:30] pins at the
rising edge of the RESET signal (default). The default values can be overwritten with subsequent
writes to the CC Register. The options for this field are:

Bits[7:6]  Secondary Cache Size
0 0 Cache not populated

0 1 256 Kbytes

1 0 512 Kbytes

1 1 Reserved

NOTE:
1. When SCS=00, the L2 cache is disabled and the cache tag state is frozen.
2. To enable the L2 cache, SCS must be non-zero.and the FLCE bit must be 1.

5:4 | SRAM Type (SRAMT): This field reflects the inverted signal level on the A[29:28] pins at the rising
edge of the RESET signal (default). The default values can be overwritten with subsequent writes to
the CC Register. The options for this field are:

Bits[5:4] = SRAM Type

0 0 Pipelined Burst

0 1 Burst

1 0 Asynchronous

1 1 Pipelined Burst for 512K/Dual-bank inplementations. Selects 3-1-1-1-2-1-1-1 instead of
3-1-1-1-1-1-1-1 back-to-back burst timings with NA# enabled. An extra clock is inserted
for bank turnaround. SCS must be set to 10.

3 | NA# Disable Bit: 0=NA# will be asserted as appropriate by the TSC (default). 1=TCS’s NA# signal
is never asserted. This bit should be configured as desired before either the L1 or L2 caches are
enabled.

2 Reserved.

Secondary Cache Force Miss or Invalidate (SCFMI): When SCFMI= 1, the L2 hit/miss detection is
disabled, and all tag lookups result in a miss. If the L2 is enabled, the cycle is processed as a miss. If
the L2 is populated but disabled (FLCE = 0) and SCFMI= 1, any CPU read cycle invalidates the
selected tag entry. When SCFMI=0, normal L2 cache hit/miss detection and cycle processing occurs.

Software can flush the cache (cause all modified lines to be written back to main memory) by setting
SCFMI to 1 with the L2 cache enabled (SCS+*00 and FLCE = 1), and reading all L2 cache tag address

locations.
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Bit ’ Description

0 First Level Cache Enable (FLCE): FLCE enables/disables the first level cache. When FLCE=1, the
TSC responds to CPU cycles with KEN# asserted for cacheable memory cycles. When FLCE =0,
KEN # is always negated and line fills to either the first level or L2 cache are prevented. Note that,
when FLCE=1 and SCFMI =1, writes to the cache are also forced as misses. Thus, it is possible to
create incoherent data between main memory and the L2 cache. A summary of FLCE/SCFMI bit
interactions is as follows:

FLCE SCFMI L2 Cache Result

0 0 Disabled

0 1 Disabled; tag invalidate on reads

1 0 Normal L2 cache operation (dependent on SCS)
1 1 Enabled; miss forced on reads/writes

3.2.12 DRAMC—DRAM CONTROL REGISTER

Address Offset: 57h
Default Value: 01h
Access: - Read/Write

This 8-bit register controls main memory DRAM operating modes and features.

Bit Description

7:6 | Hole Enable (HEN): This field enables a memory hole in main memory space. CPU cycles matching
an enabled hole are passed on to PCI. PCI cycles matching an enabled hole are ignored by the TSC
(no DEVSEL #). Note that a selected hole is not remapped. Note that this field should not be changed
while the L2 cache is enabled.

Bits[7:6] Hole Enabled

00 None

01 512 Kbytes -640 Kbytes
10 15 Mbytes —16 Mbytes
11 Reserved

5:4 | Reserved.

EDO Detect Mode Enable (EDME): This bit, if set to 1, enables a special timing mode for BIOS to
detect EDO DRAM type on a bank-by-bank basis. Once all DRAM row banks have been tested for
EDO, the EDME bit should be set to 0. Otherwise, performance will be seriously |mpacted An
algorithm for using the EDME bit 3 follows the table.

2:0 | DRAM Refresh Rate (DRR): The DRAM refresh rate is adjusted according to the frequency selected
by this field. Note that refresh is also disabled via this field, and that disabling refresh results in the
eventual loss of DRAM data.
Bits[2:0] Host Bus Frequency

000 Refresh Disabled

001 50 MHz
010 60 MHz
011 66 MHz

1XX Reserved
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DRAM Type Detection

fhe EDO Detect Mode Enable field (bit 3) provides a special timing mode that allows BIOS to determine the
DRAM type in each of the banks of main memory DRAM. To exploit the performance improvements from EDO
DRAMs, the BIOS should provide for dynamic detection of any EDO DRAMSs in the DRAM rows. .

3.2.13 DRAMT—DRAM TIMING REGISTER

Address Offset: 58h
Default Value: 00h
Access: Read/Write

" This 8-bit register controls main memory DRAM timings. While most system designs will be able to use one of
the faster burst mode timings, slower rates may be required in certain system designs to support layouts with
longer trace lengths or slower DRAMs.

Bit ' Description

7 Reserved.

6:5 | DRAM Read Burst Timing (DRBT): The DRAM read burst timings are controlled by the DRBT field.
The timing used depends on the type of DRAM on a per-bank basis, as indicated by the DRT register.

EDO Burst Standard Page -
DRBT Rate Mode Rate
00 x444 x444
01 x333 x444
10 x222 - © x333
11 Reserved - Reserved

This field is typically set to “01” or “10” depending on the system configuration.

4:3 | DRAM Write Burst Timing (DWBT): The DRAM write burst timings are controlled by the DWBT field.
Slower rates may be required in certain system designs to support layouts with longer trace lengths or
slower DRAMs. Most system designs will be able to use one of the faster burst mode timings. .

DWBT Standard Page Mode Rate

00 x444

01. x333

10 x222 (see notes 1 and 2)
1 Reserved

NOTES :
1. Minimum 3-Clock CAS # Cycle Time for Single Writes. The DWBT field controls the
minimum CAS # cycle time for single and burst write cycles except for the x222 programmlng
case in which the minimum cycle time for single writes is limited to 3-clocks.
2. Two clock writes should not be programmed at 66 MHz.

2 RAS to CAS Delay (RCD): RCD controls the DRAM page miss and row miss leadoff timings. When
RCD=1, the RAS active to CAS active delay is 2 clocks. When RCD=0,:the timing is 3 clocks. Note
that RCD timing adjustments are independent to DLT timing adjustments.

RCD RAS to CAS Delay
0 3
1 2 '
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Bit Description

1:0 | DRAM Leadoff Timing (DLT): The DRAM leadoff timings for page/row miss cycles are controlled by
the DLT bits. DLT controls the MA setup to the first CAS# assertion. The DLT bits do not effect page

hit cycles.
DLT Read Leadoff Write Leadoff RAS# Precharge
00 8 6 3
01 7 5 3
10 8 6 4
11 7 5 4

Note that the DLT field and RCD bit have cumulative affects (j.e., setting DLTO=0 and RCD =0 results
in two additional clocks betwwen RAS # assertion and CAS# assertion).
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3.2.14 PAM—PROGRAMMABLE ATTRIBUTE MAP REGISTERS (PAM[6:0])

Address Offset: PAMO (59h)—PAM6 (5Fh)
Default Value:  00h
Attribute: Read/Write

The TSC allows programmable memory and cacheability attributes on 14 memory segments of various sizes in
the 640-Kbyte to 1-Mbyte address range. Seven Programmable Attribute Map (PAM) Registers are used to
support these features. Three bits are used to specify L1 cacheability and memory attributes for each memory
segment. These attributes are:

RE Read Enable. When RE=1, the CPU read accesées to the corresponding memory segment are directed
to main memory. Conversely, when RE=0, the CPU read accesses are directed to PCI.

WE Write Enable. When WE=1, the CPU write accesses to the corresponding memory segment are direct-
ed to main memory. Conversely, when WE =0, the CPU write accesses are directed to PCl.

CE Cache Enable. When CE =1, the corresponding memory segment is L1 cacheable. CE must not be set
to 1 when RE=0 for any particular memory segment. When CE=1 and WE=0, the corresponding
memory segment is cached in the first level cache only on CPU code read cycles.

The RE and WE attributes permit a memory segment to be Read Only, Write Only, Read/Write, or disabled
(Table 3.). For example, if a memory segment has RE=1 and WE=0, the segment is Read Only.

Table 3. Attribute Definition
Read/Write Attribute ) Definition

Read Only ) Read cycles: CPU cycles are serviced by the main memory or second level cache
in a normal manner.

Write cycles: CPU initiated write cycles are ignored by the DRAM interface as well
as the second level cache. Instead, the cycles are passed to PCI for termination.

Areas marked as read only are L1 cacheable for code accesses only. These
regions are not cached in the second level cache.

Write Only Read cycles: All read cycles are ignored by main memory as well as the second

: level cache. CPU-initiated read cycles are passed onto PCI for termination. The
write only state can be used while copying the contents of a ROM, accessible on
PCI, to main memory for shadowing, as in the case of BIOS shadowing.

Write cycles: CPU write cycles are serviced by main memory and L2 cache ina
normal manner.

Read/Write This is the normal operating mode of main memory. Both read and write cycles
from the CPU and PCl are serviced by main memory and L2 cache interface.

Disabled All read and write cycles to this area are ignored by the main memory and cache
interface. These cycles are forwarded to PCI for termination.
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Each PAM Register controls two regions, typically
16-Kbyte in size. Each of these regions has a 4-bit
field. The four bits that control each region have the
same encoding and are defined in Table 4.

PCl master access to main memory space is also
controlled by the PAM Registers. If the PAM pro-
gramming indicates a region is writeable, then PCI
master writes are accepted (DEVSEL# generated).

82437FX TSC AND 82438FX TDP

If the PAM programming indicates a region is read-
able, PCl master reads are accepted. If a PCl write
to a non-writeable main memory region or a PCI
read of a non-readable main memory region occurs,
the TSC does not accept the cycle (DEVSEL # is not
asserted). PCl master accesses to enabled memory
hole regions are not accepted by the TSC.

Table 4. Attribute Bit Assignment

Bits [7,3] Bits [6,2] Bits [5,1] Bits [4,0]
Reserved | Cache Enable | Write Enable | Read Enable Description
X X 0 ' 0 Main memory disabled; accesses directed to
PCI
X 0 0 1 Read only; main memory write protected;
non-cacheable
X 1 0 1 Read only; main memory write protected; L1
, cacheable for code accesses only
X 1 0 Write only
X 1 1 Read/write; non-cacheable
X 1 1 1 Read/write; cacheable

I PRELIMINARY
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As an example, consider a BIOS that is implemented
on the expansion bus. During the initialization pro-
cess, BIOS can be shadowed in main memory to
increase the system performance. To shadow BIOS,
the attributes for that address range should be set to
write only. BIOS is shadowed by first performing a

intgl.

read of that address. This read is forwarded to the
expansion bus. The CPU then performs a write of
the same address, which is directed to main memo-
ry. After BIOS is shadowed, the attributes for that
memory area are set to read only so that all writes
are forwarded to the expansion bus. -

Table 5. PAM Registers and Associated Memory Segments

PAM Reg Attribute Bits Memory Segment Comments Offset
PAMO[3:0] | Reserved 50h
PAMO(7:4] R CE WE RE OF0000-0FFFFFh BIOS Area - 59h
PAM1(3:0] R CE WE RE 0C0000-0C3FFFh ISA Add-on BIOS 5Ah
PAM1[7:4] R CE WE RE 0C4000-0C7FFFh ISA Add-on BIOS 5Ah
PAM2[3:0] R CE WE RE 0C8000-0CBFFFh ISA Add-on BIOS 5Bh
PAM2[7:4] R CE WE RE 0CC000-0CFFFFh ISA Add-on BIOS 5Bh
PAMB3I[3:0] R CE WE RE 0D0000-0D3FFFh ISA Add-on BIOS 5Ch
PAMB3[7:4] R CE WE RE 0D4000-0D7FFFh ISA Add-on BIOS 5Ch
PAM4[3:0] R CE WE RE 0D8000-0DBFFFh ISA Add-on BIOS 5Dh
PAM4[7:4] R CE WE RE 0DC000-0DFFFFh ISA Add-on BIOS 5Dh
PAM5[3:0] R CE WE RE OE0000-0E3FFFh BIOS Extension S5Eh
PAMS5[7:4] R CE WE RE 0E4000-0E7FFFh BIOS Extension 5Eh
PAM6(3:0] R CE WE RE OE8000-0EBFFFh BIOS Extension 5Fh -
PAMS6(7:4] R CE WE RE OEC000-0EFFFFh BIOS Extension 5Fh

NOTE:

The CE bit should not be changed while the L2 cache is enabled.

DOS Application Area (00000~-9FFFh)

Read, write, and cacheability attributes are always
enabled and are not programmable for the 0-640-
Kbyte DOS application region.’

Video Buffer Area (A0000-BFFFFh)

This 128-Kbyte area is not controlled by attribute
bits. CPU-initiated cycles in this region are always
forwarded to PCI for termination. This area is not
cacheable. See section 3.2.16 for details on the use
of this range as SMRAM.

1-32

Expansion Area (C0000-DFFFFh)

This 128-Kbyte area is divided into eight 16-Kbyte
segments. Each segment can be assigned one of
four read/write states: read-only, write-only, read/
write, or disabled memory that is disabled is not re-
mapped. Cacheability status can also be specified
for each segment.

Extended System BIOS Area (E0000-EFFFFh)

This 64-Kbyte area is divided into four 16-Kbyte seg-
ments. Each segment can be assigned independent
cacheability, read, and write attributes. Memory seg-
ments that are disabled are not remapped else-
where.
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System BIOS Area (FO000~-FFFFFh) .

This area is a single 64-Kbyte segment. This seg-
ment can be assigned cacheability, read, and write
attributes. When disabled, this segment is not re-
mapped.

Extended Memory Area (100000-FFFFFFFFh)

The extended memory area can be split into several

parts;

® Flash BIOS area from 4 Gbyte to 4 Gbyte -
512 Kbyte (aliased on ISA at 16 Mbyte -
15.5 Mbyte)

¢ Main Memory from 1 Mbyte to a maximum of
128 Mbytes

e PCl Memory space from the top of main memory
to 4 Gbyte - 512 Kbyte

3.2.15 DRB—DRAM ROW BOUNDARY REGISTERS

Address Offset: 60h(DRB0)—64h(DRB4)
Default Value: 02h
Access: Read/Write

82437FX TSC AND 82438FX TDP

On power-up or reset the CPU vectors to the Flash
BIOS area, mapped in the range of 4 Gbyte to
4 Gbyte - 512 Kbyte. This area is physically mapped
on the expansion bus. Since these addresses are in
the upper 4 Gbyte range, the request is directed to
PCI.

The main memory space can occupy extended
memory from a minimum of 1 Mbyte up to
128 Mbytes. This memory is cacheable.

PCl memory space from the top of main memory to
4Gbytes is always non-cacheable.

The TSC supports 5 rows of DRAM. Each row is 64 bits wide. The DRAM Row Boundary Registers define
upper and lower addresses for each DRAM row. Contents of these 8-bit registers represent the boundary
addresses in 4-Mbyte granularity. Note that bit 0 of each DRB must always be programmed to O for proper

operation. .

DRBO = Total amount of memory in row 0 (in 4 Mbytes)

DRB1 = Total amount of memory in row 0 + row 1 (in 4 Mbytes)

DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in 4 Mbytes)

DRB3 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 (in 4 Mbytes)

DRB4 = Total amount of memory in row 0 + row 1 + row 2 + row 3 + row4 (in 4 Mbytes)

The DRAM array can be configured with 512Kx32, 1Mx32, 2Mx32, and 4Mx32 SIMMs. Each register defines
an address range that causes a particular RAS# line to be asserted (e.g., if the first DRAM row is 8 Mbytes in
size then accesses. within the 0 to 8-Mbyte range causes RASO# to be asserted).

Bit Description

7:6 | Reserved.

5:0 | Row Boundary Address: This 6-bit field is compared against address lines A[27:22] to determine
the upper address limit of a particular row (i.e., DRB minus previous DRB = row size).

I PRELIMINARY
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Row Boundary Address

These 6-bit values represent the upper address lim-
its of the 5 rows (i.e., this row minus previous row =
row size). Unpopulated rows have a value equal to
the previous row (row size = 0). DRB4 reflects the
maximum amount of DRAM in the system. The top
of memory is determined by the value written into
DRB4. If DRB4 is greater than 128 Mbytes, then
128 Mbytes of DRAM are available. .

L]

intel.
As an example of a general purpose configuration
where 4 physical rows are configured for either sin-
gle-sided or double-sided SIMMs, the memory array
would be configured like the one shown Figure 2. In
this configuration, the TSC drives two RAS # signals
directly to the SIMM rows. If single-sided SIMMs are
populated, the even RAS# signal is used and the
odd RAS# is not connected. If double-sided SIMMs
are used, both RAS# signals are used.

---- | DRB5
RAS4# —» SIMM-5 Back SIMM-4 Back
—————— +————— —|---- | DRB4
RAS3# —» SIMM-5 Front SIMM-4 Front
---- | DRB3
RAS2# —| SIMM-3 Back SIMM-2 Back
-t —— —— — — - DRB2
RAS1# — SIMM-3 Front SIMM-2 Front
---- | DRBO
RASO# —P Motherboard Memory (optional)

CAST# CASS#

CAS6#, CAS4#

L1

CAS3#

CAS1#

CAS2# CASO#

290518-4

Figure 2. SIMMs and Corresponding DRB Registers
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The following 2 examples describe how the DRB
Registers are programmed for cases of single-sided

and double-sided SIMMs on a motherboard having a
total of four 8-byte or eight 4-byte SIMM sockets.

Example #1

The memory array is populated with four single-sid-
ed 1MB x 32 SIMMs, a total of 16 Mbytes of DRAM.
Two SIMMs are required for each populated row
making each populated row 8 Mbytes in size.

DRBO = 02h populated (2 SIMMs, 8 Mbyte this
row)

DRB1 = 04h populated (2 SIMMs, 8 Mbyte this
row)

DRB2 = 04h empty row

DRB3 = 04h empty row

DRB4 = 04h empty row

3.2.16 DRT—DRAM ROW TYPE REGISTER

Address Offset: 68h
Default Value:  00h
Access: Read/Write

82437FX TSC AND 82438FX TDP

Example #2

The memory array is populated with two 2-Mbyte x
32 double-sided SIMMs (one row), and four 4-Mbyte
x 32 single-sided SIMMs (two rows), yielding a total
of 96 Mbytes of DRAM. The DRB Registers are pro-
grammed as follows:

DRBO = 04h populated with 16 Mbytes, 1, of
double-sided SIMMs
DRB1 = 08h the other 16 Mbytes of the dou-
ble-sided SIMMs
DRB2 = 10h populated with 32 Mbytes, one of
' the sided SIMMs
" DRB3 = 18h the other 32 Mbytes of single-sid-
" ed SIMMs
DRB4 = 18h empty row

This 8-bit register identifies the type of DRAM (EDO or page mode) used in each row, and should be pro-
grammed by BIOS for optimum performance if EDO DRAMSs are used. The TSC uses these bits to determine

the correct cycle timing on DRAM cycles.

Bit Description

7:5 | Reserved.

that bank.

4:0 | DRAM Row Type (DRT[4:0]): Each bit in this field corresponds to the DRAM row identified by the
corresponding DRB Register. Thus, DRTO corresponds to row 0, DRT1 to row 1, etc. When DRTx=0,
page mode DRAM timings are used for that bank. When DRTx=1, EDO DRAM timings are used for

I PRELIMINARY
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3.2.17 SMRAM—SYSTEM MANAGEMENT RAM CONTROL REGISTER

Address Offset: 72h
Default Value: "02h )
Access: Read/Write

The System Management RAM Control Heglster controls how accesses to this space are treated. The Open,
Close, and Lock SMRAM Space bits function only when the SMRAM enable bit is set to 1. Also, the OPEN bit
(DOPEN) should be set to 0 before the LOCK bit (DLCK) is set to 1.

Bit

Description

7

Reserved.

6

SMM Space Open (DOPEN): When DOPEN= 1 and DLCK=0, SMM space DRAM is made visible,’
even when SMIACT # is negated. This is intended to help BIOS initialize SMM space. Software should
ensure that DOPEN = 1 is mutually exclusive with DCLS=1. When DLCK is set to 1, DOPEN is set to 0
and becomes read only.

SMM Space Closed (DCLS): When DCLS =1, SMM space DRAM is not accessnble to data
references, even if SMIACT # is asserted. Code references may still access SMM space DRAM. This
allows SMM software to reference “through” SMM space to update the display, even when SMM
space is mapped over the VGA range. Software should ensure that DOPEN = 1 is mutually exclusive
with DCLS =

SMM Space Locked (DLCK): When DLCK is set to 1, the TSC sets DOPEN to 0 and both DLCK and
DOPEN become read only. DLCK can be set to 1 via a normal configuration space write but can only
be cleared by a power-on reset. The combination of DLCK and DOPEN provide convenience with
security. The BIOS can use the DOPEN function to initialize SMM space and then use DLCK to “lock
down’ SMM space in the future so that no application software (or BIOS itself) can violate the integrity
of SMM space, even if the program has knowledge of the DOPEN function.

SMRAM Enable (SMRAME): When SMRAME = 1, the SMRAM function is enabled, providing
128 Kbytes of DRAM accessible at the AO00Oh address while in SMM (ADS # with SMIACT #).

2:0

SMM Space Base Segment (DBASESEG): This field selects the location of SMM space. “SMM
DRAM” is not remapped. It is simply “made visible” if the conditions are right to access SMM space.
Otherwise, the access is forwarded to PCl. DBASESEG =010 is the only allowable setting and selects
the SMM space as A0000-BFFFFh, All other values are reserved. PCl masters are not allowed
access to SMM space.

1-36
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Table 6 summarizes the operation of SMRAM space cycles targeting SMI space addresses (A and B seg-
ments):

Table 6. SMRAM Space Cycles

SMRAME DLCK | DCLS DOPEN SMIACT # Code Fetch Data Reference

0 X X X X PCl PCI
1 0 0 0 0 DRAM DRAM
1 0 X 0 1 PCl PCI
1 0 0 1 X DRAM DRAM
1 0 1 0 0 DRAM PCI
1 0 1 1 X INVALID INVALID

-1 1 0 X 0 DRAM DRAM
1 1 X X 1 PCI PCI
1 1 1 X 0 DRAM PCI

I PRELIMINARY | 137



82437FX TSC AND 82438FX TDP

4.0 FUNCTIONAL DESCRIPTION

" This section provides a functional description of the
TSC and TDP.

4.1 _Host Interface

The Host Interface of the TSC is designed to sup-
port the Pentium processor. The host interface of
the TSC supports 50 MHz, 60 MHz, and 66 MHz bus
speeds. The 82430FX PClset supports the Pentium
processor with a full 64-bit data bus, 32-bit address
bus, and associated internal write-back cache logic.
Host bus addresses are decoded by the TSC for
accesses to main memory, PCl memory, and PCI I/
0. The TSC also supports the pipelined addressing
capability of the Pentium processor.

4.2 PCI Interface

The 82437FX integrates a high performance inter-
face to the PCl local bus taking full advantage of the
high bandwidth and low latency of PCIl. Five PCI
masters are supported by the integrated arbiter in-
cluding a PCi-to-ISA bridge and four general PCI
masters. The TSC acts as a PCl master for CPU
accesses to PCl. The PCI Bus is clocked at one half
the frequency of the CPU clock. This divided syn-
chronous interface minimizes latency for CPU-to-PCl
cycles and PCl-to-main memory cycles.

The TSC/TDPs integrate posted write buffers for
CPU memory writes to PCl. Back-to-back sequential
memory writes to PCl are converted to burst writes
on PCI. This feature allows the CPU to continue
posting dword writes at the maximum bandwidth for
the Pentium processor for the highest possible
transfer rates to the graphics frame buffer.

intgl.

Read prefetch and write posting buffers in the TSC/
TDPs enable PCl masters to access main memory at
up to 120 MB/second. The TSC incorporates a
snoop-ahead feature which allows PCl masters to
continue bursting on both reads and writes even as
the bursts cross cache line boundaries.

4.3 Secondary Cache Interface

The TSC integrates a high performance second lev-

- el cache controller using internal/external tags and

provides a full first level and second level cache co-
herency mechanism. The second level cache is di-
rect mapped, non-sectored, and supports a write-
back cache policy. Cache lines are allocated on
read misses (no write allocate).

The second level cache can be configured for either
256-Kbyte or 512-Kbyte cache sizes using either
synchronous burst or pipelined burst SRAMs, or
standard asynchronous SRAMs. For the 256-Kbyte
configurations, an 8kx8 standard SRAM is used to
store the tags. For the 512-Kbyte configurations, a
16kx8 standard SRAM is used to store the tags and
the valid bits. A 5V SRAM is used for the Tag.

A second level cache line is 32 bytes wide. In the
256-Kbyte configurations, the second level cache
contains 8K lines, while the 512-Kbyte configura-
tions contain 16K lines. Valid and modified status
bits are kept on a per-line basis. Cacheability of the
entire memory space in the first level cache is sup-
ported. For the second level cache, only the lower
64 Mbytes of main memory are cacheable (only
main memory controlled by the TSC DRAM interface
is cached). PCl memory is not cached. Table 7
shows the different standard SRAM access time re-
quirements for different host clock frequencies.

Table 7. SRAM Access Time Requirements

Standard Burst
Host Clock Standard SRAM Burst SRAM
Frequency Access Time Clock-to-Output Tag RAM Tag RAM
(MHz) (ns) Access Time (ns) Access Access
3 Time (ns) Time (ns)
50 20 (17 ns Buffer) 13.5 30 20
60 17 (10 ns Buffer) 10 20 15
66 15 (7 ns Buffer) 8.5 15 15
1-38
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4.3.1 CLOCK LATENCIES

Table 8 and Table 9 list the latencies for various
processor transfers to and from the second level
cache for standard and burst SRAM. The clock
counts are identical for pipelined and non-pipelined
burst SRAM.

Table 8. Second Level Cache
Latencies with Standard SRAM

Cycle Type HCLK Count
Burst Read 3-2-2-2
Burst Write 4-3-3-3
(Write Back)

Single Read

Single Write

Table 9. Second Level Cache
Latencies with Burst SRAM

Cycle Type HCLK Count
Burst Read 3-1-11
Burst Write 3-1-1-1
(Write Back)

Single Read 3
Single Write 3
Pipelined Back-to-Back 3-1-1-1,
Burst Reads 1-1-1-1

4.3.2 SNOOP CYCLES

Snoop cycles are used to maintain coherency be-
tween the caches (first and second level) and main
memory. The TSC generates a snoop (or inquire)
cycle to probe the first level and second level
caches when a PCI master attempts to access main
memory. Snoop cycles are performed by driving the
PCI master address onto the host address bus and
asserting EADS #.

To maintain optimum PCI bandwidth to main memo-
ry, the TSC utilizes a *“snoop ahead” algorithm.
Once the snoop for the first cache line of a transfer
has completed, the TSC automatically snoops the
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next sequential cache line. This algorithm enables
the TSC to continue burst transfers across cache
line boundaries.

Reads

If the snoop cycle generates a first level cache hit to
a modified line, the line in the first level cache is
written back to main memory (via the DRAM Posted
Write Buffers). The line in the second level cache (if
it exists) is invalidated. Note that the line in the first
level cache is not invalidated if the INV pin on the
CPU is tied to the KEN# signal from the TSC. The
TSC drives KEN#/INV low with EADS# assertion
during PCl master read cycles.

At the same time as the first level snoop cycle, the
TSC performs a tag look-up to determine whether
the addressed memory is in the second level cache.
If the snoop cycle generates a second level cache
hit to a modified line and there was not a hit in the
first level cache (HITM# not asserted), the second
level cache line is written back to main memory (via
the DRAM Posted Write Buffers) and changed to the
“clean” state. The PCl master read completes after
the data has been written back to main memory.

Writes

PCI Master write cycles never result in a write direct-
ly into the second level cache. A snoop hit to a modi-
fied line in either the first or second caches results in
a write-back of that line to main memory. If both the
first and second level caches have modified lines,
the line is written back from the first level cache. In
all cases, lines in the first and second level caches
are invalidated and the PCl write to main memory
occurs after the writeback completes. A PCI master
write snoop hit to an unmodified line in either the first
or second level caches results in the line being inval-
idated. The TSC drives KEN#/INV with EADS # as-
sertion during PCI master write cycles.

4.3.3 CACHE ORGANIZATION

Figure 3, Figure 4, Figure 5, Figure 6, and Figure 7
show the connections between the TSC and the ex-
ternal tag RAM and data SRAM. A 512K standard
SRAM cache is implemented with 64Kx8 data
SRAMs and a 16Kx8 tag RAM. The second ADS #
pin from the CPU should be used to drive the
ADSP# pin on Burst or Pipelined Burst SRAMs.
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TSC 8Kx8 Tag RAM HA[17:5]
TIO[7:0] D[7:0] 244
A[12:0
TWE# — Y,'E: Hzol 32Kx8 SRAM
= A[14:2]
CAA/B[4:3) + ry A1:0)] |
COE# OE#
- CS# r——_._
CWET7# WE# D([7:0] = »HD([63:56]
CWE6# »| WE# D[7:0] |& = »HD(55:48]
CWES# > WE# D[7:0] [« 3~ HD[47:40]
CWE4# S WE# D[7:0] »HD([39:32)
CWE3# > WE# D[7:0] »HD[31:24]
CWE2# » WE# D[7:0] »HD[23:16]
CWE1# »| WE#  D[7:0] »HD[15:8]
CWEO# » WE# D[7:0] [#»HD[7:0}
290518-5
Figure 3. 256-Kbyte Second Level Cache (Standard SRAM)
HA[17:5]
TSC 8Kx8 Tag RAM :
4 HOLK
TIO[7:0] D[7:0]
TWE# WE# A[12:0] 32Kx16 SRAM
_—]OE# CLK
- HA[17:3] ——| A{14:0] -
COE# OE#
CCS# CS# -
CADS# ADSC#
CADV# ADV# _‘
ADS# —» ADSP#
CWE7# WH# D[15:8] » HD[63:56)
CWE6# WL# D[7:0] » HD[55:48]
CWES# > WH#  D[15:8] [« »> HD[47:40]
CWE4# > WL#  D[7:0] ¢+ HD[39:32]
CWE3# » WH#  D[15:8] [« HD[31:24]
CwEz# > WL#  D[7:0] |« HD[23:16]
CWE1# » WH#  D[15:8] [«» HD[15:8]
CWEO# > WL# D[7:0] {&» HD[7:0]
! 200518-6
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Figure 4. 256-Kbyte Second Level Cache (Burst SRAM)
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HA[17:5]
TSC 8Kx8 Tag RAM
HCLK
TIO[7:0] » D[7:0]
TWE# > WE#  Al12:0] 32Kx32 SRAM
] OE# CLK
HA[17:3) —>{ A[14:0]
COE# | OE#
CCS# cs#
|
CADS# ' ADSC#
CADV# ADV#
ADS# ——>» ADSP#
CWE7# WE3# p[31:24) »HD[63:56]
CWE6# WE2# D[23:16]/¢—>HD[55:48)
CWs# WE1#  D[15:8) »HD[47:40)
CWE4# WEO0#  D[7:0]je——>HD[39:32]
CWE3# - > WE3# D(31:24] le»HD[31:24]
CWE2# WE2# D[23:16] [¢»HD[23:16]
CWE1# , WE1#  D[15:8) [&»HD[15:8]
CWEO# » WEO#  D[7:0] f»HD[7:0]
290518-7

Figure 5. 256-Kbyte Second Level Cache (Burst SRAM)
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TSC

HA[18:5]

TIO[7:0]
TWE#

COE#
CCs#
CADS#
CADV#

CWET#
CWESH#
CWESH#
CWEd#
CWE3#

CWE2#
CWE1#
CWEO#

16Kx8 Tag RAM
D[7:0]
WE# A[13:0]

OE#

iy

HA[18:3] —>{ A[14:0]

»

>
P>

».

»

ADS# ——»

HCLK
64Kx16 SRAM
CLK
OE#
Cs# |
ADSC# -
ADV# -
ADSP#
WH#  D[15:8] [« » HD[63:56]
WL# D[7:0] |« —> HD[55:48]
WH#  D[15:8] | » HD[47:40]
WL# D[7:0] |« » HD[39:32)
> WH#  D[15:8] [€— HD[31:24]
WL# D[7:0] <1 HD[23:16]
»{ WH#  D[15:8] [«» HD[15:8]
WL#  D[7:0] [«>HD[7:0]

290518-8
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Figure 6. 512-Kbyte Second Level Cache (Burst SRAM)
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HA[18:5]
1sC 16Kx8 Tag RAM
HCLK
TIO[7:0] »| D[7:0] J
TWEE | wEs  Al12:0) lj 32Kx32 SRAM
ey OE# CLK
N HA[17:3) —>| A[14:0]
COE# OE#
cCs# > CS1#
CADS# » ADSCH# ]
CADV# ADV#
ADS# ——| ADSP#
HA18 ——————»| CS2
GND ———— | CS2#
CWET7# —»| WE3# D[31:24] HD[63:56]
CWE6# —| WE2#  D[23:16] [«——> HD[55:48]
'CWES# WE1#  D[15:8] |« HD[47:40]
CWE4# > WEO# D[7:0] |[«——» HD[39:32]
CWE3# WE3# D[31:24] |« HD[31:24]
CWE2# WE2#  D[23:16] [« HD[23:16]
CWE1# WE1# D[15:8] [«— HD[15:8]
CWEO# WEO# D[7:0] |« HD[7:0}
32Kx32 SRAM
HCLK —| CLK
HA[17:3] —>]{ A[14:0]
COE# —»| OE#
CCS# —»| CS1#
CADS# — | ADSC# ]
CADV# —> ADV#
ADS# —»{ ADSP#
VDD —————» CS2
HA18 ——— > CS2#
CWET7# ——» WE3#  D[31:24] |«——» HD[63:56].
CWE6# ——» WE2#  D[23:16] > HD[55:48]
CWES5# —» WE1#  D[15:8] |+ HD[47:40]
CWE4# —» WEO# D[7:0) [«——> HD[39:32]
CWE3# ———» WE3# D[31:24] |[«> HD[31:24]
CWE2# —>{ WE2# D[23:16] |[«» HD[23:16]
CWE1# —— WE1# D[15:8] |«» HD[15:8]
CWEO# ——»| WEO# D(7:0] [« HD[7:0) .
290518-9
Figure 7. Two Bank 512-Kbyte Second Level Cache (Pipelined Burst SRAM)
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4.4 DRAM Interface

The 82430FX PClset's main memory DRAM inter-
face supports a 64-bit wide memory array and main
memory sizes from 4 to 128 Mbytes. The TSC gen-
erates the RAS#, CAS#, WE# (using MOE #) and
multiplexed addresses for the DRAM array and con-
trols the data flow through the 82438FX-TDP’s. For
CPU-to-DRAM cycles the address flows through the
TSC and data flows through the TDP’s. For PCI or
ISA cycles to memory the address flows through the
TSC and data flows to the TDP’s through the TSC
and PLINK bus. The TSC and TDP DRAM interfaces
are synchronous to the CPU clock.

The 82430FX PClset supports industry standard
32-bit wide memory modules with fast page-mode
DRAMs and EDO (Extended Data Out) DRAMSs (also
known as Hyper Page mode). With twelve multi-
plexed address lines (MA[11:0]), the TSC supports
512Kx32, 1M32, 2Mx32, and 4Mx32 SIMM’s (both
symmetrical and asymmetrical addressing). Five
RAS# lines permit up to five rows of DRAM and
eight CAS# lines provide byte write control over the
array. The TSC supports 60 ns and 70 ns DRAMs
(both single and double-sided SIMM'’s). The TSC
also provides an automatic RAS# only refresh, at a
rate of 1 refresh per 15.6 ms at 66 MHz, 60 MHz,
and 50 MHz. A refresh priority queue and ‘“‘smart
refresh” algorithm are used to minimize the perform-
ance impact due to refresh.

The DRAM controller interface is fully configurable
through a set of control registers (see Register De-
scription section for programming details). The
DRAM interface is configured by the DRAM Control
Mode Register, the five DRAM Row Boundary (DRB)
Registers, and the DRAM Row Type (DRT) Register.
The DRAM Control Mode Registers configure the
DRAM interface to select fast page-mode or EDO
DRAMs, RAS timings, and CAS rates. The five DRB
Registers define the size of each row in the memory
array, enabling the TSC to assert the proper RAS #
line for accesses to the array.

Seven Programmable Attribute Map (PAM) Regis-
ters are used to specify the cacheability, PCl enable,
and read/write status of the memory space between
640 Kbytes and 1 Mbyte. Each PAM Register de-
fines a specific address area enabling the system to
selectively mark specific memory ranges as cache-
able, read-only, write-only, read/write, or disabled.
When a memory range is disabled, all CPU access-
es to that range are forwarded to PCI.
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The TSC also supports one of two memory holes;
either from 512 Kbytes—640 Kbytes or from 15
Mbytes —16 Mbytes in main memory. Accesses to
the memory holes are forwarded to PCI. The memo-
ry hole can be enabled/disabled through the DRAM
Control Register. All other memory from 1 Mbyte to

the top of main memory is read/write and cache-
able.

The SMRAM memory space is controlled by the
SMRAM Control Register. This register selects if the
SMRAM space is enabled, opened, closed, or
locked. SMRAM space is between 640 Kbytes and
768 Kbytes. See section 3.2.17 for more details on’
SMRAM.

4.4.1 DRAM ORGANIZATION

Figure 8 illustrates a 4-SIMM configuration that sup-
ports 4 double-sided SIMM’s and motherboard
DRAM. RASO# is used for motherboard memory.
This memory should not be implemented with
SIMMs.

Except for motherboard memory, a row in the DRAM
array is made up of two SIMM’s that share a com-
mon RAS# line. Within any given row, the two
SIMMs must be the same size. For different rows,
SIMM densities can be mixed in any order. Each row
is controlled by 8 CAS lines. EDO and Standard
page mode DRAM’s can be mixed between rows or
within a row. When DRAM types are mixed (EDO
and standard page mode), each row will run opti-
mized for that particular type of DRAM. If DRAM
types are mixed within a row, page mode timings
must be selected.

SIMMs can be used for the sockets connected to
RAS[2:1] # and RAS[4:3] #. The two RAS lines per-
mit double-sided SIMMs to be used in these socket
pairs. The following rules apply to the SIMM configu-
ration.

1. SIMM sockets can be populated in any order.

2. SIMM socket pairs need to be populated with the
same densities. For example, SIMM sockets
RAS[2:1]# should be populated with identical
densities. However, SIMM sockets using
RAS[4:3] # can be populated with different den-
sites than the SIMM socket pair using
RAS[2:1] #.

PRELIMINARY |



. .
intal.
3.The TSC only recognizes a maximum of

128 Mbytes of main memory, even if populated
with more memory.

4. EDO's and standard page mode can both be
used.

4.4.2 MAIN MEMORY ADDRESS MAP

The main memory organization (Figure 9) represents
the maximum 128 Mbytes of address space. Ac-
cesses to memory space above the top of main
memory, video buffer range, or the memory gaps (if
enabled) are not cacheable and are forwarded to
PCI. Below 1 Mbyte, there are several memory seg-
ments with selectable cacheability.

82437FX TSC AND 82438FX TDP

4.4.3 DRAM ADDRESS TRANSLATION

The multiplexed row/column address to the DRAM
memory array is provided by MA[11:0] which are de-
rived from the host address bus or PCl address as
defined by Table 10. The TSC has a 4-Kbyte page
size. The page offset address is driven on the
MA[8:0] lines when driving the column address. The
MAI[11:0] lines are translated from the address lines
A[24:3] for all memory accesses.

Table 10. DRAM Address Translation

Memory
Address, 1" 10 9 8 7
MA[11:0]

Row A24 | A23 | A21 | A20 | A19

Address

A18 | A17 | A16 | A15 | A14 | A13 | Al12

Column X A24 | A22 | A11 | A10

Address

A9 A8 A7 A6 A5 A4 A3

The types of DRAMs depth configuration supported are:

Depth Row Width Column Width
512K 10 9

1M 10 10

2M 11 10

4aM 11 11

4aM 12 10

I PRELIMINARY
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TSC MAB[1:0]
MAA[1:0] .
. . MA[11:2]
PLINK[15:0] RAS[4:0# CAS[7,5,3,1}# CAS[6,4,2,0}# MOE#
I I
]
RAS[4:34 32-Bit SIMM 32-Bit SIMM

t 1

RASIZT¥ of  32.8it SIMM 32-Bit SIMM

A A

RASOS Motherboard Memory @I :

A [

MD([63:56,47:40, MDI[55:48,39:32, 23:16,7:0]
31:24,15:8] v
PLINK[15:8] TOP TOP -
7 Y K
PLINK][7:0]
HD[63:56,47:40, HD[55:48,39:32,
31:24,15:8) 23:16,7:0]
___Host Data Bus . v v -

>

290518-10

Figure 8. DRAM Array Connections
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4.4.4 DRAM PAGE MODE

For any row containing standard page mode DRAM on read cycles, the TSC keeps CAS[7:0] # asserted until
data is sampled by the TDPs.

Forward To PCI 4GB
(Non-Cacheable) 128 MB
Second Level Cache (Non-Cacheable)
First Level Cache (Cacheable)
- 64 MB
’ Always Cacheable
Optional Memory Space G 16 M8
ional Memor ace Ga
P y Sp p 15 MB
Cacheable
1 MB
Expansion and BIOS Region
(Cacheable Segments)
768 KB
Video Buffer
(S“:JM'tisopnaaiemt?:é;ﬁ'a;;Zaézl'eﬁ)ap T s40KB
: ——— 512 KB
DOS Applications
(No Read/Write Protect)
(Always Cacheable) -
0 290518-11

Figure 9. Memory Space Organization
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4.4.5 EDO MODE

Extended Data Out (or Hyper Page Mode) DRAM is
designed to improve the DRAM read performance.
EDO DRAM holds the memory data valid until the
next CAS# falling edge. Note that standard page
mode DRAM tri-states the memory data when
CAS# negates to precharge. With EDO, the CAS#
precharge overlaps the memory data valid time. This
allows CAS# to negate earlier while still satisfying
the memory data valid window time.

L]
II‘\tel .
The EDO Detect Mode Enabge bit in the DRAM Con-

trol Register enables a special timing mode for BIOS
to detect the DRAM type on a row by row basis.

4.4.6 DRAM PERFORMANCE

The DRAM performance is controlled by the DRAM
Timing Register, processor pipelining, and by the
type of DRAM used (EDO or standard page mode).
Table 11 lists both EDO and standard page mode
optimum timings.

Table 11. CPU to DRAM Performance Summary

Processor Cycle Type (Pipelined) Clock Count (ADS # to BRDY #) Comments

Burst read page hit 7-2-2-2 | EDO

Read row miss 9-2-2-2 (note 1) EDO

Read page miss 12-2-2-2 EDO

Back-to-back burst reads page hit 7-2-2-2-3-2-2-2 EDO

Burst read page hit 7-3-3-3 Standard page mode

Burst read row miss 9-3-3-3 (note 1) Standard page mode

Burst read page miss 12-3-3-3 Standard page mode
Back-to-back burst read page hit 7-3-3-3-3-3-3-3 Standard page mode
Posted write 3-1-1-1 EDO/Standard page mode
Retire data for posted write Every 3 clocks EDO/Standard page mode

NOTES:

1. Due to the MA[11:2] to RAS# setup requirements, if a page is open, two clocks are added to the leadoff.
2. Read and write rates to DRAM are programmable via the DRAMT Register.
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4.4.7 DRAM REFRESH

The TSC supports RAS# only refresh énd gener-
ates refresh requests. The rate that requests are

generated is determined by the DRAM Control Reg- -

ister. When a refresh request is generated, the re-
quest is placed in a four entry queue. The DRAM
controller services a refresh request when the re-
fresh queue is not empty and the controller has no
other requests pending. When the refresh queue is
full, refresh becomes the highest priority request and
is serviced next by the DRAM controller, regardless
of other pending requests. When the DRAM control-
ler begins to service a refresh request, the request is
removed from the refresh queue.

There is also a “smart refresh” algorithm imple-
mented in the refresh controller. Except for Bank 0,
refresh is only performed on banks that are populat-
ed. For bank 0, refresh is always performed. If only
one bank is populated, using bank 0 will resuit in
better performance.

4.4.8 SYSTEM MANAGEMENT RAM

The 82430FX PClset support the use of main memo-
ry as System Management RAM (SMRAM), enabling
the use of System Management Mode. When this
function is disabled, the TSC memory map is defined
by the DRB and PAM Registers. When SMRAM is
enabled, the TSC reserves the A and B segments of
main memory for use as SMRAM.

82437FX TSC AND 82438FX TDP

SMRAM is placed at AO0000-BFFFFh via the
SMRAM Space Register. Enhanced SMRAM fea-
tures can also be enabled via this register. PCl mas-
ters can not access SMRAM when it is programmed
to the A and B segments.

When the TSC detects a CPU stop grant special cy-
cle, it generates a PCI Stop Grant Special cycle with
0002h in the message field (AD[15:0]) and 0012h in
the message dependent data field (AD[31:16]) dur-
ing the first data phase (IRDY # asserted).

4.5 82438FX Data Path (TDP)

The TDP’s provide the data path for host-to-main
memory, PCl-to-main memory, and host-to-PCl cy-
cles. Two TDP’s are required for the 82430FX PCI-
set system configuration. The TSC controls the data
flow through the TDP’s with the PCMD[1:0], HOE #,
POE #, MOE#, MSTB#, and MADV # signals.

The TDP’s have three data path interfaces; the host
bus (HD[63:0]). the memory bus (MD[63:0]), and the
PLINK[15:0] bus between the TDP and TSC. The
data paths for the TDP’s are interleaved on byte
boundaries (Figure 10). Byte lanes 0O, 2, 4, and 6
from the host CPU data bus connects to the even
order TDP and byte lanes 1, 3, 5, and 7 connect to
the odd order TDP. PLINK[7:0] connects to the even
order TDP and PLINK[15:8] connect to the odd or-
der TDP. - : [

HD[63:56, 47:40, 31:23, 15:8] I
HD[31:0] 4y
MD([63:56, 47:40, < > . Order
31:23, 15:8] MD[31:0] TDP
PLINK[15:8] «<—» PLINK[7:0]
HOE# —HOE#
MOE# —{MOE#
POE# —POE#
PCMD([1:0] —{ PCMD[1:0]
MSTB# —{MSTB#
MADV# —MADV#
|
HCLK

HD[56:48, 39:32, 23:16, 7:0] I

HD([31:0)
MD[55;‘2§:1§9-'7?§]: <«—>MD[31:0]  Order
|16, 7: TDP
PLINK[7:0] «——»{ PLINK[7:0]
HOE# — HOE#
MOE# —{MOE#
POE# —{POE#
PCMD[1:0] —{ PCMD[1:0]
MSTB# — MSTB#
MADV# — MADV#
I
HCLK
290518-12

Figure 10. TDP 64-Bit Data Path Partitioning
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4.6 PCI Bus Arbitration

~ The TSC’s PCI Bus arbiter allows PCl peer-to-peer
traffic concurrent with CPU main memory/second
level cache cycles. The arbiter supports five PCI
masters (Figure 11). REQ[3:0]#/GNTI[3:0]# are
used by PCl masters other than the PCI-to-ISA
expansion bridge (PIIX). PHLD#/PHLDA# are the
arbitration request/grant signals for the PlIX and
provide guaranteed access time capability for ISA
masters. PHLD#/PHLDA# also optimize system
performance based on PlIX known policies.

PHLD# ——» —— PHLDA#
REQO# — . — GNTO#
REQ1# —— Arbiter —>GNT1#
REQ2# ——] ) ——> GNT2#
" REQ3# —»] ——» GNT3#
290518-13

Figure 11. Arbiter

4.6.1 PRIORITY SCHEME AND BUS GRANT

The arbitration mechanism employs two interacting
priority queues; one for the CPU and one for the PCI
agents. The CPU queue guaranatees that the CPU is
explicity granted the bus on every fourth arbitration
event. The PCI priority queue determines which PCI
agent is granted when PCI wins the arbitration event.

A rotating priority scheme is used to determine the
highest priority requester in the case of simulta-
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neous requests. If the highest priority input at arbitra-
tion time does not have an active request, the next
priority active requester is granted the bus. Granting
the bus to a lower priority requester does not change
the rotation order, but it does advance the priority
rotation. The rotation priority chain is fixed (Figure
12). If the highest priority agent does not request the
bus, the next agent in the chain is the highest priori-
ty, and so forth down the chain.

When no PCI agents are requesting the bus, the
CPU is the default owner of the bus. CPU cycles
incur no additional delays in this state.

The grant signals (GNTx#) are normally negated af-
ter FRAME # assertion or 16 PCLKs from grant as- -
sertion, if no cycle has started. Once asserted,
PHLDA# is only negated after PHLD# has been
negated.

4.6.2 CPU POLICIES

The CPU never explicitly requests the bus. Instead,
the arbiter grants the bus to the CPU when:

e the CPU is the highest priority

e PCI agents do not require main memory (peer-to-
peer transfers or bus idle) and the PCI Bus is not
currently locked by a PCI master

When the CPU is granted as highest priority, the
MLT timer is used to guarantee a minimum amount
of system resources to the CPU before another re-
questing PCI agent is granted.

An AHOLD mechanism controls granting the bus to
the CPU.
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CPU/PCI Priority Queue

NOTES:

1. For the CPU/PCI priority queus, the CPU is granted the PCI Bus after three consecutive PCI grahts.
2. For the PCI priority queue, the last agent granted is always dropped to the bottom of the queue for the next arbitra-
tion cycle. However, the order of the chain is always preserved.

PCI Priority Queue

REQO#

Oa0202020

290518-14

Figure 12. Arbitration Priority Rotation

4.7 Clock Generation and Distribution

The TSC and CPU.should be clocked from one clock
driver output to minimize skew between the CPU
and TSC. The TDPs should share another clock driv-
er output.

4.7.1 RESET SEQUENCING

The TSC is asynchronously reset by the PCl reset
(RST #). After RST # is negated, the TSC resets the
TDP by driving HOE#, MOE#, and POE# to 1 for
two HCLKs. The TSC changes HOE #, MOE #, and
POE # to their default value after the TDP is reset.

I PRELIMINARY

Arbiter (Central Resource) Functions on Reset ‘

The TSC arbiter includes support for PCI central re-
source functions. These functions include driving the
AD[31:0], C/BE[3:0]#, and PAR signals when no
agent is granted the PCI Bus and the bus is idle. The

, TSC drives 0’s on these signals during reset and

drives valid levels when no other agent is granted
and the bus is idle.
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5.0 PINOUT AND PACKAGE INFORMATION

5.1 82437FX Pinout

-
- -
s e s e e -
wwn ] orcnvnl Xavwn >2INorencr-u? olewverssc—u
ao W o 3'.-.-.-.-.-.-W¢og>8¢.g;<"'.-.-—.-$ P A g
nn[ [ [ 'léﬁﬁgﬁgﬁﬁﬁsﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ[r ffﬁﬁs ﬁﬁﬁﬁnanmﬁgﬁ
/ aRisigdassesssisvsssasasIsvasen: gegs3sveszas |
vss——1 O 56 -——— VS8
V§§ 2 55 —— V!
ADO — 3 54 =Fctl‘§m
TIO0 ———] 4 53 f—-r
TI01 ———H'§ 52 E——— PHLDA#
TI02 ——] ¢ 51 F=——— REQO!
1107 = 7 150 /—— GNTo#
TIOs —— 8 149 ———= REQ1
TiI06 —— ¢ a8 =aml
7104 ——] 10 47— R
TI03 C——nr 11 48 ——— GNT2¢
TWE# C———] 12 45 F———— REQ3#
AAL ———] 13 44 F/—— GNT3#
CADSH#/CAA3 C———] 14 43 ——— CAS2¢
OE# ———— 15 42 zsﬁ"
E4¥ ——] 16 4 0#
CWES# —— 17 40 F=———— CAS4#
CWESs ——] 18 39 E———1 CAS1#
CWE7e —— 19 138 ='°ﬁ§“
CWEo# ——— 20 137 E=———— CAS3#
CWE1# ——— 21 136 E——— CAS7#
CWE28 T—— 22 135 fe———— RAS1#
CWE3s C— 23 34 E——— RASO#
CCS#/ICABA ] 24 33 F=—o RAS3#
CAB3 —— 25 32 ——— RAS2#
Vs C——— 26 31 E=——= V!
vob3/——— 27 30 ——ovDD3
A23 ——] 28 20 F——— R,
A2 ——— 29 28— MA11
A26 ——] %0 21 FE—— MA10
A27 ——] 31 26 ———I MA9
A22 ——] ;g ;: :l.lﬂ’
A2
A25 — 3 23— MAS
A2s——— 35 . 122 =/ MAs
A3 ——] 36 21 F=——o MA4
A3 — 37 120 F——— MA3
Aso —— 38 119 E—— MA2
A20 ——] 29 18 f=—=——o MAB1
A4 — 40 17 F——= MABO
ATC——— 4 16— MAA1
AsC—— 42 15 F=——— MAA0
AS —— 4 14 f=——— MOE#
A8 —— 44 13 POE#
A1 — 45 12 =no Y
A10 ——— 46 11 =0 MADVs
AMec——— 41 10 f— MSTB
A7TC—— ® 09 ——— PCMD1
AleT——] 4 08 E———— PCMDO
A19 ——] 50 07 ——= PLINK15
vss ——— 51 06 f——— VS§
vss ——— 52 05 F——— V§§
e
PR R R PP e T T S PP TP P I T PP PP T T LAt
Pt e e SR o i o o oo
>> oaosgz O<«O5Fx” da> " onnannanSSSSSSSSS Srarr 2SS
2 & <o ou =2 dadeasaadadgdy

290518-15

Figure 13. 82437FX Pin Assignment
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Table 12. 82437FX Alphabetical Pin Assignment

I PRELIMINARY

Name Pin# Type Name Pin# Type Name Pin# Type
A3 37 110 ADO 3 170 AD29 161 110
A4 40 10 AD1 206 170 AD30 160 | 1/0
A5 43 170 AD2 205 170 AD31 159 | 1/0
A6 42 10 AD3 204 170 ADS# 70 |
A7 41 170 AD4 203 1/0 AHOLD 65 o
A8 44 110 AD5 202 10 BEO# 80 |
A9 56 170 AD6 201 10 BE1 # 81 !
A10 46 170 AD7 200 170 BE2# 82 |
A11 45 170 ADS 198 10 BE3# 83 |
A12 57 1/0 AD9 197 10 BE4# 84 |
A13 59 170 AD10 | 194 170 BE5# 85 |
Al4 58 1/0 AD11 193 170 BE6# 86 I
A15 60 10 AD12 102 170 BE7# 87 !
A16 47 10 AD13 191 170 BOFF # 68 0
A17 48 110 AD14 190 170 BRDY # 66 0
A18 49 170 AD15 189 170 C/BEO# | 199 | 1/0
A19 50 10 AD16 177 170 C/BE1# | 188 | 1/0
A20 55 110 AD17 176 110 C/BE2# | 178 | 10
A21 29 110 AD18 175 10 C/BE3# | 167 | 1/0
A22 32 10 AD19 174 110 CAB3 25 0
A23 28 170 AD20 173 110 CACHE# | 63 I
A24 30 170 AD21 172 110 CADS#/ | 14 0
A25 34 170 AD22 171 110 CAA3
A26 33 1/0 AD23 168 10 gﬁﬂ’#’ 13 o
A27 31 170 AD24 166 110 CrsoF oy 5
A28 35 170 AD25 165 170 v poo 5
A29 39 170 AD26 164 o Ac2s e 5
A30 38 170 AD27 | 163 110 cAcar ppe 5
A31 36 110 AD28 162 110 crcer p” 5
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Table 12. 82437FX Alphabetical Pin Assignment (Continued)

Name Pin# Type Name Pin# Type Name Pin# Type
CAS5# 138 0 MA3 120 0 PLINKS 9% | 1o
CAS6# 142 o MA4 121 o PLINK9 97 | wo
CAS7# 136 | O MAS5 122 o | [ punkio 98 | I/0
CCS#/ 24 0 MA6 123 0 PLINK11 99 1/0
CAB4 : MA7 " 124 o PLINK12 100 | 110
COE# 15 0 MA8 125 0 PLINK13 101 | 10
CWEO# 20 0o MA9 126 0 PLINK14 | 102 | 1/O
CWET# 21 o MA10 127 o] PLINK15 107 110
CWE2# 22 0 MA11 128 0 POE# 113 0
CWE3# 23 o MAAO 115 0 RASO# 134 0
CWE4# 16 0 MAA1 116 0 RAS1# 135 0
CWES# | 17 o MABO 117 o RAS2# 132 o
CWEB# 18 o MAB1 118 0 RAS3# 133 0
CWE7# 19 o MADV # 111 o RAS4 # 129 o
D/C# A MOE # 114 0 REQO# | 151 I
DEVSEL# | 184 | I/O MSTB# 110 0 REQ1# 149 | .1
EADS # 69 o NA# 67 o REQ2# 147 |
FRAME# | 179 | IO PAR 187 | 1/0 REQ3# 145 |
GNTO# 150 o PCLKIN 154 | RST# 77 |
GNT1# 148 0 PCMDO 108 o SMIACT# | 74 |
GNT2# 146 o PCMD1 109 0 STOP# 185 | 1/0
GNT3# 144 | O PHLD # 153 | TIOO 4 1/0
HCLKIN 76 ! PHLDA# | 152 0 TIO1 | s /0
HITM# 72 | PLINKO 88 1/0 TIO2 6 1/0
HLOCK# 61 : PLINKI |. 89 10 TIO3 11 1/0
HOE# "2 | © PLINK2 90 10 TIO4 10 | 1o
IRDY # 180 | /0 PLINK3 91 110 TIOS 9 1/0
KEN# 64 o | PLINK4 92 10 TIOB 8 1/0
LOCK# 186 | /0 PLINK5 93 10 TIO? 7 1/0
M/I0# 62 ! PLINK6 94 | 110 TRDY # 181 | 1/0
MA2 119 o PLINK? 95 1/0 TWE # 12 o
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82437FX TSC AND 82438FX TDP

I PRELIMINARY

Name Pin# Type Name Pin# Type Name Pin# Type
vDD3 27 \ VDD5 183 \ VSS 79 \"
VvDD3 53 \ VDD5 196 A" VSS 105 \'
VvVDD3 104 \" VDD5 207 \ VSS 106 v
vDD3 130 \" VDD5 208 \ VSS 131 \
VDDS5S 54 v VSss 1 Y VSS 155 v
VvDD5 78 Vv VSS 2 v VSS 156 \'
VDD5 103 \" VSS 26 \" VSS 169 \
VDD5 157 \" VSS 51 Vv VSS 182 \
VDD5 158 \ VSS 52 \ VSS 195 v
VDD5 170 \ VSS 75 \ W/R# 73 |
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5.2 82438FX Pinout

O~ AN MWD O O v g W
. X¥MENYNYYNYXYNXY »,00m>
tTONrOZZZZZZZZnAOSSFHOW
000005 I 1 J 111 NQ00NZIO0
IIIITaaoaoaocooo0a>>0a=FTZETI
OO~ OIDTOAN ™ ODNDOMN OIDTMAN —
VSS ————1 80 |——— vSsS
VDD3 ———2 79 ———= vDD3
HD5 ————43 78 — POE#
HDe C———]4 77 E=—— MOE#
HD7 ——5 76 ——— VDD3/5
HD8 ————6 75 F—= MD15
HD9 ———7 74 /—— MD31
HD10 &——8 73 —3 MD7
HD11 =——9 72 — MD23
HD12 &=———10 71 — MD14
HD13 ———11 70 —— MD30
HD14 ————12 69 — MD6
HD15 ————13 68 F———— MD22
HD16 ————14 67 — MD13
HD17 —=——415 66 F————— MD29
HD18 ——16 65 —— VSS
HD19 ——4317 64 —— VDD3/5
HD20 —=———18 63 —— MD5
VSS /————19 62 ——— MD21
HD21 ———320 61 —— MD4
HD22 ———21 60 — MD20
HD23 ——22 59 ——— MD12
HD24 ————23 58 — MD28
VDD3 ————24 57 ——— MD3
HD25 ——————25 56 —— MD19
HD26. ———26 55 — MD11
HD27 ——27 54 ——— MD27
VSs /128 53 —— VSS
VDD5 ————29 52 —— VDD5
HCLK &———30 51 — MD2

vss =——31
HD29 ———33
HD30 =———{34
HD31 =——={35
VDD3 =——]36
vss 37
MD24 =———|38
MDs ———{39
MD16 ==———40
MD0 =—— 41
MD25 =———]42
MD9 =——43
MD1 =——]45
MD26 ———}46
VDD3/5 ————|48

V§§ 49
MD18 ————50

NOTES:
and to the 5V rail for 5V DRAMSs.

' VDD3 is connected to the 3.3V rail; VDD5 is connected to the 5V, VDD3/5 is connected to the 3.3V rail for 3.3V DRAMs

290518-16

Figure 14. 82438FX Pin Assignment
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Table 13. 82438FX Alphabetical Pin Assignment

I PRELIMINARY

Name Pin# Type Name Pin# Type Name Pin# Type
HCLK 30 I HD29 33 1/0 MD25 42 170
HDO 96 I/0 HD30 34 1/0 MD26 46 110
HD1 97 I/0 HD31 35 1/0 MD27 54 1/0
~ HD2 98 170 HOE # 81 ] MD28 58 1/0
HD3 99 170 MADV # 82 I MD29 66 1/0
HD4 100 I/0 MDO 41 1/0 MD30 70 1/0
HD5 3 /0 MD1 45 1/0 MD31 74 I/0
HD6 4 170 MD2 51 170 MOE # 77 |
HD7 5 170 MD3 57 170 MSTB# 83 |
HD8 6 110 MD4 61 170 PCMDO 85 |
HD9 7 e} MDS5 63 170 PCMD1 84 ]
HD10 8 170 MD6 69 1/0 PLINKO 95 1/0
HD11 9 110 MD7 73 /0 PLINK1 94 170
HD12 10 110 MD8 39 1/0 PLINK2 93. 110
HD13 11 1/0 MDS9 43 1/0 PLINK3 92 1/0
HD14 12 1/0 MD10 47 1/0 PLINK4 91 1/0
HD15 13 170 MD11 55 170 PLINKS 90 170
HD16 14 1/0 MD12 59 170 PLINK6 89 1/0
HD17 15 1/0 MD13 67 170 PLINK? 88 1o
HD18 16 110 MD14 71 170 POE # 78 |
HD19 17 1/0 MD15 75 170 vDD3 2 v
HD20 18 1/0 MD16 40 1/0 vDD3 24 v
HD21 20 170 MD17 44 110 VDD5 29 Y
HD22 21 1/0 MD18 50 170 vDD3 36 v
HD23 22 1/0 MD19 56 170 vDD3/5 48 v
HD24 23 1/0 MD20 60 170 VDD5 52 v
HD25 25 1/0 MD21 62 /0 . VDD3/5 64 v
HD26 26 1/0 MD22 68 110 VvDD3/5 76 v
HD27 27 1/0 MD23 72 1/0 VvDD3 79 v
HD28 32 1/0 MD24 38 170 VvDD5 86 %
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Table 13. 82438FX Alphabetical Pin Assignment (Continued)

Name ‘Pin# Type Name Pin# Type Name Pin# Type
VSss 1 V. VSS 37 \ VSs 80 v
VSS 19 v vss | 49 \" VSS 87 v
VSS 28 Vv VSssS 53 Vv

VSS 31 Vv VSS 65 v

5.3 82437FX Package Dimensions

157=

4
T

[—
.
.
.
.
.
.

] ‘
=—
2082 m]_F 53
52

1 Units: mm
' * Note* Height Measurements same '
as Width Measurements
rar——————— M
290518-17

Figure 15. 208 Pin Quad Flat Pack (QFP) Dimensions

1-58 PRELIMINARY l



_ .
|nte| . 82437FX TSC AND 82438FX TDP

Table 14. 208 Pin Quad Flat Pack (QFP) Dimensions

Symbol Description Value (mm)
A Seating Height ’ 4.25 (max)

Al Stand-off 0.05 (min); 0.40 (max)
b Lead Width 0.2 £ 0.10

(o} Lead Thickness 0.15 +0.1/-0.05
D Package Length and Width, including pins 30.6 = 0.4

D1 Package Length and Width, excluding pins 28 +£ 0.2

el Linear Lead Pitch 0.5 = 0.1

Y . Lead Coplanarity 0.08 (max)

L1 Foot Length 0.5 + 0.2

T Lead Angle ‘ . 0°-10°
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5.4 82438FX Package Dimensions
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Units: mm
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Figure 16. 100 Pin Plastic Quad Flat Pack (PQFP) Dimensions
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Table 15. 100 Pin Quad Flat Pack (QFP)

82437FX TSC AND 82438FX TDP

6.0 82437FX TSC TESTABILITY

6.1 Test Mode Description

The test modes are decoded from the REQ# [3:0]
and qualified with the RESET # pin. Test mode se-
lection is asynchronous, these signals need to re-
main in their respective state for the duration of the
test modes. The test modes are defined as follows.

Test

Mode RST# |REQO# | REQ1+# |[REQ2+# | REQ3 #
NAND| 0 0 0 0
Tree

Dimensions

Symbol Description Value (mm)

A Seating Height 3.3 (max)

Al Stand-off 0.0 (min);

0.50 (max)

b Lead Width 0.3 £ 0.10

C Lead Thickness 0.15 +0.1/-0.05

D Package Width, 179 £ 0.4
including pins

D1 Package Width, 140.2
excluding pins

E Package Length, | 23.9 £ 0.4
including pins

E1 Package Length, | 20 + 0.2
excluding pins

el Linear Lead Pitch | 0.65 + 0.12

Y Lead Coplanarity | 0.1 (max)

L1 Foot Length 0.80.2

T Lead Angle 0°-10°

I PRELIMINARY

6.2 NAND Tree Mocle

Tri-states all outputs and bi-directional buffers ex-
cept for RST#, REQ# [3:0], GNT # [3:1]. The NAND
tree follows the pins sequentially around the chip
skipping only RESET#, REQ#[3:0], and
GNT#([3:1]. The first input of the NAND chain
GNTO#, and the NAND chain is routed counter-
clockwise around the chip {e.g., GNTO#, PHLDA #,
... ). The only valid outputs during NAND tree mode
are GNT1#, GNT2#, and GNT3#. GNT1# and
GNT #3 are both final outputs of the NAND tree, and
GNT2# is the halfway point of the NAND tree.

To perform a NAND tree test, all pins included in the
NAND tree should be driven to 1 with the exception
of PCLKIN which should be driven to 0.

Beginning with GNTO# and working counter-clock-
wise around the chip, each pin can be toggled with a
resulting toggle observed on GNT3#, GNT2#, and
GNT1#. The GNT2# output is provided so that the
NAND tree test can be divided into two sections.
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Table 16. NAND Tree Cell Order for the 82437FX

Pin # | Pin Name Notes Pin # | Pin Name Notes

77 RST# Must be 0 to enter NAND 171 | AD22
tree mode. This signal must
remain 0 during the entire 172 AD21
NAND tree test. 173 | AD20

145 REQ3# Must bedO tt_:lv_ enter NAND 174 AD19

. ‘ tree mode. This signal must -

remain 0 during the entire 175 AD18
NAND tree test. 176 AD17

147 | REQ2# | Mustbe 0 to enter NAND 177 | AD16
tree mode. This signal must -
remain O during the entire 178 | C/BE2#
NAND tree test. 179 ERAME #

149 | REQ1# Must be 0 to enter NAND 180 | IRDY#
tree mode. This signal must
remain O during the entire 181 TRDY #
NAND tree test. 184 DEVSEL #

151 | REQO# Must be 0 to enter NAND
tree mode. This signal must 185 STOP#
remain O during the entire 186 LOCK #
NAND tree test. 187 PAR

150 GNTO# grtg;:] ?f the NAND tree 188 C/BE1#

152 | PHLDA# 189 | AD15

153 | PHOLD# 190 | AD14

154 | PCLKIN | PCLKIN needs to be 0 to 191 | AD13
pass the NAND-tree chain, a 192 AD12
logic 1 will block the NAND-
tree chain. - 193 AD11

159 AD31 194 AD10

160 | AD30 197 | AD9

161 AD29 198 AD8

163 | AD27 200 | AD7

164 | AD26 201 | AD6

165 | AD25 202 | AD5

166 | AD24 203 AD4

167 | C/BE3# 204 | AD3

168 | AD23 205 | AD2
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82437FX TSC AND 82438FX TDP

PRELIMINARY

Pin # | Pin Name Notes Pin # | Pin Name Notes

206 AD1 33 A26

3 ADO 34 A25

4 TIO0 35 A28

5 TIO1 36 A31

6 TIO2 37 A3

7 TIO7 38 A30

8 TIO6 39 A29

9 TIOS 40 A4

10 TIO4 41 A7

11 TIO3 42 A6

12 TWE # 43 A5

13 CADV#/ 44 A8
CAM 45 | A1

14 8225# / 46 | A10

15 COE# 47 A16

16 CWE4 # 48 Af7

17 CWES5 # 49 A18

18 CWES6 # S0 A19

19 CWE7 # %5 A20

20 CWEOQ # s6 A9

21 CWE1 # 57 Al2

22 CWE2# 58 Al4

23 CWE3 # 59 A13

24 CCS#/ €0 A18 -
CAB4 61 HLOCK #

25 CAB3 62 M/10#

28 A23 63 CACHE #

29 A21 64 KEN #

30 A24 65 AHOLD

31 A27 66 BRDY #

32 A22
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Table 16. NAND Tree Cell Order for the 82437ny (Continued)

Pin # | Pin Name Notes Pin # | Pin Name Notes
67 NA# 101 PLINK13
68 BOFF # 102 PLINK14
69 EADS # 107 PLINK15
70 ADS# - 108 PCMDO
71 D/C# 109 PCMD1
72 HITM# 110 MSTB#
73 W/R# 111 MADV #
74 SMIACT # 112 | HOE#
76 HCLKIN 113 POE #
80 BEO# 114 MOE #
81 BE1# 115 MAAO
82 BE2# 116 MAA1
83 BE3# 117 MABO
84 BE4# 118 MAB1
85 BE5# 119 MA2
86 BE6 # 120 MA3
87 BE7# 121 MA4
88 PLINKO 122 MA5
89 PLINK1 123 MAG6
90 PLINK2 124 MA7
91 PLINK3 125 MA8
92 PLINK4 126 MA9
93 PLINK5 127 MA10
94 PLINK6 128 MA11
95 PLINK7 129 RAS4 #
96 PLINK8 132 RAS2#
97 PLINKS9 133 RAS3#
98 PLINK10 134 RASO #
99 PLINK11 135 RAS1 #
100 PLINK12 136 CAS7 #
!
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Table 16. NAND Tree Cell Order for the 82437FX (Continued)

Pin # | Pin Name Notes Pin # | Pin Name Notes

137 CAS3# 143 CAS2#

138 CAS5# 144 GNT3# Final output of the NAND
139 CAS1# tree chain.

140 CAS4# 146 GNT2# :-rlgg ‘v:v:ayi I'sn'omt of the NAND
141 | CASO+ 148 | GNT1# | Final output of the NAND-
142 CAS6 # tree chain.

PRELIMINARY
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Figure 17 is a schematic of the NAND tree circuitry. . .

‘GNTO#

|
Yl

PHLDA
D_
GNT2# GNT2#
At '—j |
o
T NAND CHAIN
SELECT
o —
o
[o]
CAS6# I——
00— GNT1#
CAS2# DC GNT1#
D..____
' NAND CHAIN
SELECT
GNT3# 1~ anTa#
'NAND CHAIN
SELECT

290518-19

Figure 17. 82437FX NAND Tree Circuitry
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NAND Tree Timing Requirements

Allow 800 ns for the input signals to propagate to the
NAND tree outputs (input-to-output propagation de-
lay specification).

7.0 82438FX TDP TESTABILITY

7.1 Test Mode Description

The test modes are decoded from HOE #, MOE #,
POE#, and MSTB#. HCLK must be active for at
least one clock to sample the above signals. Once
these signals are sampled then HCLK must be as-
serted to O for the duration of the NAND tree test.
The test modes are defined as follows.

Test Mode | HOE# | MOE# | POE# | MSTB#

NAND Tree 1 1 1 1

NAND tree mode is exited by starting HCLK with
HOE#, MOE#, and POE# not equal to “111".

PRELIMINARY

82437FX TSC AND 82438FX TDP

7.2 NAND Tree Mode

Tri-states all outputs and bidirectional buffers except
for MDO which is the output of the NAND tree. The
NAND tree follows the pins sequentially around the
chip skipping only HCLK and MDO. The first input of
the NAND chain is HD5, and the NAND chain is rout-
ed counter-clockwise around the chip (e.g., HD5,
HD6 . . .). The only valid output during NAND tree
mode is MDO.

To perform a NAND tree test, all pins included in the
NAND tree should be driven to 1, with the exception
of HCLK and MDO. Beginning with HD5 and working
counter-clockwise around the chip, each pin can be
toggled with a resulting toggle observed on MDO.
After changing an input pin to 0, keep it at O for the
remainder of the NAND tree test.
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Table 17. NAND Tree Cell Order for the 82438FX

Pin # | Pin Name Notes Pin # | Pin Name
77 MOE # Must be 1 to enter NAND 13 HD15
tree mode. This pin is
included in the NAND tree 14 HD16
mode input pin sequence. 15 HD17
78 POE # Must be 1 to enter NAND 16 HD18
tree mode. This pin is
included in the NAND tree 17 . | HD19
mode input pin sequence. 18 HD20
81 HOE # Must be 1 to enter NAND 20 HD21
tree mode. This pin is
included in the NAND tree 21 HD22
mode input pin sequence. 22 HD23
83 MSTB # Must be 1 to enter NAND 23 HD24
tree mode. This pin is g
included in the NAND tree 25 HD25
mode input pin sequence. 26 HD26
30 HCLK HCLK must clock at least
once to sample MOE #, 27 HD27
POE #, HOE #, and MSTB # 32 HD28
to select NAND tree mode.
Then to enter NAND tree 33 HD29
mode HCLK must remain 0. 34 HD30
To exit NAND tree mode
HCLK must be started. 35 HD31
41 MDO Output of the NAND tree 38 MD24
chain. 39 MD8
3 HD5 First signal in the NAND tree 40 MD16
chain.
42 MD25
4 HD6
43 MD9
5 HD7
44 MD17
6 HD8
45 MD1
7 HD9
46 MD26
8 HD10
47 MD10
9 HD11
50 MD18
10 HD12
51 MD2
11 HD13
54 MD27
12 HD14
55 MD11
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Table 17. NAND Tree Cell Order for the 82438FX (Continued)

PRELIMINARY

Pin # | Pin Name Notes Pin # | Pin Name Notes
56 MD19 81 HOE # Must be 1 to enter NAND
57 MD3 itr:?:Ieuzin:c? 51- ;ZSNF:&T\IE tree
58 MD28 mode input pin sequence.
59 MD12 82 MADV #
60 MD20 83 MSTB # Mustbe 1 to enter NAND
61 | Mmps inatuded n the NAND tree
62 MD21 mode input pin sequence.
63 MD5 84 PCMD1
66 MD29 85 PCMDO
67 MD13 88 PLINK7
68 MD22 89 PLINK6
69 MD6 90 PLINK5
70 MD30 91 PLINK4
71 MD14 92 PLINKS
72 MD23 93 PLINK2
73 MD7 ‘94 PLINK1
74 MD31 95 PLINKO
75 MD15 96 HDO
77 MOE # Must be 1 to enter NAND 97 HD1
inctuded  the NAND iree % | Hb2
mode input pin sequence. 99 HD3
78 POE # Must be 1 to enter NAND 100 HD4 Final signal in the NAND tree
tree mode. This pin is chain.
included in the NAND tree
mode input pin sequence.
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Figure 18 is a schematic of the NAND tree circuitry.

HD5 ' )3
D._____._
D._...____—__
(<]
° Normal MDO Output
HD4 L——- >
O—

NAND CHAIN
SELECT

MDo

290518-20

Figure 18. 82438FX NAND Tree Circuitry

NAND Tree Timing Requirements
Allow 500 ns for the input signals to propagate to the

NAND tree outputs (input-to-output propagation de-
lay specification).
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ADVANCE INFORMATION

82371FB PCI ISA IDE XCELERATOR (PlIX)

m Provides a Bridge Between the PCI Bus
and ISA Bus

m PCI and ISA Master/Slave Interface
— PCI from 25 to 33 MHz
— ISA from 7.5 to 8.33 MHz
— Five ISA Slots

m Fast IDE Interface
— Supports PIO and Bus Master IDE
— Supports Up to Mode 4 Timings
— Transfer Rates to 22 Mbytes/Sec
— 8 x 32-Bit Buffer for Bus Master IDE
PCI Burst Transfers

m Plug-and-Play Port for Motherboard
Devices
— 2 Steerable DMA Channels
— Fast DMA with 4-Byte Buffer
— Up to 2 Steerable Interrupt Lines -
— 1 Programmable Chip Select

B Steerable PCI Interrupts for PCI Device
Plug-and-Play

m Functionality of One 82C54 Timer
— System Timer
— Refresh Request
— Speaker Tone Output

Functionality of Two 82C59 Interrupt

Controllers

— 14 Interrupts Supported

— Independently Programmable for
Edge/Level Sensitivity

Enhanced DMA Functions

— Two 8237 DMA Controllers

— Fast Type F DMA

— Compatible DMA Transfers

— Seven Independently Programmable
Channels

X-Bus Peripheral Support

— Chip Select Decode

— Controls Lower X-Bus Data Byte
Transceiver

System Power Management (Intel SMM
Support)

- — Programmable System Management

Interrupt (SMl)Hardware Events,
Software Events, EXTSMI#

— Programmable CPU Clock Control
(STPCLK #)

— Fast-On/Off Mode

Non-Maskable Interrupts (NMI)

— PCI System Error Reporting

NAND Tree for Board-Level ATE

Testing

208-Pin QFP

The 82371FB PCI ISA IDE Xcelerator (PlIX) is a multi-function PCI device implementing a PCi-to-ISA bridge. In
addition, the PIIX has an IDE interface with both programmed /0 (PIO) and Bus Master functions. As a PCl-to-
ISA bridge, the PIIX integrates many common 1/0 functions found in ISA-based PC systems—a seven channel
DMA controller, two 82C59 interrupt controllers, an 8254 timer/counter, Intel SMM power management sup-
port, and control logic for NMI generation. In addition to compatible transfers, each DMA channel supports
type F transfers. Chip select decoding is provided for BIOS, real time clock, and keyboard controller. Edge/lev-
el interrupts and interrupt steering are supported for PCI plug and play compatibility.

For motherboard plug-and-play compatibility, the PIIX also provides two steerable DMA channels (including
type F transfers), up to two steerable interrupt lines, and a programmable chip select. The interrupt lines can

be routed to any of the available ISA interrupts.

The PIlIXs fast IDE interface supports two IDE connectors for up to four IDE deVices providing an interface for

IDE hard disks and CD ROMs.

November 1995
Order Number: 290519-001
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/
PCICLK ——» ¢ » SD[15:0
AD[31:0] <¢— b |o¢§stsl .
C/BE[3:0]# < > MEMCS16#
FRAME# < < > MEMR#
TRDY# < » MEMW#
IRDY# PCI > AEN
STOP# < Bus ¢ » I0CHRDY
DEVSEL# < Interface ISA IOCHK#
SERR# Bus > SYSCLK
PAR < Interface > BALE
IDSEL e > |OR#
PHOLD « > loW#
PHOLDA# —— > SMEMR¥
> SMEMW#
MDRO[1:0] — ¢ ZEROWS#
H er ” -
» SA[7:0]
MDAKI1:0}# < Board [7:01
MIRQ[1:0] ——p| Interface —» DD12/SBHE#
» DD[11:0/SA[19:8]
oo s 2
CPURST < >
< System X > LA21/CS1P
PCIRST# < et >
RSTDRV + > LA20/CS3P
NT < » LA[19:17)/DA[2:0]
» DIOR#
IRQ8# IDE : DIOW#
IRQ12/M Interface DDRQ[1:0]
INTR < \ > DDAK[1:0]#
: NMI < nterrupt e 10RDY
IRQ[15,14,11:9,7:3,1] —— » SOE#
PIRQIA:D}# ——» » SDIR
< » DD[14:13]
SMIK < v «—
STPCLK# <« Power
v
EXTSMI# ——»| Mgmt X [~ DD1S/PCS#
SPKR < Timers/ . > ig'::
osc—r—+ © X-Bus » RTCALE
e e FERR#
DREQ[7:5,3:0] ——»| Logic » IGNNE#
DACKI7:5,3:0]# ¢ » BIOSCSH
TC < DMA » RTCCS#
HEFRESH# €}—»]. > KBCS#
Test L TESTING
82371FB PIIX Simplified Block Diagram
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1.0 SIGNAL DESCRIPTION

This section contains a detailed description of each
signal. The signals are arranged in functional groups
according to their interface.

The “#"” symbol at the end of a signal name indi-
cates that the active or asserted state occurs when
the signal is at a low voltage level. When “#” is not
present after the signal name, the signal is asserted
when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “active-low” and “active-high” sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

Certain signal pins provide two separate functions.
At the system level, these pins drive other signals
with different functions through external buffers or
transceivers. These pins have two different signal
names depending on the function. These signal
names have been noted in the signal description ta-
bles, with the- signal whose function is being de-

82371FB (PIIX)

scribed in bold font. (For example, LA23/CS1S is in
the section describing CS1S and LA23/CS1S is in
the section describing LA23).

The following notations are used to describe the sig-
nal type:
I Input is a standard input-only signal.

(o) Totem Pole Output is a standard active driv-
er.

170 Input/Output is a bi-directional, tri-state sig-
nal.

od Open Drain allows multiple devices to share
as a wire-OR.

t/s Tri-state is a bi-directional, tri-state input/
output pin.

s/t/s Sustained Tri-state is an active low tri-state

signal owned and driven by one agent at a
time. The agent that drives a s/t/s pin low
must drive it high for at least one clock be-
fore letting it float. A new agent can not
start driving a s/t/s signal any sooner than
one clock after the previous owner tri-states
it. An external pull-up is required to sustain
the inactive state until another agent drives
it and must be provided by the central re-

source.
1.1 PCI Interface Signals

Signal Name | Type Description

PCICLK [ PCI CLOCK: PCICLK provides timing for all transactions on the PCI Bus. All other
PClI signals are sampled on the rising edge of PCICLK, and all timing parameters
are defined with respect to this edge. PCI frequencies of 25-33 MHz are
supported.

AD[31:0] I1/0 | PCI ADDRESS/DATA: The standard PCl address and data lines. The address is

driven with FRAME # assertion and data is driven or received in following clocks.

C/BEI[3:0] # 1/0

following clocks.

BUS COMMAND AND BYTE ENABLES: The command is driven with FRAME #
assertion. Byte enables corresponding to supplied or requested data is driven on

FRAME # 1/0 | FRAME: Assertion indicates the address phase of a PCI transfer. Negation
(s/t/s) | indicates that one or more data transfer is desired by the cycle initiator.
TRDY # 1/0 | TARGET READY: Asserted when the target is ready for a data transfer.
(s/t/s)
IRDY # 1/0 | INITIATOR READY: Asserted when the initiator is ready for a data transfer.
(s/t/s)
STOP # 1/0 | STOP: Asserted by the target to request the master to stop the current transaction.
(s/t/s)
IDSEL | INITIALIZATION DEVICE SELECT: IDSEL is used as a chip select during

configuration read and write transactions.

| ADVANGCE INFORMATION
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Signal Name | Type Description
DEVSEL # 1/0 | DEVICE SELECT: The PIIX asserts DEVSEL # to claim a PCI transaction through
(s/t/s) | positive or subtractive decoding.
PAR (0] CALCULATED PARITY SIGNAL: PAR is “‘even” parity and is calculated on 36
bits—AD[31:0] plus C/BE[3:0] #.
SERR # | SYSTEM ERROR: SERR # can be pulsed active by any PCl device that detects a
system error condition. Upon sampling SERR # active, the PIIX can be
| programmed to generate a non-maskable interrupt (NMI) to the CPU.
PHOLD # (0] PCI HOLD: The PIlIX asserts this signal to request the PCI Bus.
PHLDA # | PCI HOLD ACKNOWLEDGE: The TSC asserts this signal to grant the PCI Bus to
the PIIX.

1.2 Motherboard 1/0 Device interface Signals

Signal Name

Type

Description

MDRQI[1:0]

MOTHERBOARD DEVICE DMA REQUEST: The signals can be connected
internally to any of DREQI3:0,7:5]. Each pair of request/acknowledge signals is
controlled by a separate register. Each signal can be configured as steerable )
interrupts for motherboard devices. )

-MDAKI[1:0] #

MOTHERBOARD DEVICE DMA ACKNOWLEDGE: These signals can be
connected internally to any of DACKI3:0,7:5]. Each pair of request/acknowledge
signals is controlled by a separate register. Each signal can be configured as
steerable interrupts for motherboard devices.

MIRQ[1:0]

MOTHERBOARD DEVICE INTERRUPT REQUEST: The MIRQ signals can be
internally connected to interrupts IRQ[15,14,12:9,7:3]. Each MIRQx line has a
separate Route Control Register. If MIRQx and PIRQx are steered to the same ISA
interrupt, the device connected to the MIRQx should produce active high, level-
sensitive interrupts. If the Bus Master mode of the IDE interface is used and the
secondary IDE channel is used, the interrupt for that channel must be connected to
MIRQO.

If an MIRQ line is steered to a given IRQ input to the internal 8259 the
corresponding ISA IRQ is masked, unless the Route Control Register is
programmed to allow the interrupts to be shared. The should only be done if the
device connected to the MIRQ line and the device connected to the ISA IRQ line
both produce active high level interrupts. -
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1.3 IDE Interface Signals

Signal Name | Type Description

DDI[15:0]/ 1/0 | DISK DATA: These signals directly drive the corresponding signals on up to two IDE

PCS#, (o] connectors (primary and secondary). In addition, these signals are buffered (using

SBHE #, 1/0 | 2xALS245's on the motherboard) to produce the SA[19:8] and PCS# and SBHE #

SA[19:8] I/0 | signals (see separate descriptions).

DIOR # (0] DISK 1/0 READ: This signal directly drives the corresponding signal on up to two
IDE connectors (primary and secondary).

DIOW#: O | DISK I/0 WRITE: This signal directly drives the corresponding signal on up to two
IDE connectors (primary and secondary).

DDRQ[1:0] | DISK DMA REQUEST: These input signals are directly driven from the DRQ signals
on the primary (DDRQO) and secondary (DDRQ1) IDE connectors. They are used in
conjunction with any ISA-Compatible DMA channel.

DDAKI[1:0] # O | DISK DMA ACKNOWLEDGE: These signals directly drive the DAK# signals on the
primary (DDAKO #) and secondary (DDAK1 #) IDE connectors. These signals are
used in conjunction with the PCI Bus Master IDE function and are not associated
with any ISA-Compatible DMA channel.

IORDY | 10 CHANNEL READY: This input signal is directly driven by the corresponding
signal on up to two IDE connectors (primary and secondary).:

SOE # O | SYSTEM ADDRESS TRANSCEIVER OUTPUT ENABLE: This signal controls the
output enables of the 245 transceivers that interface the DD[15:0] signals to the
SA[19:8], SBHE #, and PCS# signals.

SDIR O | SYSTEM ADDRESS TRANSCEIVER DIRECTION: This signal controls the direction

of the ‘245 transceivers that interface the DD[15:0] signals to the SA[19:8],
SBHE #, and PCS # signals. Default condition is high (transmit). When an ISA Bus
Master is granted use of the bus, the transceivers are turned around to drive the ISA
address [19:8] on DD[15:3]. The address can then be latched by the PIIX. In this
case, the SDIR signal is low (receive). The SOE # and SDIR signals taken together
as a group can assume one of three states:

SOE# SDIR State

0 1 PCl to ISA transaction
1 1 PCito IDE
0 0 ISA Bus Master
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Signals Buffered from LA[23:17]

These signals are buffered from the LA[23:17] lines by an ALS244 tri-state buffer. The output enable of this
buffer is tied asserted. These signals are set up with respect to the IDE command strobes (DIOR# and IOW #)
and are valid throughout 1/0 transactions targeting the ATA Register clock(s).

Signal Name | Type ' Description

LA23/ I/0 | CHIP SELECT: CS1S is for the ATA command register block and corresponds to

CS1S the inverted CS1FX# on the secondary IDE connector. CS18S is inverted externally
(see PCI Local Bus IDE section).

LA22/ 1/0 | CHIP SELECT: CS3S is for the ATA control register block and corresponds to the

CS3s inverted CS3FX# on the secondary IDE connector. CS35 is inverted externally (see

- PCI Local Bus IDE section).

LA21/ 1/0 | CHIP SELECT: CS1P is for the ATA command register block and corresponds to

CS1P the inverted CS3FX# on the primary IDE connector. CS1P is inverted externally
(see PCI Local Bus IDE section). . .

LA20/ 1/0 | CHIP SELECT: CS3P is for the ATA control register block and corresponds to the

CS3P inverted CS3FX# on the primary IDE connector. CS3P is inverted externally (see
PCI Local Bus IDE section). - '

LA[19:171/ 1/0 | DISK ADDRESS: DA[2:0] are used to indicate which byte in either the ATA

DA[2:0] command block or control block is being addressed.

1.4 ISA Interface Signals

Signal Name | Type Description

BALE (0] BUS ADDRESS LATCH ENABLE: BALE is an active high signal asserted by the
PiIX to indicate that the address (SA[19:0], LA[23:17]) and SBHE # signal lines are
valid. :

AEN (0] ADDRESS ENABLE: AEN is asserted during DMA cycles to prevent 1/0 slaves from
misinterpreting DMA cycles as valid I/O cycles. This signal is also driven high during
PlIX initiated refresh cycles.

When TC is sampled low on the assertion of PWORK (external DMA mode), the PIIX
tri-states this signal.

SYSCLK O | ISA SYSTEM CLOCK: SYSCLK is the reference clock for the ISA Bus and drives
the bus directly. SYSCLK is generated by dividing PCICLK by 3 or 4. The SYSCLK
frequencies supported are 7.5 MHz and 8.33 MHz. SYSCLK is a divided down
version of PCICLK.

Hardware Strapping Option

SYSCLK is tri-stated when PWROK is negated. The value of SYSCLK is sampled on
the assertion of PWROK: If sampled high, the ISA clock divisor is 3 (for 25 MHz
PCI). If sampled low, the divisor is 4 (for 30 and 33 MHz PCI).

IOCHRDY I1/0 | 1/0 CHANNEL READY: Resources on the ISA Bus negate IOCHRDY to indicate
that additional time (wait states) is required to complete the cycle. This signal is
normally high on the ISA Bus. IOCHRDY is an input when the PIIX owns the ISA Bus -
and the CPU or a PCl agent is accessing an ISA slave or during DMA transfers.
IOCHRDY is output when an external ISA Bus Master owns the ISA Bus and is
accessing DRAM or a PliX register.
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Signal Name | Type Description

I0CS16# | 16-BIT 170 CHIP SELECT: This signal is driven by 1/0 devices on the ISA Bus to
indicate that they support 16-bit I/0 bus cycles.

IOCHK # | 1/0 CHANNEL CHECK: IOCHK# can be driven by any resource on the ISA Bus.

: When asserted, it indicates that a parity or an uncorrectable error has occurred for a
device or memory on the ISA Bus. If enabled, a NMI is generated to the CPU.

IOR # 1/0 | 170 READ: IOR # is the command to an ISA I/0 slave device that the slave may
drive data on to the ISA data bus (SD[15:0]).

IOW # 1/0 | 1/0 WRITE: IOW# is the command to an ISA 1/0 slave device that the slave may
latch data from the ISA data bus (SD[15:0]).

LA[23:17]/ 170/ | UNLATCHED ADDRESS: The LA[23:17] address lines are bi-directional. These

CS1S# (0] address lines allow accesses to physical memory on the ISA Bus up to 16 Mbytes.

CS3S# o The LA[23:17] are also used to drive the IDE interface chip selects and address

CS1P# O | lines via an external ALS244 buffer. See the IDE Interface signal descriptions.

CS3P# o

DA[2:0] o]

SA[7:0], 1/0, | SYSTEM ADDRESS BUS: These bi-directional address lines define the selection

SA[19:8]/ 170, | with the granularity of one byte within the one Mbyte section of memory defined by

DD[11:0] 170, | the LA[23:17] address lines. The address lines SA[19:17] that are coincident with

] LA[19:17] are defined to have the same values as LA[19:17] for all memory cycles.
For I/0 accesses, only SA[15:0] are used.

SBHE #/ 1/0 | SYSTEM BYTE HIGH ENABLE: SBHE # indicates, when asserted, that a byte is

DD12 1/0 | being transferred on the upper byte (SD[15:8]) of the data bus. SBHE # is negated
during refresh cycles.

MEMCS16# od | MEMORY CHIP SELECT 16: MEMCS16# is a decode of LA[23:17] without any
qualification of the command signal lines. ISA slaves that are 16-bit memory devices
drive this signal low. The PIIX drives this signal low during ISA master to DRAM
Cycles.

MEMR # 1/0 | MEMORY READ: MEMR # is the command to a memory slave that it may drive data
onto the ISA data bus. This signal is also driven by the PIIX during refresh cycles.

MEMW # I/0 | MEMORY WRITE: MEMW # is the command to a memory slave that it may latch
data from the ISA data bus. )

SMEMR # (0] STANDARD MEMORY READ: The PIIX asserts SMEMR # to request an ISA
memory slave to drive data onto the data lines. If the access is below 1 Mbyte
(00000000-000FFFFFh) during DMA compatible, PIIX master, or ISA master
cycles, the PIIX asserts SMEMR #. SMEMR # is a delayed version of MEMR #.

SMEMW # (@] STANDARD MEMORY WRITE: The PlIX asserts SMEMW # to request an ISA
memory slave to accept data from the data lines. If the access is below 1 Mbyte
(00000000-000FFFFFh) during DMA compatible, PIIX master, or ISA master
cycles, the PIIX asserts SMEMW #. SMEMW # is a delayed version of MEMW #.
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Signal Name | Type Description

ZEROWS # | ZERO WAIT-STATES: An ISA slave asserts ZEROWS # after its address and
command signals have been decoded to indicate that the current cycle can be
shortened. A 16-bit ISA memory cycle can be reduced to two SYSCLKSs. An 8-bit
memory or 1/0 cycle can be reduced to three SYSCLKs. ZEROWS# has no effect
during 16-bit 1/0 cycles.

SD[15:0] 1/0 | SYSTEM DATA: SD[15:0] provide the 16-bit data path for devices residing on the
ISA Bus. SD[15:8] correspond to the high order byte and SD[7:0] correspond to the
low order byte. SD[15:0] are undefined during refresh.

1.5 DMA Signalis

Signal
Name

Type

Description

DREQ
[7:5,3:0] »

DMA REQUEST: The DREQ lines are used to request DMA service from the PlIXs
DMA controller or for a 16-bit master to gain control of the ISA expansion bus. The
active level (high or low) is programmed via the DMA Command Register. The
request must remain active until the appropriate DACKx # signal is asserted.

DACK
[7:5,3:0] #

| line to indicate selection. If used to signal acceptance of a Bus Master request, this

DMA ACKNOWLEDGE: The DACK output lines indicate that a request for DMA
service has been granted by the PIIX or that a 16-bit master has been granted the
bus. The active level (high or low) is programmed via the DMA Command Register.
These lines should be used to decode the DMA slave device with the IOR# or IOW #

signal indicates when it is legal to assert MASTER #.

When TC is sampled low on the assertion of PWORK (external DMA mode), the PIIX
tri-states these signals.

TC

TERMINAL COUNT: The PIIX asserts TC to DMA slaves as a terminal count
indicator. When all the DMA channels are not in use, TC is negated (low).

Hardware Strapping Option

This strapping option selects between the mternal ISA DMA mode and external DMA
mode. When TC is sampled high on the assertion of PWROK (ISA DMA mode), the
PIIX drives the AEN, TC, and DACK # [7:5,3:0] normally. When TC is sampled low on
the assertion of PWROK (external DMA mode), the PIIX tri-states the AEN, TC, and
DACK][7:5,3:0] # signals, and also forwards PCl masters 1/0 accesses to location
0000h to ISA. TC has an internal pull-up resistor. For normal operatlon this pin is
pulled high by the internal puli-up.

REFRESH #

I/0

REFRESH: As an output, REFRESH # indicates when a refresh cycle is in progress.
It should be used to enable the SA[15:0] address to the row address inputs of all
banks of dynamic memory on the ISA Bus. Thus, when MEMR # is asserted, the
entire expansion bus dynamic memory is refreshed. Memory slaves must not drive
any data onto the bus during refresh. As an output, this signal is driven directly onto
the ISA Bus. This signal is an output only when the PIIX DMA refresh controller is a
master on the bus responding to an internally generated request for refresh. As an
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1.6 Timer/Counter Signals

Signal

Name Type Description

SPKR O | SPEAKER DRIVE: The SPKR signal is the output of counter 2.

osC | OSCILLATOR: OSC is the 14.31818 MHz ISA clock signal. It is used by the internal 8254
Timer.

1.7 Interrupi Controller Signals

Signal Type Description

Name
IRQ[15,14, | INTERRUPT REQUEST: The IRQ signals provide both system board components
11:9,7:3,1] and ISA Bus I/0 devices with a mechanism for asynchronously interrupting the CPU.

The assertion mode of these inputs depends on the programming of the two ELCR
Registers. The IRQ14 signal (pin 83) must be used by the Bus Master IDE interface
function to signal interrupts on the primary IDE channel.

IRQ8 # | INTERRUPT REQUEST EIGHT SIGNAL: IRQ8 # is always an active low edge
triggered interrupt input (i.e., this interrupt can not be modified by software). Upon
PCIRST #, IRQ8 # is placed in active low edge sensitive mode.

IRQ12/M | INTERRUPT REQUEST/MOUSE INTERRUPT: In addition to providing the standard
interrupt function (see IRQ[15,14,11:9,7:3,1] signal description), this pin can be
programmed (via X-Bus Chip Select Register) to provide a mouse interrupt function.

PIRQ[3:0] # | PROGRAMMABLE INTERRUPT REQUEST: The PIRQx# signals can be shared

. with interrupts IRQ[15,14,12:9,7:3] as described in the Interrupt Steering section.
Each PIRQx# line has a separate Route Control Register. These signals require
external pull-up resisters.

INTR od | CPUINTERRUPT: INTR is driven by the PIliX to signal the CPU that an interrupt
request is pending and needs to be serviced. The interrupt controller must be
programmed following PCIRST # to ensure that INTR is at a known state.

NMI od | NON-MASKABLE INTERRUPT: NM! is used to force a non-maskable interrupt to the
- | CPU. The PIIX generates an NMI when either SERR# or IOCHK # is asserted,
depending on how the NMI Status and Control Register is programmed.

1.8 System Power Management (SMM) Signals

Signal

Name Type Description
SMI# od | SYSTEM MANAGEMENT INTERRUPT: SMI# is an active low synchronous output
that is asserted by the PIIX in response to one of many enabled hardware or software
events.

STPCLK# | od | STOP CLOCK: STPCLK# is an active low synchronous output that is asserted by the
PlIX in response to one of many hardware or software events. STPCLK # connects
directly to the CPU and is synchronous to PCICLK.

EXTSMI# | EXTERNAL SYSTEM MANAGEMENT INTERRUPT: EXTSMI # is a falling edge
triggered input to the PlIX indicating that an external device is requesting the system to
enter SMM mode. An external pullup should be placed on this signal if it is not used or
it is not guaranteed to be always driven.
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1.9 X-Bus Signals

Signal
Name

Type

Description

XDIR#

0]

X-BUS DIRECTION: XDIR # is tied directly to the direction control of a 74F245 that
buffers the X-Bus data (XD[7:0]). XDIR # is asserted for all I/0 read cycles, regardless
if the accesses are to a PlIX supported device. XDIR # is only asserted for memory
cycles if BIOS space has been decoded. For PCI Master and ISA master-initiated read
cycles, XDIR # is asserted from the falling edge of either IOR# or MEMR # (from
MEMR # only if BIOS space has been decoded), depending on the cycle type. When
the rising edge of IOR# or MEMR # occurs, the PlIX negates XDIR #. For DMA read
cycles from the X-Bus, XDIR # is asserted from DACKx# falling and negated from
DACKx # rising. At all other times, XDIR # is negated.

XOE#

X-BUS OUTPUT ENABLE: XOE # is tied directly to the output enable of a 74F245 that
buffers the X-Bus data (XD[7:0]) from the system data bus (SD[7:0]). XOE # is
asserted when a PIIX supported X-Bus device is decoded, and the devices decode is
enabled in the X-Bus Chip Select Enable Register (XBCS Register). XOE # is asserted
from the falling edge of the ISA commands (IOR #, IOW #, MEMR #, or MEMW #) for
PCI Master and ISA master-initiated cycles. XOE # is negated from the rising edge of
the ISA command signals for CPU and PCI Master-initiated cycles and the SA[16:0]
and LA[23:17] address for ISA master-initiated cycles. XOE # is not generated during
any access to an X-Bus peripheral in which it's decode space has been disabled.

DD15/
PCS#

| generated by PCI masters and subtractively decoded to ISA, if the access hits the

PROGRAMMABLE CHIP SELECT: PCS# is asserted for ISA I/0 cycles that are

address range programmed into the PCSC Register. The X-Bus buffer signals are
enabled when the chip select is asserted (i.e., it is assumed that the peripheral that is
selected via this pin resides on the X-Bus).

BIOSCS #

BIOS CHIP SELECT: BIOSCS# is asserted during read or write accesses to BIOS.
BIOSCS # is driven combinatorially from the ISA addresses SA[16:0] and LA [23:17],
except during DMA. During DMA cycles, BIOSCS # is not generated. )

KBCS#

KEYBOARD CONTROLLER CHIP. SELECT: KBCS# is asserted during I/0 read or
write accesses to KBC locations 60h and 64h. This signal is driven comblnatonally from
the ISA addresses SA[16:0] and LA [23:17]. For DMA cycles, KBCS# is never
asserted.

RTCCS#

REAL TIME CLOCK CHIP SELECT: RTCCS# is asserted during read or write
accesses to RTC location 71h. RTCCS # can be tied to a pair of external OR gates to
generate the real time clock read and write command signals.

RTCALE

REAL TIME CLOCK ADDRESS LATCH: RTCALE is used to latch the appropriate
memory address into the RTC. A write to port 70h with the appropriate RTC memory
address that will be written to or read from, causes RTCALE to be asserted. RTCALE is
asserted based on IOW # falling and remains asserted for two SYSCLKs.

FERR#

od

NUMERIC COPROCESSOR ERROR: This signal is tied to the coprocessor error
signal on the CPU. IGNNE # is only used if the PIIX coprocessor error reporting
function is enabled in the XBCSA Register. If FERR # is asserted, the PlIX generates
an internal IRQ13 to it’s interrupt controller unit. The PIIX then asserts the INTR output
to the CPU. FERR # is also used to gate the IGNNE # signal to ensure that IGNNE # is
not asserted to the CPU unless FERR # is active. FERR# has a weak internal pull-up
used to ensure a high level when the coprocessor error function is disabled.
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Signal
Name

IGNNE# | od | IGNORE ERROR: This signal is connected to the ignore error pin on the CPU. IGNNE #
is only used if the PlIX coprocessor error reporting function is enabled in the XBCSA
Register. If FERR # is asserted, indicating a coprocessor error, a write to the
Coprocessor Error Register (FOh) causes the IGNNE # to be asserted. IGNNE # remains
asserted until FERR # is negated. If FERR # is not asserted when the Coprocessor Error
Register is written, the IGNNE # signal is not asserted.

Type Description

1.10 System Reset Signals

Signal
Name Type Description
PWROK I POWER OK: When asserted, PWROK is an indication to the PIIX that power and

PCICLK have been stable for at least 1 ms. PWROK can be driven asynchronously.
When PWROK transitions from low to high, the PIIX asserts CPURST, PCIRST # and
RSTDRV. '

CPURST od | CPU RESET: The PIlIX asserts CPURST to reset the CPU. The PIIX asserts CPURST
during power-up and when a hard reset sequence is initiated through the RC Register.
CPURST is driven synchronously to the rising edge of PCICLK. If a hard reset is initiated
through the RC Register, the PlIX resets it’s internal registers to the default state.

PCIRST# O | PCIRESET: The PlIX asserts PCIRST # to reset devices that reside on the PCI Bus.
The PlIX asserts PCIRST # during power-up and when a hard reset sequence is
initiated through the RC Register. PCIRST # is driven inactive a minimum of 1 ms after
PWROK is driven active. PCIRST # is driven active for a minimum of 1 ms when
initiated through the RC Register. PCIRST # is driven asynchronously relative to
PCICLK.

INIT (o] INITIALIZATION: The PIIX asserts INIT if it detects a shut down special cycle on the
PCI Bus or if a soft reset is initiated via the RC Register.

RSTDRV O | RESET DRIVE: The PIIX asserts this signal during a hard reset and during power-up to
reset ISA Bus devices. RSTDRV is also asserted for a minimum of 1 ms if a hard reset
has been programmed in the RC Register.

1.11 Test Signals

Signal
Name

TESTIN# | TEST INPUT: The Test signal is used to tri-state all of the PIIX outputs. This input
contains an internal pull-up resistor.

Type Description
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1.12 Signal State During Reset

‘Table 1 shows the state of all PIIX output and bi-directional signals during a hard reset. A hard reset is initiated
when PWROK is asserted or by programming a hard reset through the RC Register.

" Table 1. Output and 1/0 Signal States During Hard Reset

Signal State Signal State Signal State
ADI[31:0] Low LA22/CS3S | Undefined TC High*
C/BEI[3:0] # Low LA21/CS1P | Undefined REFRESH # Tri-state
FRAME # Tri-state LA20/CS3P | Undefined SPKR Low
TRDY # Tri-state | LA[19:17)/ | Undefined INTR Open drain
IRDY # Tri-state DA[2:0] ' NMI Open drain
STOP# Tri-state BALE Low SMI# Open drain
DEVSEL # Tri-state AEN Depends on STPCLK# Open drain

strapping option
PAR Input SYSCLK Strapping option XDIR# High
PHOLD # High TocHRDY Fri-state XOE# ‘ High
MDAKI[1:0] # High OR# High BIOSCS # High
SA[19:8] MEMCS16# | Open drain
SA[7:0] Undefined | |MEMR# | Tri-state RTOALE Low
DIOR# High MEMW# | Tri-state FERR# Open drain
DIOW # High SMEMR# | High IGNNE # Open drain
DDAK[1:0] # High* SMEMW# | High CPURST Open drain
SOE # High SD[15:0] | Tri-state _PCIRST# Low
SDIR High DACK[7:5, | Dependson INIT Open drain
LA23/CS1S Undefined 3:0] # strapping option RSTDRV High

* DDAKI0] and TC are pulled high with an internal pull-up.
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2.0 REGISTER DESCRIPTION

The PIIX internal registers are organized into five
groups—PCl Configuration Registers (function 0),
PCI Configuration Registers (function 1), ISA-Com-
patible Registers, PCl Bus Master IDE Registers,
and Power Management Registers. These registers
are discussed in this section.

Some of the PIIX registers contain reserved bits.
Software must deal correctly with fields that are re-
served. On reads, software must use appropriate
masks to extract the defined bits and not rely on
reserved bits being any particular value. On writes,
software must ensure that the values of reserved bit
positions are preserved. That is, the values of re-
served bit positions must first be read, merged with
the new values for other bit positions and then writ-
ten back.

During a hard reset, the PIIX sets its internal regis-
ters to predetermined default states. The default
values are indicated in the individual register de-
scriptions. :

The following notation is used to describe register
access attributes:

RO Read Only. If a register is read only, writes
have no effect.

wo Write Only. If a register is write only, reads
have no effect.

R/W Read/Write. A register with this attribute
can be read and written. Note that individu-
al bits in some read/write registers may be
read only.

R/WC Read/Write Clear. A register bit with this
attribute can be read and written. However,
a write of 1 clears (sets to 0) the corre-
sponding bit and a write of 0 has no effect.

2.1 Register Access

Table 2, Table 3, and Table 4, show the 1/0 assign-
ments for the PCI Configuration Registers (function
0), ISA Compatible Registers, and PCI Configuration
Registers (function 1). The CPU and PCl masters
have access to all PlIX internal registers. In addition,
ISA masters have access to some of the ISA-Com-
patible Registers (see Table 4). Table 5 show the
1/0 assignments for the Bus Master IDE Interface
Registers.
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PCI Configuration Registers (Functions 0 and 1)

The PIIX is a multi-function device on the PCl Bus
implementing two functions—PCl-to-ISA Bridge
(function 0) and IDE Interface (function 1). These
functions can be independently configured with two
sets of PCl Configuration Registers in compliance

“with the PCI Local Bus Specification, Revision 2.0.

The two sets of configuration registers are accessed
by the CPU through a mechanism defined for multi-
functional PCI devices. The PIIX does not assert
DEVSEL# for PCl Configuration cycles that target
functions 2 through 7.

ISA Compatible Registers

The ISA-Compatible Registers (e.g., DMA Registers,
timer/counter registers, X-Bus Registers, and NMI
Registers) are accessed through normal I/0 space.
Except for the DMA Registers, the PIIX positively
decodes accesses to the ISA-Compatible Registers.
The PIIX subtractively decodes accesses to all 1/0
space registers contained within the ISA-Compatible
DMA function. This permits another device in the
system to implement the compatible DMA function.

PCl master accesses to the ISA-Compatible Regis-
ters can be 8, 16, 24, or 32 bits. However, the PIIX
only responds to the least significant byte. On writes
the other bytes are not loaded and on reads the
other bytes have invalid data. The PIIX responds as
an 8-bit ISA 1/0 slave when accessed by an ISA
master. See the PCI Local Bus IDE section for ac-
cesses to the IDE Register blocks located in the IDE
device.

In general, accesses from CPU or PCl masters to
the internal PIIX registers are not broadcast to the
ISA Bus. Exceptions to this are read/write accesses
to 70h and FOh and write accesses to 80h, 84-86h,
88h, 8C-8Eh, 90h, 94-96h, 98h, and 9C-9Eh.
These accesses are broadcast to the ISA Bus. Note
that aliasing of the 90-9Fh to 80-8Fh can be en-
abled/disabled via the ISA Controller Recovery Tim-
er Register.

Power Management Registers

There are two power management registers located
in normal 1/0O space. These registers are accessed
(by PCI-Bus Masters) with 8-bit accesses. The other
power management registers are located in PCl con-
figuration space for function 0.
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PCI Bus Master IDE Registers

The PCI Bus Master IDE function uses 16 bytes located in normal I/0 space, allocated via the BMIBA Register
(a PCI base address register). All Bus Master IDE 1/0 space registers can be accessed as 8, 16, or 32 bit
quantities.

Table 2. PCI Configuration Registers—Function 0 (PCI to ISA Bridge)

g«:fl;felfuratlon Mnemonic Register F:::gci:::r
00-01h VID " Vendor Identification RO
02-03h DID Device Identification RO
04-05h PCICMD PCI Command R/W
06-07h PCISTS PCI Device Status R/WC
08h RID Revision Identification RO
09h Pl Programming Interface RO
0Ah SuBC Sub Class Code RO
0Bh BCC Base Class Code RO
0C-0Dh Reserved '
OEh HEDT Header Type RO
OF-4Bh ‘ Reserved
4Ch IORT ISA 1/0 Controller Recovery Timer R/W
. 4Dh Reserved
4Eh XBCS X-Bus Chip Select Enable R/W
4F-5Fh Reserved
60-63h PIRQRCIA:D] PCI IRQ Route Control R/W
64-68h Reserved
69h TOM Top of Memory R/W
6A-6Bh MSTAT * Miscellaneous Status R/W
6C-6Fh Reserved
- 70-71h 'MBIRQ[1:0] Motherboard IRQ Route Control R/W
72-75h Reserved
76-77h MBDMAI[1:0] Motherboard Device DMA Control R/W
78-79h PCSC . Programmable Chip Select Control R/W
7A-9Fh Reserved
AOh SMICNTL SMI Control R/W
Ath Reserved
A2-A3h SMIEN SMI Enable R/W
A4-A7h SEE - System Event Enable R/W
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Table 2. PCI Configuration Registers—Function 0 (PCI to ISA Bridge) (Continued)

g:r;::?uratlon Mnemonic Register F‘I:cg‘::;zr
A8h FTMR Fast-Off Timer R/W
ASh Reserved
AA-ABh SMIREQ SMI Request R/W
ACh CTLTMR Clock Scale STPCLK# Low Timer R/W .
ADh Reserved
AEh CTHTMR Clock Scale STPCLK# High Timer R/W
AF-FFh Reserved

v Table 3. PCI Configuration Registers—Function 1 (IDE Interface)
Congfgft:::tion Mnemonic Register F:e(:g‘:i:;zr
00-01h VID Vendor Identification RO
02-03h DID Device Ildentification RO
04-05h PCICMD Command R/W
06-07h PCISTS PCI Device Status R/WC
08h RID Revision Identification RO
09h Pl Programming Interface RO
0Ah SuBC Sub Class Code RO
0Bh BCC Base Class Code RO
0Ch Reserved
0Dh MLT Master Latency Timer R/W
OEh HEDT Header Type RO
OF-1Fh Reserved
20-23h BMIBA Bus Master Interface Base Address R/W
24-3Fh Reserved
40-43h IDETIM IDE Timing Modes R/W
44-FFh Reserved
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Table 4. ISA-Compatible and Power Management Registers

Address Address (bits) :

(hex) | FEDC | BA98 | 7654 | 3210 Type Name Access
0000h3 | 0000 | 0000 | 000x | 0000 | r/w DMA1 CHO Base and Current Address PCI
0001h3 0000 | 0000 | 000x | 0001 | r/w DMA1 CHO Base and Current Count PCI
0002h3 0000 | 0000 | 000x | 0010 | r/w DMA1 CH1 Base and Current Address PCI
0003h3 0000 | 0000 | 000x | 0011 | r/w DMA1 CH1 Base and Current Count PCI
0004h3 0000 | 0000 | 000x | 0100 | r/w DMA1 CH2 Base and Current Address PCI
0005h3 0000 | 0000 | 000x | 0101 | r/w | DMA1 CH2 Base and Current Count PCI
0006h3 0000 | 0000 | 000x | 0110 | r/w DMA1 CH3 Base and Current Address PCI
0007h3 0000 | 0000 | 000x | O111 | r/w DMA1 CH3 Base and Current Count PCI
0008h3 0000 | 0000 ‘ 000x | 1000 | r/w DMA1 Status(r) Command(w) Register PCI
0009h3 0000 | 0000 | 000x | 1001 | wo DMA1 Write Request‘ PCI
000Ah3 | 0000 | 0000 | 000x | 1010 | wo DMA1 Write Single Mask Bit PCI
000Bh3 0000 | 0000 | 00Ox | 1011 | wo DMA1 Write Mode PCI
000Ch3 0000 | 0000 | 000x | 1100 | wo DMA1 Clear Byte Pointer PCI
000Dh3 | 0000 | 0000 | 000x | 1101 | wo DMA1 Master Clear PCI
000Eh3 | 0000 | 0000 | 000x | 1110 | wo ‘| DMA1 Clear Mask . PCI
000Fh3 0000 | 0000 | 000x | 1111 | r/w DMA1 Read/Write All Mask Register Bits | PCI
0020h 0000 | 0000 | 001x | xx00 | r/w INT 1 Control PCI/ISA
0021h 0000 | 0000 | 001x | xxO1 | r/w INT 1 Mask PCI/ISA
0040h 0000 | 0000 | 010x | 0000 | r/w Timer Counter 1 - Counter 0 Count PCI/ISA
0041h 0000 | 0000 | 010x | 0001 | r/w Timer Counter 1 - Counter 1 Count PCI/ISA
0042h 0000 | 0000 | O10x | 0010 | r/w Timer Counter 1 - Counter 2 Count PCI/ISA
0043h 0000 | 0000 | 010x | 0011 | wo | Timer Counter 1 Command Mode PCI/ISA
0060h! | 0000 | 0000 | 0110 | 0000 | r Reset XBus IRQ12/M and IRQ1 PCI/ISA
0061h 0000 | 0000 | 0110 | 0001 | r/w NMI Status and Control PCI/ISA
0070h1 0000 | 0000 | 0111 | Oxx0 | wo CMOS RAM Address and NMI Mask Reg | PCI/ISA
0080h2:3 | 0000 | 0000 | 100x | 0000 | r/w DMA Page (Reserved) | PCI/ISA
0081h3 0000 | 0000 | 100x | 0001 | r/w DMA Channel 2 Page PCI/ISA
0082h3 0000 | 0000 | 1000 | 0010 | r/w DMA Channel 3 Page PCI/ISA
0083h3 0000 | 0000 | 100x | 0011 | r/w DMA Channel 1 Page PCI/ISA
0084h23 | 0000 | 0000 | 100x | 0100 | r/w DMA Page (Reserved) PCI/ISA
0085h2:3 | 0000 | 0000 | 100x | 0101 | r/w DMA Page (Reserved) PCI/ISA
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Table 4. ISA-Compatible and Power Management Registers (Continued)

Address Address (bits) Type Name Access
(hex) | FEDC | BA98 | 7654 | 3210
0086h23 | 0000 | 0000 | 100x | 0110 | r/w DMA Page (Reserved) PCI/ISA
0087h3 0000 | 0000 | 100x | 0111 | r/w DMA Channel 0 Page PCI/ISA
0088h2:3 | 0000 | 0000 | 100x | 0100 | r/w DMA Page (Reserved) PCI/ISA
0089h3 0000 | 0000 | 100x | 1001 | r/w DMA Channel 6 Page PCI/ISA
008Ah3 0000 | 0000 | 100x | 1010 | r/w DMA Channel 7 Page PCI/ISA
008Bh3 0000 | 0000 | 100x | 1011 | r/w DMA Channel 5 Page PCI/ISA
008Ch2.3 | 0000 | 0000 | 100x | 1100 | r/w DMA Page (Reserved) PCI/ISA
008Dh2.3 | 0000 | 0000 | 100x | 1101 | r/w DMA Page (Reserved) PCI/ISA
008Eh2:3 | 0000 | 0000 | 100x | 1110 | r/w DMA Page (Reserved) PCI/ISA
008Fh3 0000 ( 0000 | 100x [ 1111 | r/w DMA Low Page Register Refresh PCI/ISA
00AOh 0000 | 0000 | 101x | xx00 | r/w INT 2 Control PCI/ISA
00A1h 0000 | 0000 | 101x [ xx01 | r/w INT 2 Mask PCI/ISA

00B2h 0000 | 0000 | 1011 | 0010 | r/w Advanced Power Management Control PCI
00B3h 0000 | 0000 | 1011 | 0011 | r/w Advanced Power Management Status PCI
00CO0h3 0000 | 0000 | 1100 | 000x | r/w DMA2 CHO Base and Current Address PCI

00C2h3 0000 | 0000 | 1100 | 001x | r/w DMA2 CHO Base and Current Count PCI
00C4h3 0000 | 0000 | 1100 | 010x | r/w DMA2 CH1 Base and Current Address PCI
00C6h3 0000 | 0000 | 1100 | O11x | r/w DMA2 CH1 Base and Current Count PCI
00C8h3 0000 | 0000 | 1100 | 100x | r/w DMA2 CH2 Base and Current Address PCI
00CAh3 | 0000 | 0000 | 1100 | 101x | r/w DMA2 CH2 Base and Current Count PCI
00CCh3 | 0000 | 0000 | 1100 | 110x | r/w DMA2 CH3 Base and Current Address PCI
00CEh3 0000 | 0000 | 1100 | 111x | r/w DMA2 CH3 Base and Current Count PCI
00D0h3 0000 | 0000 | 1101 | 000x | r/w DMA2 Status(r) Command(w) PCI
00D2h8 | 0000 | 0000 | 1101 | 001x | wo DMA2 Write Request PCI
00D4h3 | 0000 | 0000 | 1101 | 010x | wo DMAZ2 Write Single Mask Bit PCI
ooD6h3 | 0000 | 0000 | 1101 | 011x | wo DMA2 Write Mode PCI
00D8h3 0000 | 0000 | 1101 | 100x | wo DMAZ2 Clear Byte Pointer PCI
00DAh3 | 0000 | 0000 | 1101 | 101x [ wo DMAZ2 Master Clear PCI
00DCh3 | 0000 | 0000 | 1101 | 110x | wo DMA2 Clear Mask PCI
00DEh3 | 0000 | 0000 | 1101 | 111x | r/w DMAZ2 Read/Write All Mask Register Bits | PCI
00FOh1 0000 | 0000 | 1111 | 0000 | wo Coprocessor Error PCI/ISA
04DOh 0000 | 0100 | 1101 | 0000 | r/w INT-1 Edge/Level Control PCI/ISA
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Table 4. ISA-Compatible and Power Management Registers (Continued)

Address Address (bits)
Type Name Access
(hex) FEDC | BA98 | 7654 | 3210
04D1h 0000 0100 1101 0001 r/w INT-2 Edge/Level Control PCI/ISA
0CF9h 0000 1100 1111 1001 r/'w Reset Control - PCI
NOTES:

1. Read and write accesses to these locations are always broadcast to the ISA Bus.

2. Write accesses to these locations are broadcast to the ISA Bus. Read Accesses are not. If programmed in the ISA
Controller Recovery Timer Register, the PlIX will not alias the 90h—9Fh address range with the following addresses; 80h,
84h-86h, 88h, and 8C-8Eh. In this case, accesses to the 90h-9Fh address range for the previously specified addresses
are forwarded to the ISA Bus for both reads and writes and are ignored during ISA Master cycles (i.e., they are no-longer
considered PlIX registers). Note that port 92 is always a distinct ISA Register and is always forwarded to the ISA Bus.

3. ISA-Compatible DMA Register 1/0 space accesses are always subtractively decoded.

Table 5. PCI Bus Master IDE 1/0 Registers

Base Adcress | Mnemonic | Register ‘hocess

00h BMICP Bus Master IDE Command (Primary) R/W

01h Reserved

02h BMISP Bus Master IDE Status (Primary) R/WC

03h Reserved : )

04-07h BMIDTPP Bus Master IDE Descriptor Table Pointer (Primary) - R/W

08h BMICS Bus Master IDE Command (Secondary) R/W

09h Reserved

OAh BMISS Bus Master IDE Status (Secondary) R/WC

0Bh Reserved

0C-0Fh BMIDTPS Bus Master IDE Descriptor Table Pointer (Secondary) R/W
NOTE:

The base address is programmable via the BMIBA Register (20-23h; function 1).
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2.2 PCI Configuration Registers—Function 0 (PCI to ISA Bridge)

2.2.1 VID—VENDOR IDENTIFICATION REGISTER (FUNCTION 0)

Address Offset: 00-01h
Default Value: 8086h
Attribute: Read Only

The VID Register contains the vendor identification number. This register, along with the Device Identification
Register, uniquely identifies any PCI device. Writes to this register have no effect.

Bit Description
15:0 Vendor Identification Number: This is a 16-bit value assigned to Intel. 1

2.2.2 DID—DEVICE IDENTIFICATION REGISTER (FUNCTION 0)

Address Offset: 02-03h
Default Value: 122Eh
Attribute: Read Only

The DID Register contains the device identification number. This register, along with the VID Register, define
the PIIX. Writes to this register have no effect.

Bit Description
156:0 * Device Identification Number: This is a 16-bit value assigned to the PIIX.

2.2.3 PCICMD—COMMAND REGISTER (FUNCTION 0)

Address Offset: 04-05h
Default Value: 0007h

Attribute: Read/Write
Bit Description

15:10 | Reserved: Read as 0.

9 Fast Back-to-Back Enable: (Not Implemented). This bit is hardwired to 0.

8:5 Reserved: Read as 0.

4 Postable Memory Write Enable: (Not Implemented). This bit is hardwired to 0.

3 Special Cycle Enable (SCE): 1=Enable (the PlIX recognizes shutdown special cycle). 0= Disable
(the PIIX ignores all PCI special cycles).

2 Bus Master Enable (BME): (Not Implemented). The PlIX does not support disabling it's Bus Master
capability. This bit is hardwired to 1.

1 Memory Access Enable (MAE): (Not Implemented). The PIIX does not support disabling access to
main memory. This bit is hardwired to 1.

0 1/0 Space Access Enable (IOSE) The PIIX does not support disabling it's response to PCI I/0
cycles. This bit is hardwired to 1.
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2.2.4 PCISTS—PCI DEVICE STATUS REGISTER (FUNCTION 0)

Address Offset: 06—-07h
Default Value: 0200h
Attribute: Read/Write, Read Only

The PCISTS Register reports the occurrence of a PCl master-abort by the PIIX or a PCl target-abort when the
PliX is a master. The register also indicates the PIIX DEVSEL # signal timing. )

Bit Description
15 Detected Parity Error (PERR): (Not Implemented). Read as 0.
14 Signaled SERR # Status (SERRS): (Not Implemented). Read as 0.

13 Master-Abort Status (MA)—R/W: When the PIIX, as a master (for the ISA bridge function),
generates a master-abort, MA is set to 1. Software sets MA to 0 by writing 1 to this bit location.

12 Received Target-Abort Status (RTA)—R/W: When the PIIX is a master on the PCI Bus (for the ISA
bridge function) and receives a target-abont, this bit is set to 1. Software sets RTA to 0 by writing 1 to
this bit location.

11 Signaled Target-Abort Status (STA)—R/W: This bit is set when the PIIX ISA bridge function is
targeted with a transaction that the PIIX terminates with a target abort. Software sets STA to 0 by
writing 1 to this bit location.

10:9 | DEVSEL # Timing Status (DEVT)—RO: The PIIX always generates DEVSEL # with medium timing
for ISA functions. Thus, DEVT=01. This DEVSEL# timing does not include configuration cycles.

PERR # Response: (Not Implemented). Read as 0.

Fast Back to Back—RO: This bit indicates to the PCI Master that PIIX as a target is capable of
accepting fast back-to-back transactions.

6:0 | Reserved: Read as Os.

2.2.5 RID—REVISION IDENTIFICATION REGISTER (FUNCTION 0)

Address Offset: 08h
Default Value: Refer to stepping information
Attribute: Read Only

This 8 bit register contains device stepping information. Writes to this register have no effect.

Bit Description

7:0 | Revision ID Byte: This register is hardwired to the default value.

1-94 ADVANCE INFORMATION I



in‘tel . 82371FB (PIIX)

2.2.6 PI—PROGRAMMING INTERFACE REGISTER (FUNCTION 0)

Address Offset: 09h
Default Value: 00h
Attribute: Read Only

This register contains the device programming interface information related to the Sub Class Code Register
and Base Class Code Register definition for this function. .

Bit Description
7:0 | Programming Interface: 00h-hardwired as a PCI-to-ISA bridge.
2.2.7 SUBC—SUB CLASS CODE REGISTER (FUNCTION 0) ) -

Address Offset: 0Ah
Default Value: 01h
Attribute: Read Only

This register indicates the function sub class in relation to the Base Class Code Register.

\

Bit Description

7:0 | Sub-Class Code (SCC): 01h = PClI-to-ISA bridge.

2.2.8 BCC—BASE CLASS CODE REGISTER (FUNCTION 0)

Address Offset: 0Bh
Default Value: 06h
Attribute: Read Only

This register contains the Base Class Code of the PIIX.

Bit Description

7:0 | Base Class Code (BASEC): 06h = bridge device.

2.2.9 HEDT—HEADER TYPE REGISTER (FUNCTION 0)

_ Address Offset: OEh

Default Value: 80h
Attribute: Read Only

The HEDT Register identifies the PIIX as a multi-function device.

Bit Description
7:0 | Device Type (DEVCET): 80h = multi-function device.
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2.2.10 IORT—ISA 1/0 RECOVERY TIMER REGISTER (FUNCTION 0)

Address Offset: 4Ch
Default Value: 4Dh
Attribute: Read/ Write

The 1/0 recovery mechanism in the PlIX is used to add additional recovery delay between CPU or PCI master
originated 8-bit and 16-bit 1/0 cycles to the ISA Bus. The PIIX automatically forces a minimum delay of 3.5
SYSCLKs between back-to-back 8- and 16-bit I/O cycles to the ISA Bus. This delay is measured from the
rising edge of the 1/0 command (IOR# or IOW#) to the falling edge of the next I/0 command. If a delay of
greater than 3.5 SYSCLKSs is required, the ISA 1/0 Recovery Time Register can be programmed to increase
the delay in increments of SYSCLKs. No additional delay is inserted for back-to-back 1/0 “sub cycles”
generated as a result of byte assembly or disassembly. This register defaults to 8 and 16-bit recovery enabled
with one SYSCLK clock added to the standard I/0 recovery. -

Bit Description

7 DMA Reserved Page Register Allasing Control (DMAAC): When DMAAC =0, the PIIX aliases I/0
accesses in the 90-9Fh range to the 80-8Fh range. In this case, the PIIX only forwards write
accesses to these locations to the ISA Bus. When DMAAC = 1, the PIIX disables aliasing for the
following registers; 80h, 84-86h, 88h, and 8C-8Eh. When disabled, the PIIX forwards read and write
accesses to those registers to the ISA Bus. Note that port 92h is always a distinct ISA Register in the
90-9Fh range and is always forwarded to the ISA Bus. When DMAAC = 1, ISA master accesses to the
90-9Fh range are ignored by the PIIX. Also, when DMAAC =1, the PliX does not re-load the power
management Fast-Off-Timer with its original value for accesses to the 90-9Fh address range.

6 | 8-Bit 170 Recovery Enable: 1= Enable the recovery time programmed in bits[5:3]. 0= Disable
recovery times in bits[5:3] and the recovery timing of 3.5 SYSCLKs is inserted.

5:3 | 8-Bit 170 Recovery Times: When bit 6 =1, this 3-bit field defines the recdvery time for 8-bit 1/0.
Bit[5:3] SYSCLK Bit[5:3] SYSCLK

001 1 101 5 N
010 2 110 6
011 3 11 7
100 4 000 8

2 16-Bit 170 Recovery Enable: 1=Enable, the recovery times programmed in bits[1:0]. 0= Disable,
programmable recovery times in bits[1:0] and the recovery timing of 3.5 SYSCLKSs is inserted.

1:0 | 16-Bit 1/0 Recovery Times: When bit 2= 1, this 2-bit field defines the recovery time for 16-bit 1/0.
Bit[1:0] SYSCLK '

01 1
10 2
11 3
00 4
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2.2.11 XBCS—X-BUS CHIP SELECT REGISTER (FUNCTION 0)

Address Offset: 4Eh
Default Value: 03h
Attribute: Read/Write

This register enables/disables accesses to the RTC, keyboard controller and BIOS. Disabling any of these bits
prevents the chip select and X-Bus output enable control signal (XOE #) for that device from being generated.
This register also provides coprocessor error and mouse functions.

Bit ‘ Description

7 Extended BIOS Enable: When bit 7= 1 (enabled), PCl master accesses to locations FFF80000-
FFFDFFFFh are forwarded to ISA and result in the generation of BIOSCS # and XOE #. When 1
forwarding the additional 384-Kbyte region at the top of 4 Gbytes, the PlIX allows the PCl address

A[23:20] to propagate to the ISA LA[23:20] lines as all 1’s, aliasing this 384-Kbyte region to the top of
the 16-Mbyte space. To avoid contention, ISA add-in memory must not be present in this region
(0O0F80000~00FDFFFFh). When bit 7=0, the PIIX does not generate BIOSCS # or XOE #.

6 Lower BIOS Enable: When bit 6=1 (enabled), PCl master, or ISA master accesses to the lower
64-Kbyte BIOS block (E0000-EFFFFh) at the top of 1 Mbyte, or the aliases at the top of 4 Gbyte
(FFFEO000-FFFEFFFFh) result in the generation of BIOSCS# and XOE #. When forwarding the
region at the top of 4 Gbytes to the ISA Bus, the ISA LA[23:20] lines are all 1’s, aliasing this region to
the top of the 16 Mbyte space. To avoid contention, ISA addin memory must not be present in this
region (00F80000-00FDFFFFh). When bit 6=0, the PIIX does not generate BIOSCS # or XOE #
during these accesses and does not forward the accesses to ISA.

5 | Coprocessor Error Function Enable: 1=Enable; the FERR # input, when assertéd, triggers IRQ13
(internal). FERR # is also used to gate the IGNNE # output.

IRQ12/M Mouse Function Enable: 1=Mouse function; 0= Standard IRQ12 interrupt function.

3 Reserved.

BIOSCS # Write Protect Enable: 1=Enable (BIOSCS # is asserted for BIOS memory read and write
cycles in decoded BIOS region); 0= Disable (BIOSCS # is only asserted for BIOS read cycles).

1 Keyboard Controller Address Location Enable: 1=Enable KBCS# and XOE # for address
locations 60h and 64h. 0=Disable KBCS # /XOE # for accesses to these locations.

0 RTC Address Location Enable: 1=Enable RTCCS# /RTCALE and XOE # for accesses to address
locations 70-77h. 0= Disable RTCCS #/RTCALE and XOE # for these accesses.

2.2.12 PIRQRC[A:D]—PIRQx ROUTE CONTROL REGISTERS (FUNCTION 0)

Address Offset: 60h (PIRQRCA#)-63h (PIRQRCD#)
Default Value: 80h
Attribute: Read/Write

These registers control the routing of the PIRQ[A:D] # signals to the IRQ inputs of the interrupt controller.
Each PIRQx# can be independently routed to any one of 11 interrupts. All four PIRQx# lines can be routed to
the same IRQx input. Note that the IRQ that is selected through bits[3:0] must be set to level sensitive mode in
the corresponding ELCR Register. When a PIRQ signal is routed to an interrupt controller IRQ, the PIIX masks
the corresponding I1RQ signal.
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Bit " Description

7 Interrupt Routing Enable: 0=Enable; 1=Disable

6:4 | Reserved. Read as 0s.

3:0 | Interrupt Routing: When bit 7 =0, this field selects the routing of the PIRQx to one of the interrupt

controller interrupt inputs.
Bits[3:0] IRQ Routing Bits[3:0] IRQ Routing Bits[3: 0] IRQ Routing

0000 Reserved 0110 'IRQ6 1011 " IRQ11
0001 Reserved 0111 IRQ7 1100 IRQ12
0010 Reserved 1000 Reserved 1101 Reserved
0011 IRQS3 1001 IRQ9 1110 “ IRQ14
0100 IRQ4 ' 1010 IRQ10 1111 IRQ15
0101 IRQ5

2.2.13 TOM—TOP OF MEMORY REGISTER (FUNCTION 0)

Address Offset: 69h
Default Value: 02h
Attribute:’ _ Read/Write

This register enables the forwarding of ISA and DMA memory cycles to the PCI Bus and sets the top of main
memory accessible by ISA or DMA devices. In addition, this register controls the forwarding of ISA or DMA
accesses to the lower BIOS region (E0000-EFFFFh) and the 512-640-Kbyte main memory region (80000-
A0000h). The Top of Memory Configuration Register must be set by the BIOS.

Bit Description

7:4 | Top Of Memory: The top of memory can be assigned in 1-Mbyte increments from 1-16 Mbytes ISA
or DMA accesses within this region, and not in the memory hole region, are forwarded to PCI.
Bits[7:4] Top of Memory Bits[7:4] Top of Memory Bits[7:4] Top of Memory

0000 1 Mbyte 0110 7 Mbyte 1011 12 Mbyte

0001 2 Mbyte o111~ 8 Mbyte 1100 ~ 13 Mbyte -

0010 3 Mbyte 1000 - 9 Mbyte - 1101 14 Mbyte

0011 4 Mbyte 1001 10 Mbyte 1110 15 Mbyte

0100 5 Mbyte 1010 11 Mbyte 1111 16 Mbyte

0101 6 Mbyte

NOTE:

The PIIX only supports a main memory hole at the top of 16 Mbytes. Thus, if a 1-Mbyte memory
hole is created for the TSC’s DRAM controller between 15 and 16 Mbytes, the PiIX Top of
Memory should be set at 15 Mbytes.

3 ISA/DMA Lower BIOS Forwarding Enable: 1=Enable (forwarded to PCI, if XBCS Reguster bit 6=0);
0=Disable (contained to ISA). Note that if the XBCS Register bit 6= 1, ISA/DMA accesses in this
region are always contained to ISA.

2 | Reserved.

ISA/DMA 512-640 Kbyte Region Forwarding Enable: 1=Enable (forwarded to PCI); 0= Disable
(contained to ISA).
0 Reserved.
1-98
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2.2.14 MSTAT—MISCELLANEOUS STATUS REGISTER (FUNCTION. 0)

Address Offset: 6B—6Ah
Default Value: Undefined
Attribute: Read Only (bit 2 read/write)

This register reports the hardware strapping options selected for internal ISA DMA or external DMA mode and
the ISA clock divisor.

Bit

Description

15:3

Reserved.

2

PCl Header Type Bit Enable: This bit controls the “Header Type Bit” in PlIX register OEh which
defines the PIIX as a multifunction device. This bit defaults to 1 (multifunction device), and should be
left in the default state. This bit is read/write.

Internal ISA DMA or External DMA Mode Status (IEDMAS): This bit reports the strapping option
selected on the TC signal. This bit is 0 for normal DMA operation. This bit indicates strapping at the
TC pin during reset (pulled high at reset for a value of 0).

ISA Clock Divisor Status: This bit reports the strapping option on the SYSCLK signal. 1= clock
divisor of 3 (PCICLK =25 MHz). 0= Clock divisor of 4 (PCICLK = 33 MHz). Note that, for
PCICLK =30 MHz, a clock divisor of 4 must be selected and produces a SYSCLK of 7.5 Mhz.
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2.2.15 MBIRQ[1:0]—MOTHERBOARD DEVICE IRQ ROUTE CONTROL REGISTERS (FUNCTION 0)

Address Offset: 70h—MBIRQO; 71h—MBIRQ1
Default Value: 80h
Attribute: Read/Write

These registers control the routing of motherboard device interrupts (MIRQ[1:0]) to the internal IRQ inputs of
the interrupt controller. Each MIRQx# can be independently routed to any one of the interrupts. If the Bus
Master mode of the IDE interface is used and there is a secondary IDE channel, the interrupt for that channel
must be connected to MIRQO.

Note that when a MIRQ line and a PIRQ# line are steered to the same ISA interrupt, the device connected to
the MIRQ line must be set for active high, level-sensitive interrupts. In' this case, the ISA interrupt will be
masked. Bit 6 of that Motherboard Device IRQ Route Control Register must be programmed to O.

Bit ~ Description

7 Interrupt Routing Enable. 0=Enable routing; 1=Disable routing.

6 | MIRQx/IRQx Sharlng Enable: 0= Disable sharing; 1=Enable sharing. When sharing is disabled and
bit 7 of this register is 0, the interrupt specified by bits[3:0] is masked. Interrupt sharing should only be
enabled when the device connected to the MIRQ line and the device connected to the ISA IRQ line
both produce active high, level-sensitive interrupts.

5:4 | Reserved: Read as 0s.

3:0 | Interrupt Routing: When bit 7 =0, this field selects the routing of the MBIRQx to one of the interrupt
controller interrupt inputs.

Bits[3:0] IRQ Routing Bits[3:0] IRQ Routing Bits[3:0] IRQ Routing

0000 Reserved 0110 IRQ6 1011 IRQ11
0001 Reserved 0111 IRQ7 1100 IRQ12
0010 Reserved 1000 Reserved 1101 Reserved
0011 IRQ3 1001 IRQ9 1110 IRQ14
0100 IRQ4 1010 IRQ10 1111 IRQ15
0101 IRQ5
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2.2.16 MBDMA[1:0]—MOTHERBOARD DEVICE DMA CONTROL REGISTERS (FUNCTION 0)

Address Offset: 76h—MBDMAOQ #; 77h—MBDMA1 #
Default Value: 04h
Attribute: Read/Write

These registers control the routing of motherboard device DMA signals (MDRQ[1:0] and MDAK[1:0]) to the
DREQ and DACK# signals on the 8237 DMA controller unit. This register also enables a fast transfer mode
(type F, 3 SYSCLK) for motherboard devices.

When a MDRQ/MDAK# pair is programmed for a given 8237 DMA channel and DMC=1, the MDRQ/
MDAK# signals are masked. If both motherboard DMAs are used, the motherboard DMAs should be pro-
grammed to different compatible DMA channels. Programming both motherboard DMAs to the same compati-
ble DMA channel results in unpredictable device operation.

When DMC=1, this register enables type F transfers and the 4-byte DMA buffer for an ISA peripheral on a
given channel. When DMC =0, this register steers the corresponding MDRQ/MDAK# signals to a compatible
ISA channel for a motherboard peripheral and also enable type F transfers and the 4-byte DMA buffer.

Bit Description

7 Type F and DMA Buffer Enable (FAST): 1= Enable for the channel selected by bits[2:0]. 0= Disable
for the channel selected by bits[2:0].

6:4 | Reserved. Read as Os.

3 Disable Motherboard Channel (DMC): When this bit 3=0, the MDRQ/MDAK # pair associated with
this channel is routed to the compatible ISA channel determined by the CHNL field (bits[2:0]). When
bit 3=1, the ISA DREQ/DACK # pair is used for that channel.

2:0 | DMA Channel Select (CHNL): This field selects the DMA channel connected to the MDRQ/MDAK #

pair. -
Bits[2:0] DMA Channel Bits[2:0] DMA Channel

000 0 100 default (disabled)

001 1 101 5

010 2 110 6

011 3 111 7
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2.2.17 PCSC—PROGRAMMABLE CHIP SELECT CONTROL REGISTER (FUNCTION 0)

Address Offset: 78-79h
Default Value: 0002h
Attribute: Read/Write

This register controls the assertion of the PCS# programmable chip select signal. The PCS# signal is assert-
ed for subtractively decoded I/0O cycles generated by PCI masters that fall in the range specified by this
register. The address is programmable to any 16 bit 1/0 space location and the range is programmable to be
4, 8 or 16 bytes. A split range is precluded. The upper 16 address bits (AD[31:16]) must be O for the address to
be decoded and the PCS# signal asserted. The PCS# signal is never asserted for ISA Bus Masters access.

Bit ) : Description

15:2 | PCS Address (PCSADDRY): This field defines a 16 bit I/0 space address (4 byte range) that causes
the PCS # signal to assert. Address bits [3:2] may be masked (considered “don’t care”) by
programming bits [1:0] of this register.

1:0 | PCS Address Mask: When bit 1=1, PCSADDRS3 is masked. When bit 0= 1, PCSADDR2 is masked.

Bits[1:0] Range
00 4 bytes (default)
01 8 bytes, contiguous
10 Disabled
11 16 bytes, contiguous
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2.2.18 SMICNTL—SMI CONTROL REGISTER (FUNCTION 0)

Address Offset: AOh
Default Value: 08h
Attribute: Read/Write

The SMICNTL Register provides Fast-Off Timer control, STPCLK# enable/disable, and CPU clock scaling.
This register also enables/disables the system management interrupt (SMI).

Bit

Description

75

Reserved.

4:3

Fast-Off Timer Freeze (CTMRFRZ): This field enables/disables the Fast-Off Timer and when
enabled, selects the timer count granularity as shown below:

Bits[4:3] Count Granularity Count Granularity Count Granularity
(33 MHz PCICLK) (30 MHz PCICLK) (25 MHz PCICLK)
00 1 Minute 1.1 Minute 1.32 Minute
01 Disabled (default)  Disabled (default)  Disabled (default)
10 1 PCICLK 1 PCICLK 1 PCICLK
11 1 msec 1.1 msec 1.32 msec

STPCLK # Scaling Enable (CSTPCLKSC): 1=Enable; 0= Disable. When enabled (and bit 1=1), the
high and low times for the STPCLK # signal are controlled by the Clock Scaling STPCLK# High Timer
and Clock Scaling STPCLK # Low Timer Registers.

STPCLK # Signal Enable (CSTPCLKE): 1 =Enable; 0 =Disable. When enabled, an APMC Register
read causes STPCLK# to be asserted. When disabled, the STPCLK # signal is disabled and is
negated (high). Software can set this bit to 0 by writing 0 to it.

SMI# Gate (CSMIGATE): 1 =Enable; 0= Disable. When enabled, a system management interrupt
condition asserts the SMI# signal. When disabled, the SMI # signal is masked and negated. This bit
only affects the SMI# signal and does not affect the detection/recording of SMI events (i.e., this bit
does not affect the SMI status bits in the SMIREQ Register). Thus, if an SMl is pendlng when this bit is
set to 1, the SMI# signal is asserted.
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2.2.19 SMIEN—SMI ENABLE REGISTER (FUNCTION 0)

Address Offset: A2-A3h
Default Value: 0000h
Attribute: Read/Write

This register enables the generation of SMI (asserting the SMI# signal) for the associated hardware events
(bits[5:0]), and software events (bit 7). When a hardware event is enabled, the occurrence of a corresponding
event results in the assertion of SMI#, if enabled via the SMICNTL Register. The SMI# is asserted indepen-
dent of the current power state (Power-On or Fast-Off). The default for all sources in this register is disabled.

Bit Description
15:8 | Reserved.

7 APMC Write SMI Enable: 1= Enable; 0= Disable.
6 EXTSMI+# SMI Enable: 1 =Enable; 0= Disable.

5 Fast-Off Timer SMI Enable: 1=Enable; 0= Dlsable When enabled, the timer generates an SMI
when it decrements to 0.

IRQ12 SMI Enable (PS/2 Mouse Interrupt): 1=Enable; 0= Disable.

IRQ8 SMI Enable (RTC Alarm Interrupt): 1=Enable; 0= Disable.

IRQ4 SMI Enable (COM2/COM4 Inferrupt or Mouse): 1=Enable; 0= Disable.
IRQ3 SMI Enable (COM1/COMS3 Interrupt or Mouse): 1= Enable, 0= Dlsable.
IRQ1 SMI Enable (Keyboard Interrupt): 1= Enable; 0= Disable.

O|=|N|w|H
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2.2.20 SEE—SYSTEM EVENT ENABLE REGISTER (FUNCTION 0)

Address Offset: A4-A7h
Default Value:  00000000h
Attribute: Read/Write

This register enables hardware events as system events and break events for power management control.
The default for each system/break event in this register is disabled. Bits[31,29,15:3,1:0] generate both system
and break events and bit 30 generates break events only.

System Events: Activity by these events can keep the system from powering down. When a system event is
enabled, the corresponding hardware event activity prevents a Fast-Off power-down condition by reloading
the Fast-Off Timer with its initial count.

Break Events: These events can awaken a powered down system. When a break event is enabled, the
corresponding hardware event activity powers up the system by negating STPCLK #.

Bit Description
31 Fast-Off SMI Enable (FSMIEN): 1 =Enable; 0= Disable.

30 INTR Enable (FINTREN): 1=Enable; 0= Disable. When enabled, INTR is used as a global break
event. In this case, any IRQ that is generated causes the system to powerup via the negation of
STPCLK#, regardless of the state of bits[15:3,1:0] in this register.

29 Fast-Off NMI Enable (FNMIEN): 1 =Enable; 0= Disable.

28:16 | Reserved.

15:3 | Fast-Off IRQ[15:3] Enable (FIRQ[15:3]EN): 1 =Enable; 0= Disable.
2 Reserved.

1:0 Fast-Off IRQ[1:0] Enable (FIRQ[1:0]EN): 1 =Enable; 0= Disable.

2.2.21 FTMR—FAST-OFF TIMER REGISTER (FUNCTION 0)

Address Offset: A8h

Default Value: OFh

Attribute: Read/Write

The Fast-Off Timer indicates (through an SMI) that the system has been idle for a preprogrammed period of

time. When the timer expires, an SMI special cycle is generated. The count time interval is programmable (via
the SMICNTL Register). The granularity of the counter is programmable via the SMICNTL Register.

NOTE:
1. Before writing to the FTMR Register, the Fast-Off Timer must be stopped via bits[4:3] of the
SMICNTL Register.

Bit Description

7:0 | Fast-Off Timer Value: Bits[7:0] contain one less than the actual count-down value. Thus, if X is
programmed into this register, the countdown value is X+ 1. The X+ 1 value is loaded into the counter
when an enabled system event occurs. When the Fast-Off Timer reaches 00h, an SMI is generated
and the timer is re-loaded with the X+ 1 value. When the Fast-Off Timer is enabled (via the SMICNTL
Register), the timer counts down from this value. A read from the FTMR Register returns the value last
written. .
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2.2.22 SMIREQ—SMI REQUEST REGISTER (FUNCTION 0)

Address Offset: AA~ABh
Default Value: 00h
Attribute: Read/Write

The SMIREQ Register contains status bits indicating which enabled event caused a SMI.

NOTES:

1. The SMIREQ bits are set, cleared, or read independently of each other and independently of the
CSMIGATE bit in the SMICNTL Register.

2. If software attempts to set a status bit to 0 at the same time that the PlIX is éetting it to 1, the bit is set
tol.

3. Each of the SMIREQ bits is set by the PIIX in response to the activation of the corresonding SMI
event. If the SMI event is still active when the corresponding SMIREQ bit is set to 0, the PIIX does not
set the status bit back to 1 (i.e., there is only one status indication per active SMI event).

4. When an IRQx signal is asserted, the corresponding IRQx status bit is set to 1. If the IRQx signal is
still active when software sets the corresponding status bit to 0, the status bit is not set back to 1.
The IRQx may be negated before software sets the status bit to 0. However, if the status bit is set to
0 at the same time a new IRQx is activated, the status bit remains at 1. This indicates to the SMI
handler that a new SMI event has been detected.

5. If an IRQx is set in level mode and shared by two devices, the IRQ should not be enabled as an
SMi# event. The PIIX’s SMIREQ bits are essentially set with an edge. When the second IRQ occurs
on a shared IRQ, there is not second edge and the SMI# will not be generated for the second IRQ.

Bit Description

15:8 | Reserved.

7 APM SMI Status (RAPMC): The PIIX sets this bit to 1 to indicate that a write to the APM Control
Register caused an SMI. Software sets this bit to 0 by writing 0 to it.

6 EXTSMI# SMI Status (REXT): The PIIX sets this bit to 1 to indicate that EXTSMI# caused an SMI.
Software sets this bit to 0 by writing 0 to it.

5 Fast-Off Timer Expired Status (RFOT): The PIiX sets this bit to 1 to indicate that the Fast-Off Timer
expired and caused an SMI. Software sets this bit to 0 by writing 0 to it. Note that the timer re-starts
counting 1 the next clock after it expires.

4 . | IRQ12 Request SMI Status (RIRQ12): The PIIX sets this bit to 1 to indicate that IRQ12 caused an
SMI. Software sets this bit to 0 by writing 0 to it.

3 IRQ8 # Requesf SMI Status (RIRQ@8): The PIIX sets this bit to 1 to indicate that IRQ8 # caused an
SMI. Software sets this bit to 0 by writing 0 to it.

2 IRQ4 Request SMI Status (RIRQ4): The PIIX sets this bit to 1 to indicate that IRQ4 caused an SMI.
Software sets this bit to 0 by writing O to it.

1 IRQ3 Request SMI Status (RIRQ3): The PIIX sets this bit to 1 to indicate that IRQ3 caused an SMI.
Software sets this bit to 0 by writing O to it.

0 IRQ1 Request SMI Status (RIRQ1): The PIIX sets this bit to 1 to indicate that IRQ1 caused an SMI.
Software sets this bit to 0 by writing 0 to it.
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2.2.23 CTLTMR—CLOCK SCALE STPCLK# LOW TIMER (FUNCTION 0)

Address Offset: ACh
Default Value: 00h
Attribute: Read/Write

The value in this register defines the duration of the STPCLK# asserted period when bit 2 in the SMICNTL
Register is set to 1. The value in this register is loaded into the STPCLK# Timer when STPCLK# is asserted.
The STPCLK# timer is a divide of PCI clocks and is, therefore, frequency dependent.

The base count for a value of 0 is as follows:
50.0 MHz timebase is 42 microseconds 1
60.0 MHz timebase is 35 microseconds
66.6 MHz timebase is 32 microseconds . -
The numbers above are derived from the formula: # of PCI clocks STPCLK# asserted (or negated) = 1+

1056* (programmed value + 1) where “programmed value” = the value programmed in the clock scale
STPCLK# low or high timers, register offset 0ACh and OAEh.

Bit Description

7:0 | Clock Scaling STPCLK # Low Timer Value: Bits[7:0] define the duration of the STPCLK # asserted
period during clock throttling.

2.2.24 CTHTMR—CLOCK SCALE STPCLK# HIGH TIMER (FUNCTION 0)

Address Offset: AEh
Default Value: 00h
Attribute: Read/Write

The value in this register defines the duration of the STPCLK# negated period when bit 2 in the SMICNTL
Register is set to 1. The value in this register is loaded into the STPCLK# timer when STPCLK # is negated.
The STPCLK# timer is a divide of PCI clicks and is, therefore, frequency dependent. See the STPCLK# Low
Timer description in Section 2.2.23.. '

Bit Description

7:0 | Clock Scaling STPCLK # High Timer Value: Bits[7:0] define the duration of the STPCLK # negated
period during clock throttling.
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2.3 PCI Configuration Registers—Function 1 (IDE Interface)

The PIIX is a multi-function device, as indicated by bit 7-of the Header Type Register. The PCl IDE interface
function uses Function 1.

2.3.1 VID—VENDOR ID REGISTER (FUNCTION 1)

Address Offset: 00-01h
Default Value: 8086h
Attribute: Read Only

The VID Register contains the vendor identification number. This register, along with the Devuce Identlflcatlon
Register, uniquely identify any PCI device. Writes to this register have no effect.

Bit Description

15:0 | Vendor Identification Number: This is a 16-bit value assigned to Intel.

2.3.2 DID—DEVICE IDENTIFICATION REGISTER (FUNCTION 1)

Address Offset: 02-03h
Default Value: 1230h
Attribute: Read Only

The DID Register contains the device identification number. This register, along with the VID Register, define
the PIIX. Writes to this register have no effect.

Bit Description

15:0 | Device Identification Number: This is a 16-bit value assigned to the PIIX.
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2.3.3 PCICMD—COMMAND REGISTER (FUNCTION 1)

Address Offset: 04-05h
Default Value: 0000h

Attribute:

Read/Write

The PCICMD Register controls access to the I/0 Space Registers.

Bit Description

15:10 | Reserved: Read 0.

9 Fast Back to Back Enable (FBE): (Not Implemented). This bit is hardwired to 0.

8:5 Reserved: Read as 0.

4 Memory Write and Invalidate Enable (MWI): (Not Implemented). This bit is hardwired to 0.

3 Special Cycle Enable (SCE): (Not Implemented). This bit is hardwired to 0.

2 Bus Master Enable (BME): 1 =Enables the PIIX to be an IDE Bus Master. 0= Disables the PIIX
-from generating PCI accesses for the IDE Bus Master function. This bit must be programmed te 1 by
BIOS for Bus Master IDE operation.

1 Memory Space Enable (MSE): (Not Implemented). This bit is hardwired to 1.

0 170 Space Enable (IOSE): This bit controls access to the 1/0 Space Registers. When IOSE=1,
access to the Legacy IDE ports (both primary and secondary) and the PCI Bus Master IDE I/0
Registers is enabled. The Base Address Register for the PCI Bus Master IDE I/0 Heglsters should
be programmed before this bit is set to 1.
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2.3.4 PCISTS—PCI DEVICE STATUS REGISTER (FUNCTION 1)

Address Offset: 06-07h
Default Value: 0280h
Attribute: Read/Write

PCISTS is a 16-bit status register for the IDE interface function. The register also indicates the PlIX’s
DEVSEL# signal timing.

Bit Description
15 Detected Parity Error (PERR): (Not implemented). Read as 0.
14 SERR # Status (SERRS): (Not Implemented). Read as 0.

13 Master-Abort Status (MAS)—R/W: When the Bus Master IDE interface function, as a master,
generates a master abort, MA is set to 1. Software sets MA to 0 by writing 1 to this bit..

12 Received Target-Abort Status (RTA)—R/W When the Bus Master IDE interface function is a
master.on the PCI Bus and receives a target abort, thvs bit is set to 1. Software sets RTA to 0 by
writing 1 to this bit.

1 Signaled Target Abort Status (STA)}—R/W: This bit is set when the PIIX IDE interface function is
targeted with a transaction that the PIIX termmates wuth a target abort. Software resets STA to 0 by
writing 1 to this bit.

110:9 | DEVSEL # Timing Status (DEVT)—RO: For the PlIX, DEVT =01 mdlcatlng medium timing for
. DEVSEL # assertion when performing a positive decode. DEVSEL # timing does not include
configuration cycles.

Data Parity Detected (DPD): (Not Implemented). Read as 0.

7 Fast Back-to-Back Capable (FBC)—RO: Hardwired to 1. This bit indicates to the PCI Master that
PlIX, as a target, is capable of accepting fast back-to-back transactions.

6:0 | Reserved: Read as Os.

2.3.5 RID—REVISION IDENTIFICATION REGISTER (FUNCTION 1)

Address Offset: 08h
Default Value: Refer to stepping information
Attribute: Read Only

This 8-bit register contains device stepping information. Writes to this register have no effect.

Bit : Description

7:0 | Revision ID Byte: The register is hardwired to the default value during manufacturing.
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2.3.6 PI—PROGRAMMING INTERFACE REGISTER (FUNCTION 1)

Address Offset: 09h
Default Value: 80h
Attribute: Read Only

This register contains the device programming interface information related to the Sub Class Code Register
and Base Class Code Register definition for this function.

Bit Description
7:0 | Programming Interface: 80h = Capable of IDE Bus Master operation.

2.3.7 SUBC—SUB CLASS CODE REGISTER (FUNCTION 1) u

Address Offset: 0Ah

Default Value: 01h
Attribute: Read Only

This register indicates the function sub-class in relation to the Base Class Code Register.

Bit Description
7:0 | Sub Class Code (SUBC): 01h=IDE controller.

2.3.8 BCC—BASE CLASS CODE REGISTER (FUNCTION 1)

Address Offset: 0Bh
Default Value: 01h
Attribute: Read Only

This register contains the Base Class Code of the IDE function on the PIIX.

Bit Description
7:0 | Base Class Code (BASEC): 01h=Mass storage device.
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2.3.9 MLT—MASTER LATENCY TIMER REGISTER (FUNCTION 1)

Address Offset: ODh
Default Value: 00h
Attribute: Read/Write

MLT controls the amount of time PIIX, as a Bus Master, can burst data on the PCI Bus. The count value is an 8
bit quantity. However, MLTI[3:0] are reserved and 0 when determining the count value. MLT is cleared and
suspended when PlIX is not asserting FRAME #. When PlIX asserts FRAME #, the counter begins counting. If
PlIX finishes its transaction before the count expires, the MLT count is ignored. If the count expires before the
transaction completes (count = # of clocks programmed in MLT), PlIX initiates a transaction termination as
soon as its PHLDA# is removed. The number of clocks programmed in the MLT represents the guaranteed
time slice (measured in PCI clocks) allotted to PIIX. The default value of MLT is 00h, or 0 PCI clocks.

Bit Description

7:4 | Master Latency Timer Count Value: PliX-initiated PCI burst cycles can last indefinitely, as long as
PHLDA # remains active. However, if PHLDA # is negated after the burst cycle is initiated, PIIX limits
the burst cycle to the number of PCI Bus clocks specified by this field.

3:0 | Reserved.

2.3.10 HEDT—HEADER TYPE REGISTER (FUNCTION 1)

Address Offset: OEh
Default Value: 80h
Attribute: Read Only

The HEDT Register identifies the PlIX as a multi-function device.

Bit Description
7:0 | Device Type (DEVICET): 80h = Multi-function device.

2.3.11 BMIBA—BUS MASTER INTERFACE BASE ADDRESS REGISTER (FUNCTION 1)

Address Offset: 20-23h
Default Value: 00000001h
Attribute: Read/Write

This register selects the base address of a 16-byte 1/0O space to provide a software interface to the Bus
Master functions. Only 12 bytes are actually used (6 bytes for primary and 6 bytes for secondary).

Bit Description
31:16 | Reserved: Hardwired to 0.

15:4 | Bus Master Interface Base Address: These bits provide the base address for the Bus Master
Interface Registers and correspond to AD[15:4].

3:2 Reserved: Hardwired to O.

Reserved.

0 Resource Type Indicator (RTE)—RO: This bit is hardwired to 1 indicating that the base address
field in this register maps to |1/0 space.
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2.3.12 IDETM—IDE TIMING REGISTER (FUNCTION 1)

Address Offset: Primary Channel=40-41h; Secondary Channel=42-43h
Default Value: 0000h
Attribute: Read/Write Only

This register controls the PliX’s IDE interface and selects the timing characteristics of the PC| Local Bus IDE
cycle.

Bit Description
15 IDE Decode Enable (IDE): 1= Enable; 0= Disable. When enabled, I/0 transactions on PCl
targeting the IDE ATA Register blocks (command block and control block) are positively decoded
on PCl and driven on the PIIX IDE interface. When disabled, PliX subtractively decodes these 1
accesses to ISA.

14 Reserved.

13:12 | IORDY Sample Point (ISP): This field selects the number of clocks between DIOx# assertion and
the first IORDY sample point.

Bits[13:12] Number Of Clocks

00 5
01 4
10 3
11 2

11:10 | Reserved.

9:8 Recovery Time (RTC): This field selects the minimum number of clocks between the last IORDY #
sample point and the DIOx# strobe of the next cycle.

Bits[9:8] Number Of Clocks

00 4
01 3
10 : 2
11 1
7 DMA Timing Enable Only (DTE1): When DTE1 =1, fast timing mode is enabled for DMA data
transfers for drive 1. Note that PIO transfers to the IDE data port still run in compatible timing.
6 Prefetch and Posting Enable (PPE1): When PPE1 =1, prefetch and posting to the IDE data port is
enabled for drive 1.
5 IORDY Sample Point Enable Drive Select 1 (IE1): When IE1=0, IORDY sampling is disabled for

Drive 1. The internal IORDY signal is forced asserted guaranteeing that IORDY is sampled asserted
at the first sample point as specified by the ISP field in this register.

When IE1=1 and the currently selected drive (via a copy of bit 4 of 1x6h) is Drive 0, all accesses to
| the enabled 1/0 address range sample IORDY. The IORDY sample point is specified by the ISP field
in this register.
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Bit

Description

Fast Timing Bank Drive Select 1 (TIME1): When TIME1=0, accesses to the data port of the
enabled |I/0 address range use the 16 bit compatible timing PCl local bus path.

When TIME1=1 and the currently selected drive (via a copy of bit 4 of 1x6h) is Drive 1, accesses to
the data port of the enabled 1/0 address range use the fast timing bank PCl local bus IDE path.
Accesses to the data port use fast timing only if bit 7 of this register (DTE1) is zero. Accesses to all
non-data ports of the enabled 1/0 address range use the 8 bit compatible timing PCl local bus path.

DMA Timing Enable Only (DTEO): When DTEO = 1, fast timing mode is enabled for DMA data
transfers for drive 0. Note that PIO transfers to the IDE data port still run in compatible timing.

Prefetch and Posting Enable (PPEO)H =Enable; 0=Disable. When enabled, prefetch and posting to
the IDE data port is enabled for drive 0.

IORDY Sample Point Enable Drive Select 0 (IE0): When IEO=0, IORDY sampling is disabled for
Drive 0. The internal IORDY signal is forced asserted guaranteeing that IORDY is sampled asserted at
the first sample point as specified by the ISP field in this register.

When IEO=1 and the currently selected drive (via a copy of bit 4 of 1x6h) is Drive 0, all accesses to the
enabled I/0 address range sample IORDY. The IORDY sample point is specified by the ISP field in this
register.

Fast Timing Bank Drive Select 0 (TIMEO): When TIMEO =0, accesses to the data port of the
enabled I/0 address range uses the 16 bit compatible timing PCI local bus path.

When TIMEO =1 and the currently selected drive (via a copy of bit 4 of 1x6h) is Drive 0, accesses to
the data port of the enabled I/O address range use the fast timing bank PCI local bus IDE path.
Accesses to the data port use fast timing only if bit 3 of this register (DTEO) is 0. Accesses to all non-
data ports of the enabled /0 address range use the 8 bit compatible timing PCl local bus path.

2.4 ISA-Compatible Registers

The ISA-Compatible Registers contain the DMA, timer/counter, and interrupt registers. This group also con-
tains the X-Bus, coprocessor, NMI, and reset registers.

'

2.4.1 DMA REGISTERS

The PIIX contains DMA circuitry that incorporates the functionality of two 82C37 DMA controllers (DMA1 and
DMAZ2). The DMA Registers control the operation of the DMA controllers and are all accessible from the Host
CPU via the PCI Bus interface. In addition, some of the registers are accessed from the ISA Bus via ISA 1/0
space. Unless otherwise stated, a CPURST sets each register to its default value.
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2.4.1.1 DCOM—DMA Command Register

I/0 Address:  Channels 0-3—08h; Channels 4-7—0D0h
Default Value: 00h (CPURST or Master Clear)
Attribute: Write Only

This 8-bit register controls the configuration of the DMA. Note that disabling channels 4-7 also disables
channels 0-3, since channels 0-3 are cascaded into channel 4.

Bit Description

7 | DACK# ACTIVE Level (DACK # [3:0,(7:5)]): 1= Active high; 0= Active low.

6 | DREQ Sense Assert Level (DREQ[3:0,(7:5)]): 1= Active low; 0= Active high.
5 Reserved: Must be 0.

4 DMA Group Arbitration Priority: 1= Rotating priority; 0= Fixed priority

3 Reserved: Must be 0.

2 DMA Channel Group Enable: 1=Disable; 0=Enable.

1:0 | Reserved: Must be 0. '

2.4.1.2 DCM—DMA Channel Mode Register

1/0 Address:  Channels 0-3=0Bh; Channels 4-7=0D6h
Default Value:  Bits[7:2] =0, Bits[1:0] =undefined (CPURST or Master Clear)
Attribute: Write Only

Each channel has a 16-bit DMA Channel Mode Register. The Channel Mode Registers provide control over
" DMA transfer type, transfer mode, address increment/decrement, and autoinitialization.

Bit Description

7:6 | DMA Transfer Mode: Each DMA channel can be programmed in one of four different modes:

Bits[7:6] Transfer Mode

00 Demand mode
01 Single mode
10 Block mode
1 Cascade mode

Address Increment/Decrement Select: 0=Increment; 1 =Decrement.
Autoinitialize Enable: 1=Enable; 0=Disable.
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1

Bit Description
3:2 | DMA Transfer Type: When Bits[7:6] = 11, the transfer type bits are irrelevant.
Bits[3:2] Transfer Type
00 Verify transfer
01 _ Write transfer
10 Read transfer
11 lilegal
1:0 | DMA Channel Select: Bits[1:0] select the DMA Channel Mode Regrster written to by bits[7:2].

Bits[1:0] Channel
00  Channel 0 (4)
01 Channel 1 (5)
10 Channel 2 (6)
11 Channel 3 (7)

~

2.4.1.3 DR—DMA Request Register

1/0 Address:  Channels 0-3—09h; Channels 4-7—0D2h
Default Value: Bits[1:0] = undefined, Bits[7:2] =0 (CPURST or Master Clear)
Attribute: Write Only

The Request Register is used by software to initiate a DMA request. The DMA responds to the software
request as though DREQXx is asserted. These requests are non-maskable and subject to prioritization by the
priority encoder network. For a software request, the channel must be in Block Mode. The Request Reglster
status for DMA1 and DMA is output on bits[7:4] of a Status Register read.

Bit

" Description

7:3

Reserved: Must be 0.

12

DMA Channel Service Request: 0=Resets the individual software DMA channel request bit. 1 =Sets
the request bit. Generation of a TC also sets this bit to 0. .

1:0

'

DMA Channel Select: Bits[1:0] select the DMA channel mode Register to program with bit 2.

Bits[1:0] Channel
00 Channel 0
01 Channel 1 (5)
- 10 Channel 2 (6)
1 Channel 3 (7)
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2.4.1.4 Mask Register—Write Single Mask Bit

I/0 Address:  Channels 0-3—0Ah; Channels 4-7—0D4h
Default Value:  Bits[1:0] = undefined; Bit 2= 1; Bits[7:3] =0 (CPURST or a Master Clear)
Attribute: Write Only

A channel's mask bit is automatically set when the Current Byte/Word Count Register reaches terminal count
(unless the channel is programmed for autoinitialization). Setting the entire register disables all DMA requests
until a clear mask register instruction allows them to occur. This instruction format is similar to the format used
with the DMA Request Register. Masking DMA channel 4 (DMA controller 2, channel 0) also masks DMA
channels [3:0].

Bit | Description
7:3 | Reserved: Must be 0.

2 Channel Mask Select: 1= Disable DREQ for the selected channel. 0= Enable DREQ for the selected
channel.

1:0 | DMA Channel Select: Bits[1:0] select the DMA Channel Mode Register for bit 2.
Bits[1:0]  Channel

00 Channel 0 (4)
01 Channel 1 (5)
10 Channel 2 (6)
11 Channel 3 (7)

2.4.1.5 Mask Register—Write All Mask Bits

I/0 Address:  Channels 0—-3—O0Fh; Channels 4-7—O0DEh
Default Value:  Bit[3:0] = 1; Bit[7:4] =0 (CPURST or Master Clear)
Attribute: Read/Write

A channel’s mask bit is automatically set to 1 when the Current Byte/Word Count Register reaches terminal
count (unless the channel is programmed for autoinitialization). Setting bits[3:0] to 1 disables all DMA requests
until a clear mask register instruction enables the requests. Note that, masking DMA channel 4 (DMA control-
ler 2, channel 0), masks DMA channels [3:0]. Also note that masking DMA controller 2 with a write to port
ODEh also masks DREQ assertions from DMA controller 1.

Bit Description
7:4 | Reserved: Must be 0.
3:0 | Channel Mask Bits: 1 =Disable the corresponding DREQ(s); 0= Enable the corresponding DREQ(s).

Bit Channel
0 0(4)
1 1)
2 2()
3 3(7)
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2.4.1.6 DS—DMA Status Register

|/0 Address:  Channels 0-3—08h; Channels 4-7—0DOh
Default Value: 00h
Attribute: Read Only

Each DMA controller has a read-only DMA Status Register that indicates which channels have reached
terminal count and which channels have a pending DMA request.

Bit | Description
7:4 | Channel Request Status: When a valid DMA request is pending for a channel (on its DREQ signal
line), the corresponding bit is set to 1. When a DMA request is not pending for a particular channel, the
corresponding bit is set to 0. The source of the DREQ may be hardware or a software request. Note
that channel 4 does not have DREQ or DACK lines, so the response for a read of DMA2 status for
channel 4 is irrelevant.
Bit Channel
4 0
5 1(5)
6 2(6)
7 3(7)
3:0 | Channel Terminal Count Status: 1=TC is reached; 0=TC is not reached.
Bit Channel
0 0
1 1(5)
2 2 (6)
3 3(7)

2.4.1.7 DMA Base and Current Address Registers (8237 Compatible Segment)

I1/0 Address:  DMA Channel 0000h " DMA Channel 40C0Oh
DMA Channel 1002h ' DMA Channel 50C4h
DMA Channel 2004h DMA Channel 60C8h.
DMA Channel 3006h DMA Channel 70CCh

Default Value: XXXXh (CPURST or Master Clear)

Attribute: Read/Write

This register works in conjunction with the Low Page Register. After an autoinitialization, this register retains
the original programmed value. Autoinitialize takes place after a TC. The address register is automatically
incremented or decremented after each transfer. This register is read/written in successive 8-bit bytes. The-
programmer must issue the “Clear Byte Pointer Flip-Flop™” command to reset the internal byte pointer and
correctly align the write pnor to programmung the Current Address Register. Autoinitialize takes place only after
aTC.

Bit Description

15:0 | Base and Current Address [15:0]: These bits represent address bits[15:0] used when forming the
24-bit address for DMA transfers.
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2.4.1.8 DMA Base and Current Byte/Word Count Registers (Compatible Segment)

1/0 Address:  DMA Channel 0001h DMA Channel 40C2h
DMA Channel 1003h DMA Channel 50C6h
DMA Channel 2005h DMA Channel 60CAh
DMA Channel 3007h DMA Channel 70CEh

Default Value: XXXXh (CPURST or Master Clear)

Attribute: Read/Write

This register determines the number of transfers to be performed. The actual number of transfers is one more
than the number programmed in the Current Byte/Word Count Register When the value in the register is
decremented from zero to FFFFh, a TC is generated. Autoinitialize can only occur when a TC occurs. If it is not
autoinitialized, this register has a count of FFFFh after TC.

For transfers to/from an 8-bit 1/0, the Byte/Word count indicates the number of bytes to be transferred. This
applies to DMA channels 0-3. For transfers to/from a 16-bit I/0, with shifted address, the Byte/Word count
indicates the number of 16-bit words to be transferred. This applies to DMA channels 5-7.

Bit Description

15:0 | Base and Current Byte/ Word Count: These bits represent the 16 byte/word count bits used when
counting down a DMA transfer.

2.4.1.9 DMA Memory Low Page Registers

170 Address: DMA Channel 0087h DMA Channel 508Bh
DMA Channel 1083h DMA Channel 6089h
DMA Channel 2081h DMA Channel 708Ah

DMA Channel 3082h
Default Value: XXh (CPURST or Master Clear)
Attribute: Read/Write

This register works in conjunction with the Current Address Register. After an autoinitialization, this register
retains the original programmed value. Autoinitialize takes place after a TC.

Bit Description
7:0 | DMA Low Page [23:16]: These bits represent address bits[23:16] of the 24-bit DMA address.
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2.4.1.10 DMA Clear Byte Pointer Register

I/0 Address:  Channels 0-3—00Ch; Channels 4-7—0D8h
Default Value:  All bits undefined
Attribute: Write Only

Writing to this register executes the Clear Byte Pointer Command. This command is executed prior to reading/
writing a new address or word count to the DMA. The command initializes-the byte pointer flip-flop to a known
state so that subsequent accesses to register contents address upper and lower bytes in the correct se-
quence. The Clear Byte Pointer Command-(or CPURST or the Master Clear Command) clears the internal
latch used to address the upper or lower byte of the 16-bit Address and Word Count Registers.

Bit ' Description

7:0 | Clear Byte Pointer: No specific pattern. Command enabled with a write to the I/O port address.

2.4.1.11 DMC—DMA Master Clear Register

1/0 Address:  Channel 0-3—00Dh; Channel 4-7—0DAh
Default Value:  All bits undefined
Attribute: Write Only

This software instruction has the same effect as the hardware reset.

Bit Description

7:0 | Master Clear: No specifié pattern. Command enabled with a write to the 1/0 port address.

2.4.1.12 DCLM—DMA Clear Mask Register

1/0 Address: ~ Channel 0-3—00Eh; Channel 4-7—0DCh
Default Value: Al bits undefined
Attribute: Write Only

Bit Description

7:0 | Clear Mask Register: No specific pattern. Command enabled with.a write to the 1/0 port address.
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2.4.2 TIMER/COUNTER REGISTER DESCRIPTION

2.4.2.1 TCW—Timer Counter Control Word Register

1/0 Address: 043h
Default Value:  All bits undefined
Attribute: Write Only

The Timer Control Word Register specifies the counter selection, the operating mode, the counter byte pro-
gramming order and size of the count value, and whether the counter counts down in a 16-bit or binary-coded
decimal (BCD) format. After writing the control word, a new count can be written at any time. The new value

takes effect according to the programmed mode.

82371FB (PIIX)

Bit

Description

76

Counter Select: The Read Back Command is selected when bits[7:6] are both 1.

Bit[7:6] Function
00 Counter 0
01 Counter 1
10 Counter 2
11 Read Back Command

5:4

Read/Write Select: The Counter Latch Command is selected when bits[5:4] are both 0.

Bit[5:4] Function -
00 Counter Latch Command
01 R/W Least Significant Byte
10 R/W Most Significant Byte
11 R/W LSB then MSB

3:1

Counter Mode Selection: Bits[3:1] select one of six possible counter modes.
Bit[3:1] Mode Function

000 0 Out signal on end of count (=0)
001 1 Hardware retriggerable one-shot
X10 2 Rate generator (divide by n counter)
X11 3 Square wave output

100 4 Software triggered strobe

101 5 Hardware triggered strobe

Binary/BCD Countdown Select: 0= Binary countdown. The largest possible binary count is 216.
1=Binary coded decimal (BCD) count is used. The largest BCD count allowed is 104.

Read Back Command

The Read Back Command is used to determine the count value, programmed mode, and current states of the
OUT pin and Null count flag of the selected counter or counters. The Read Back Command is written to the
Timer Control Word Register which latches the current states of the above mentioned variables. The value of
the counter and its status may then be read by 170 access to the counter address. Note that the Timer Counter
Register bit definitions are different during the Read Back Command than for a normal Timer Counter Register

write.
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Bit

Description ,

7:6

Read Back Command: When bits[7:6] =11, the Read Back Command is selected during a write to
the Timer Control Word Register. Following the Read Back Command, 1/0 reads from the selected
counter’s 1/0 addresses produce the current latch status, the current latched count, or both if bits 4
and 5 are both 0. )

Latch Count of Selected Counters: When bit 5=0, the current count value of the selected counters
will be latched. When bit 5= 1, the count will not be latched.

Latch Status of Selected Counters: When bit 4 =0, the status of the selected counters will be
latched. When bit 4 = 1, the status will not be latched. The status byte format is described in Section
4.3.3, Interval Timer Status Byte Format Register.

Counter 2 Select: When bit 3= 1, Counter 2 is selected for the latch command selected with bits 4
and 5. When bit 3=0, status and/or count will not be latched.

Counter 1 Select: When bit 2=1, Counter 1 is selected for the latch command selected with bits 4
and 5. When bit 2=0, status and/or count will not be latched.

Counter 0 Select: When bit 1 =1, Counter 0 is selected for the latch command selected with bits 4
and 5. When bit 1=0, status and/or count will not be latched. )

0

Reserved: Must be 0.

Counter Latch Command

The Counter Latch Command latches the current count value at the time the command is received. If a
Counter is latched once and then, some time later, latched again before the count is read, the second Counter
Latch Command is ignored. The count read will be the count at the time the first Counter Latch Command was
issued. If the counter is programmed for two byte counts, two bytes must be read. The two bytes do not have
to be read successively (read, write, or programming operations for other counters may be inserted between
the reads). Note that the Timer Counter Register bit definitions are different during the Counter Latch Com-
mand than for a normal Timer Counter Register write. Note that if a counter is programmed to read/write two-
byte counts, a program must not transfer control between reading the first and second byte to another routine

that also reads from that same counter. Otherwise, an incorrect count will be read.

Bit Description
7:6 | Counter Selection: Bits 6-and 7 are used to select the counter for latching.
Bit[7:6] Function '
00 latch counter 0
01 latch counter 1
10 latch'counter 2
11 Read Back Command
5:4 | Counter Latch Command: When bits[5:4] = 00, the Counter Latch Command is selected during a
write to the Timer Control Word Register. Following the Counter Latch Command, 1/0 reads from the
selected counter’s 1/0 addresses produce the current latched count.
3:0 | Reserved: Must be 0.
1-122
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2.4.2.2 Interval Timer Status Byte Format Register

1/0 Address:  Counter 0—040h; Counter 1—041h; Counter 2—042h

Default Value: Bits[6:0] =X; Bit 7=0

Attribute: Read Only

Each counter’s status byte can be read following an Interval Timer Read Back Command. If latch status is

chosen (bit 4=0, Read Back'‘Command) as a read back option for a given counter, the next read from the
counter’s Counter Access Ports Register returns the status byte.

Bit Description

7 Counter OUT Pin State: 1=Pinis 1; 0=Pinis 0. ‘ 1
6 Count Register Status: This bit indicates when the last count written to the Count Register (CR) has
been loaded into the counting element (CE). 0= Count has been transferred from CR to CE and is

available for reading. 1 =Count has not been transferred from CR to CE and is not yet available for
reading.

5:4 | Read/Write Selection Status: Bits[5:4] reflect the read/write selection made through bits[5:4] of the
Control Register.
Bit[5:4] Function
© 00 Counter Latch Command
01 R/W Least Significant Byte (LSB)
10 R/W Most Significant Byte (MSB)
1 R/W LSB then MSB

3:1 | Mode Selection Status: Bits[3:1] return the counter mode programming.

Bit[3:1] Mode Selected Bit[3:1] Mode Selected
000 0 X11 3
001 ‘ 1 100 4
X10 2 101 ' 5

0 Countdown Type Status: 0= Binary countdown; 1= Binary coded decimal (BCD) countdown.

2.4.2.3 Counter Access Ports Register

1/0 Address:  Counter 0—040h; Counter 1—041h; Counter 2—042h
Default Value: All bits undefined
Attribute: Read/Write

Each of these 1/0 ports is used for writing count values to the Count Registers; reading the current count value
from the counter by either an 1/0 read, after a counter-latch command, or after a Read Back Command; and
reading the status byte following a Read Back Command.

Bit Description

7:0 | Counter Port bit[x]: Each counter I/0 port address is used to program the 16-bit Count Register. The
order of programming, either LSB only, MSB only, or LSB then MSB, is defined with the Interval
Counter Control Register. The counter I/0 port is also used to read the current count from the Count
Register and return counter programming status following a Read Back Command.
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2.4.3 INTERRUPT CONTROLLER REGISTERS

The PIIX contains an ISA-Compatible interrupt controller that incorporates the functionality of two 82C59
interrupt controllers. The interrupt registers control the operation of the interrupt controller.

2.4.3.1 ICW1i—lInitialization Command Word 1 Register

1/0 Address:  INT CNTRL-1—020h; INT CNTRL-2—0AOh
Default Value:  All bits undefined
Attribute: Write Only

|

A write to Initialization Command Word 1 starts the interrupt controller initialization sequence. Addresses 020h
and OAOh are referred to as the base addresses of CNTRL-1 and CNTRL-2, respectively. An 1/0 write to the
CNTRL-1 or CNTRL-2 base address with bit 4 equal to 1 is interpreted as ICW1. For PlIX-based ISA systems,
three I/0 writes to “base address + 1” must follow the ICW1. The first write to “base address + 1” performs
ICW2, the second write performs ICW3, and the third write performs ICW4.

ICW1 starts the initialization sequence during which the following automatically occur:

. The Interrupt Mask Register is cleared.

. IRQ7 input is assigned priority 7.

. The slave mode address is set to 7.

. Special Mask Mode is cleared and Status Read is set to IRR.

. If IC4 was set to 0, then all functions selected by ICW4 are set to 0. However, ICW4 must be programmed
in the PIIX implementation of this interrupt controller, and IC4 must be setto 1.

a b ON =

Bit Description
7:5 | ICW/OCW Select: These bits should be 000 when programming the PIIX.

4 ICW/OCW Select: Bit 4 must be 1 to select ICW1. After the fixed initialization sequence to ICW1,
ICW2, ICW3, and ICW4, the controller base address is used to write to OCW2 and OCWa3. Bit 4 is 0 on
writes to these registers. A 1 on this bit at any time will force the interrupt controller to interpret the
write as an ICW1. The controller will then expect to see ICW2, ICW3, and ICW4.

3 Edge/Level Bank Select (LTIM): This bit is disabled. Its function is replaced by the Edge/Level
Triggered Control (ELCR) Registers.

2 ADI: Ignored for the PIIX.
Single or Cascade (SNGL): This bit must be programmed to 0.
0 ICW4 Write Required (IC4): This bit must be set to 1.
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2.4.3.2 ICW2—Initialization Command Word 2 Register

1/0 Address:  INT CNTRL-1—021h; INT CNTRL-2—0A1h
Default Value:  All bits undefined
Attribute: Write Only

ICW2 is used to initialize the interrupt controller with the five most significant bits of the interrupt vector
address.

Bit Description

the interrupt routines associated with each interrupt request level input.

2:0 | Interrupt Request Level: Must be programmed to all Os.

7:3 | Interrupt Vector Base Address: Bits[7:3] define the base address in the interrupt vector table for -

2.4.3.3 ICW3—lInitialization Command Word 3 Register (Master Controller)

1/0 Address:  INT CNTRL-1—021h
Default Value: Al bits undefined
Attribute: Write Only

The meaning of ICW3 differs between CNTRL-1 and CNTRL-2. On CNTRL-1, the master controller, ICW3
indicates which CNTRL-1 IRQ line physically connects the INTR output of CNTRL-2 to CNTRL-1.

Bit Description

7:3 | Reserved: Must be programmed to all Os.

2 | Cascaded Mode Enable: This bit must be programmed to 1 selecting cascade mode.

1:0 | Reserved: Must be programmed to all Os.

2.4.3.4 ICW3—Initialization Command Word 3 Register (Slave Controller)

1/0 Address:  INT CNTRL-2—0A1h
Default Value:  All bits undefined
Attribute: Write Only

On CNTRL-2, the slave controller, ICW3 is the slave identification code broadcast by CNTRL-1.

Bit Description

7:3 | Reserved: Must be programmed to all Os.

2:0 | Slave Identification Code: Must be programmed to 010b.
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2.4.3.5 ICW4—Initialization Command Word 4 Register

1/0 Address:  INT CNTRL-1—021h; INT CNTRL-2—0A1h
Default Value: 01h .
Attribute: Write Only

Both PIIX interrupt controllers must have ICW4 programmed as part of their initialization sequence.

Bit | . Description

7:5 | Reserved: Must be programmed to all Os.

4 Special Fully Nested Mode (SFNM): Bit 4, SFNM, should normally be disabled by writing O to this bit.
If SFNM =1, the special fully nested mode is programmed.

Buffered Mode (BUF): Must be programmed to 0 selecting non-buffered mode.

Master/Slave in Buffered Mode: Should always be programméd to 0. Bit not used.

AEOI (Automatic End of Interrupt): This bit should normally be programmed to 0. This is the normal
end of interrupt. If this bit is 1, the automatic end of interrupt mode is programmed.

0 Microprocessor Mode: Must be programmed to 1 indicating an Intel Architecture-based system.

24.3.6 ch1—0peratlonal Control Word 1 Register

1/0 Address:  INT CNTRL-1—021h; INT CNTRL-2—0A1h
Default Value: 00h
Attribute: Read/Write

OCW1 sets and clears the mask bits in the Interrupt Mask Register (IMR). Each interrupt request line may be
selectively masked or unmasked any time after initialization. The IMR stores the interrupt line mask bits. The
IMR operates on the IRR. Masking of a higher priority input does not affect the interrupt request lines of lower
priority. Unlike status reads of the ISR and IRR, for reading the IMR, no OCW3 is needed. The output data bus
contains the IMR when an 1/0 read is active and the 1/0 address is 021h or 0A1h (OCW1). All writes to OCW1
must occur following the ICW1-ICW4 initialization sequence, since the same 1/0 ports are used for OCW1,
ICW2, ICW3 and ICW4.

Bit ' Description

7:0 | Interrupt Request Mask (Mask [7:0]): When 1 is written to any bit in this register, the corresponding
IRQx line is masked. For example, if bit 4 is set to 1, then IRQ4 is masked. Interrupt requests on IRQ4
do not set channel 4’s Interrupt Request Register (IRR) bit as long as the channel is masked. When 0
is written to any bit in this register, the corresponding IRQx is unmasked. Note that masking IRQ2 on
CNTRL-1 also masks the interrupt requests from CNTRL-2, which is physically cascaded to IRQ2.
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2.4.3.7 OCW2—Operational Control Word 2 Register

1/0 Address:  INT CNTRL-1—020h; INT CNTRL-2—0AOh
Default Value:  Bits[4:0] = undefined; Bits[7:5] =001
Attribute: Write Only

OCW?2 controls both the Rotate Mode and the End of Interrupt Mode. Following a CPURST or ICW initializa-
tion, the controller enters the fully nested mode of operation. Both rotation mode and specific EOl mode are
disabled following initialization.

Bit Description
7:5 | Rotate and EOI Codes: R, SL, EOI - These three bits control the Rotate and End of Interrupt modes

and combinations of the two. A chart of these combinations is listed above under the bit definition.

Bits[7:5] Function Bits(7:5] Function
001 Non-specific EOl Cmd 000 Rotate in Auto EOI Mode (Clear)
011 Specific EOl Cmd 111 *Rotate on Specific EOl Cmd
101 Rotate on Non-Specific EOl Cmd 110 *Set Priority Cmd
100 " Rotate in Auto EOl Mode (Set) 010 No Operation

* L0 - L2 Are Used
4:3 | OCW2 Select: Must be programmed to 00 selecting OCW2.

| 2:0 | Interrupt Level Select (L2, L1, L0): L2, L1, and LO determine the interrupt level acted upon when the
SL bit is active (bit 6). When the SL bit is inactive, bits[2:0] do not have a defined function;
programming L2, L1 and LO to 0 is sufficient in this case.

Bits[2:0] Interrupt Level . Bits[2:0] Interrupt Level
000 IRQ 0(8) 100 IRQ 4(12)
001 IRQ 1(9) 101 IRQ5(13)
010 IRQ 2(10) 110 IRQ 6(14)
011 IRQ 3(11) 111 IRQ7(15)

2.4.3.8 OCW3—Operational Control Word 3 Register

1/O Address:  INT CNTRL-1—020h; INT CNTRL-2—0AO0h
Default Value: Bits[6,0] = 0; Bits[7,4:2] = Undefined; Bits[5,1] =1
-Attribute: Read/Write

OCWS3 serves three important functionsEnable Special Mask Mode, Poll Mode control, and IRR/ISR Register
read control. .

Bit Description
7 Reserved: Must be 0.

6 Special Mask Mode (SMM): If ESMM =1 and SMM =1, the interrupt controller enters Special Mask
Mode. If ESMM =1 and SMM =0, the interrupt controller is in normal mask mode. When ESMM =0,
SMM has no effect.

Enable Special Mask Mode (ESMM): 1=Enable SMM bit; 0 = Disable SMM bit.
4:3 | OCW3 Select: Must be programmed to 01 selecting OCW3.
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Bit

Description

Poll Mode Command: 0= Disable Poll Mode Command. When bit 2= 1, the next I/0 read to the
interrupt controller is treated as an interrupt acknowledge cycle indicating highest priority request.

1:0

Register Read Command: Bits[1:0] provide control for reading the In-Service Register (ISR) and the
Interrupt Request Register (IRR). When bit 1=0, bit 0 does! not affect the register read selection.
When bit 1=1, bit 0 selects the register status returned following an OCW3 read. If bit 0=0, the IRR
will be read. If bit 0=1, the ISR will be read. Following ICW initialization, the default OCW3 port
address read will be “read IRR”. To retain the current selection (read ISR or read IRR), always write 0
to bit 1 when programming this register. The selected register can be read repeatedly without
reprogramming OCWa3. To select a new status register, OCW3 must be reprogrammed prior to
attempting the read.

Bits[1:0] Function
00 No Action
01 No Action
10 Read IRQ Register
11 Read IS Register

2.4.3.9 ELCR1—Edge/Level Triggered Register

1/0 Address:  INT CNTRL-1—4DOh
Default Value: 00h
Attribute: Read/Write

ELCR1 Register allows IRQ3-IRQ7 to be edge or level programmable on an interrupt-by-interrupt basis. IRQO
IRQ1 and IRQ2 are not programmable and are always edge sensitive.

Bit Description

7 IRQ7 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
6 IRQ6 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
5 | IRQ5 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
4 | IRQ4 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
3 | IRQ3 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
2:0 | Reserved: Must be 0.
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2.4.3.10 ELCR2—Edge/Level Triggered Register

1/0 Address:  INT CNTRL-2—4D1h
Default Value: 00h
Attribute: Read/Write

ELCR2 Register allows IRQ[15,14,12:9] to be edge or level programmable on an interrupt by interrupt basis.
Note that IRQ[13,8#] are not programmable and are always edge sensitive.

Bit Description

7 IRQ15 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
6 | IRQ14 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
5 Reserved: Must be 0.

4 IRQ12 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
3 | IRQ11 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
2 | IRQ10 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
1 IRQ9 ECL: 0 = edge triggered mode; 1 = level sensitive mode.
0 Reserved: Must be 0.

2.4.4 X-BUS, COPROCESSOR, AND RESET REGISTERS

2.4.4.1 Reset X-Bus IRQ12 and IRQ1 Register

1/0 Address:  60h
Default Value: N/A
Attribute: Read Only

This register clears the mouse interrupt function and the keyboard interrupt (IRQ1). Reads to this address are
monitored by the PIIX. When the mouse interrupt function is enabled (X-Bus Chip Select Register), the mouse
interrupt function is provided on the IRQ12/M input signal. In this mode, a mouse interrupt generates an
interrupt through IRQ12 to the Host CPU. A read of 60h releases IRQ12. Reads/writes flow through to the ISA
Bus.

Bit Description
7:0 | Reset IRQ12 and IRQ1: No specific pattern. A read of address 60h executes the command.
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2.4.4.2 Coprocessor Error Register

I1/0 Address:  FOh
Default Value: N/A
Attribute: Write Only

Writing to this register causes the PIIX to assert IGNNE #. The PIIX also negates IRQ13 (internal to the PIIX).
Note that IGNNE # is not asserted unless FERR # is active. Reads/writes flow through to the ISA Bus.

Bit . Description

7:0 | No special pattern required: A write to address FOh executes the command.

- 2.4.4.3 RC—Reset Control ReglsterA

1/0 Address:  CF9h
Default Value: 00h
Attribute: Read/Write

Bits 1 and 2 in this register are used by the PIIX to generate a hard reset or a soft reset.

Bit ‘ " Description

‘74 | Reserved.
3 Reserved.

2 | Reset CPU (RCPU): This bit is used to initiate a hard or soft reset to the CPU. To perform a reset, this
bit should be set to 0 and then set to 1. This ““0” to ““1” transition initiates the reset. During a hard
reset, the PIIX asserts CPURST, PCIRST #, and RSTDRV. The PlIX initiates a hard reset when this
register is programmed for a hard reset or PWROK transitions from low to high. This bit cannot be read
as1.

1 System Reset (SRST): This bit is used in conjunction with bit 2 in this register to initiate a hard reset.
When SRST =1, the PliX initiates a hard reset to the CPU when bit 2 in this register transitions from 0
to 1. When SRST =0, the PlIX initiates a soft reset when bit 2 in this register transitions from 0 to 1.

0 | Reserved.
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2.4.5 NMI REGISTERS

The NMI logic incorporates two different 8-bit registers. The CPU reads the NMISC Register to determine the
NMI source (bits set to 1). After the NMI interrupt routine processes the interrupt, software clears the NMI
status bits by setting the corresponding enable/disable bit to 1. The NMI Enable and Real-Time Clock Register
can mask the NMI signal and disable/enable all NMI sources.

To ensure ihat all NM! requests are serviced, the NMI service routine software flow should be as follows:
1. NMI is detected by the processor on the rising edge of the NMI input.

2. The processor will read the status stored in port 061h to determine what sources caused the NMI. The
processor may then set to 0 the register bits controlling the sources that it has determined to be active.
Between the time the processor reads the NMI sources and sets them to 0, an NMI may have been
generated by another source. The level of NMI will then remain active. This new NMI source will not be
recognized by the processor because there was no edge on NMI.

3. The processor must then disable all NMIs by setting bit 7 of port 070H to 1 and then enable all NMis by
setting bit 7 of port 070H to 0. This will cause the NMI output to transition low then high if there are any
pending NMI sources. The CPU’s NMI input logic will then register a new NMI.

2.4.5.1 NMISC—NMI Status Control Register

1/0 Address:  061h
Default Value: 00h
Attribute: Read/Write, Read Only

This register reports the status of different system components, control the output of the speaker counter
(Counter 2), and gate the counter output that drives the SPKR signal.

Bit Description

7 | SERR# NMI Source Status—RO: Bit 7 is set if a'system board agent (PCI devices or main memory)
detects a system board error and pulses the PClI SERR # line. This interrupt source is enabled by
setting bit 2 to 0. To reset the interrupt, set bit2to 0 and then set it to 1. When writing to port 061h, bit
7 must be 0.

6 | IOCHK# NMI Source Status—RO: Bit 6 is set if an expansion board asserts IOCHK# on the ISA
Bus. This interrupt source is enabled by setting bit 3 to 0. To reset the interrupt, set bit 3 to 0 and then
set it to 1. When writing to port 061h, bit 6 must be 0.

5 | Timer Counter 2 OUT Status—RO: The Counter 2 OUT signal state is reflected in bit 5. The value on
this bit following a read is the current state of the Counter 2 OUT signal. Counter 2 must be
programmed following a CPURST for this bit to have a determinate value. When writing to port 061h,
bit 5 must be 0.

4 | Refresh Cycle Toggle—RO: The Refresh Cycle Toggle signal toggles from either 0to 1 or 1 to 0
following every refresh cycle. When writing to port 061h, bit 4 must be 0.

IOCHK # NMI Enable—R/W: 1= Clear and disable; 0=Enable IOCHK# NMiIs.

PCI SERR# Enable—R/W: 1=Clear and Disable; 0= Enable.

1 Speaker Data Enable—R/W: 0=SPKR output is 0; 1= the SPKR output is the Counter 2 OUT signal
value.

0 Timer Counter 2 Enable—R/W: 0=Disable; 1=Enable.
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2.4.5.2 NMI Enable and Real-Time Clock Address Register

I1/0 Address:  070h
Default Value:  Bit[6:0] = undefined; Bit 7=1
Attribute: Write Only )

This port is shared with the real-time clock. Do not modify the contents of this register without considering the
effects on the state of the other bits. Reads and writes to this register address flow through to the ISA Bus.

Bit | . Description
7 NMI Enable: 1=Disable; 0=Enable.

6:0 | Real Time Clock Address: Used by the Real Time Clock on the Base I/0 component to address
memory locations. Not used for NMI enabling/disabling.

2.5 System Power Management Registers

This section describes two power management registers—APMS and APMC Registers. These registers are
located in normal 1/0 space and must be accessed (via the PCI Bus) with 8 bit accesses.

2.5.1 APMC—ADVANCED POWER MANAGEMENT CONTROL PORT

1/0 Address:  0B2h
Default Value: 00h
Attribute: Read/Write

This register passes data (APM Commands) between the OS and the SMI handler. In addition, writes can
generate an SMI and reads can cause STPCLK# to-be asserted. The PIIX operation is not affected by the
data in this register. .

Bit Description

7:0 | APM Control Port (APMC): Writes to this register store data in the APMC Register and reads return
the last data written. In addition, writes generate an SM|, if bit 7 of the SMIEN Register and bit O of the
SMICNTL Register are both is set to 1. Reads cause the STPCLK# signal to be asserted, if bit 1 of the
SMICNTL Register is set to 1. Reads do not generate an SMI.

2.5.2 APMS—ADVANCED POWER MANAGEMENT STATUS PORT

1/0 Address:  0B3h
Default Value: 00h
Attribute: Read/Write

This register passes status information between the OS and the SMI handler. The PIIX operation is not
affected by the data in this register.

Bit Description
7:0 | APM Status Port (APMS): Writes store data in this register and reads return the last data written.
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2.6 PCI Bus Master IDE Registers

The PCI Bus Master IDE function uses 16 bytes of I/0 space, allocated via the BMIBA Register (A PCI Base
Address Register). All Bus Master IDE 1/0 Space Registers can be accessed as byte, word, or Dword quanti-
ties. The description of the 16 bytes of 1/0 registers follows:

2.6.1 BMICOM—BUS MASTER IDE COMMAND REGISTER

Address Offset: Primary Channel—Base + 00h; Secondary Channel—Base + 08h
Default Value: 00h

Attribute: Read / Write
Bit Description

7:4 | Reserved

3 Bus Master Read/Write Control (RWCON): 0= Reads; 1 = Writes. This bit must NOT be changed
when the Bus Master function is active.

2:1 | Reserved

Start/Stop Bus Master (SSBM): 1= Start; 0= Stop. When this bit is set to 1, Bus Master operation
starts. The controller transfers data between the IDE device and memory only when this bit is set.
Master operation can be stopped by writing 0 to this bit. This resuits in all state information being lost
(i.e., master mode operation cannot be stopped and then resumed). ’

If this bit is set to 0 while Bus Master operation is still active (i.e., Bit 0= 1 in the Bus Master IDE Status
Register for that IDE channel) and the drive has not yet finished its data transfer (bit 2=0 in the
channel’s Bus Master IDE Status Register), the Bus Master command is aborted and data transferred
from the drive may be discarded before being written to system memory. This bit is intended to be set
to 0 after the data transfer is completed, as indicated by either bit 0 or bit 2 being set in the IDE
Channel’s Bus Master IDE Status Register.

2.6.2 BMISTA—BUS MASTER IDE STATUS REGISTER

Address Offset: Primary Channel—Base + 02h; Secondary Channel—Base + 0Ah
Default Value: 00h )
Attribute: Read/Write Clear

This register provides status information about the IDE device and state of the IDE DMA transfer. Table 6
describes IDE Interrupt Status and Bus Master IDE Active bit states after a DMA transfer has been started.

Bit Description
7 Reserved: This bit is hardwired to 0.

6 Drive 1 DMA Capable (DMA1CAP)—R/W: 1=Drive 1 is capable of DMA transfers. This bit is a
software controlled status bit that indicates IDE DMA device capability and does not affect hardware
operation.

5 Drive 0 DMA Capable (DMAOCAP)—R/W: 1=Drive 0 is capable of DMA transfers. This bit is a
software controlled status bit that indicates IDE DMA device capability and does not affect hardware
operation.

4:3 | Reserved.
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Bit

Description

IDE Interrupt Status—R/WC: This bit, when set to 1, indicates when an IDE device has asserted its
interrupt line. When bit 2=1, all read data from the IDE device has been transferred to main-memory
and all write data has been transferred to the IDE device. Software sets this bit to 0 by writing 1 to it.
The IRQ14 signal (pin 83) must be used for the primary channel and MIRQO is used for the
secondary channel. If the interrupt status bit is set to 0 by writing 1 to this bit while the interrupt line
(IRQ14 or MIRQO) is still at the active level, this bit remains 0 until another assertion edge is detected
on the interrupt line.

IDE DMA Error—R/WC: This bit is set to 1 when the PIIX encounters a target abort or master abort
while transferring data on the PCI Bus. Software sets this bit to 0 by writing 1 to it.

Bus Master IDE Active (BMIDEA)—RO: The PIIX sets this bit to 1 when bit 0 in the BMICOM Register
is set to 1. The PIIX sets this bit to 0 when the last transfer for a region is performed (where EOT for
that region is set in the region descriptor). The PIIX also sets this bit to 0 when bit 0 of the BMICOM
Register is set to 0. When this bit is read as 0, all data transferred from the drive during the previous

Bus Master command is visible in system memory, unless the Bus Master command was aborted.

Table 6. Interrupt/Activity Status Combinations

Bit 2

Bit0 ‘Description:

1 DMA transfer is in progress. No interrupt has been generated by the IDE device.

0 | The IDE device generated an interrupt and the Physical Region Descriptors exhausted. This
is normal completion where the size of the physical memory regions is equal to the IDE
device transfer size.

1 The IDE device generated an interrupt. The controller has not reached the end of the physical
memory regions. This is a valid completion case when the size of the physical memory
regions is larger than the IDE device transfer size.

0 | Error condition. If the IDE DMA Error bit is 1, there is a problem transferring data to/from
memory. Specifics of the error have to be determined using bus-specific information. If the
Error bit is 0, the PRD’s specified a smaller size than the IDE transfer size. .

2.6.3 BMIDTP—BUS MASTER IDE DESCRIPTOR TABLE POINTER REGISTER

Address Offset: Primary Channel—Base + 04h; Secondary Channel—Base + 0Ch’
Default Value:  00000000h
Attribute: Read/Write

This register provides the base memory address of the descriptor table. The Descnptor Table must be Dword
aligned and not cross a 4-Kbyte boundary in memory.

Bit Description
31:2 | Descriptor Table Base Address: Bits[31:2] correspond to A[31:2].
1:0 | Reserved.
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3.0 FUNCTIONAL DESCRIPTION

This section describes each of the major functions
on the PIIX including the memory and I/0O address
map, DMA controller, interrupt controller, timer/
counter, and power management. The PCI, ISA,
X-Bus, and IDE interfaces.

3.1 Memory and I/0 Address Map

The PIIX interfaces to two system buses—PCl and
ISA Buses. The PIIX provides positive decode for
certain 1/0 and memory space accesses on these
buses as described in this section. ISA masters and
DMA devices have access to PCl memory and some
of the internal PIIX registers as described in the Reg-
ister Description section. ISA masters and DMA de-
vices do not have access to host or PCl I/0 space.

3.1.1 I/0 ACCESSES

The PIIX positively decodes accesses to the PCI
Configuration Registers (PCI only), power manage-
ment registers (PCl only), and Bus Master IDE inter-
face registers (PCl only). The PIIX also positively de-
codes the ISA-Compatible Registers (PCl and ISA),
except for the DMA Register |/O space which is sub-
tractively decoded. For details concerning accessing
these registers, see Register Description section.

82371FB (PIIX)

The PIIX also provides positive decode for BIOS,
X-Bus, and system event decode for SMM support.
In addition, the PIIX positively decodes PCIl Bus ac-
cesses to registers located on the IDE device, when
enabled. For IDE port accesses, see PCIl Local Bus
IDE section. :

3.1.2 MEMORY ADDRESS MAP

For PCl accesses to ISA memory, accesses below
16 Mbyte (including BIOS space) that are not
claimed by a PCI device (subtractive decode) are
forwarded to ISA. For write accesses that are not
claimed by an ISA slave, the cycle completes nor-
mally (i.e. 8-bit, 6 SYSCLK cycle). For read accesses
that are not claimed by an ISA slave, the PIIX returns
data corresponding to the state of the ISA Bus and
completes the cycle normally (i.e. 8-bit, 6 SYSCLK
cycle).

For ISA/DMA accesses to main memory, all access-
es to memory locations 0-512 Kbytes
(512-640 Kbytes, if enabled), or accesses above 1
Mbyte and below the top of memory are forwarded
to the PCl Bus (Table 7). The Top of Memory is
equal to the value programmed in the Top of Memo-
ry Register (bits [7:3]). All remaining ISA originated
accesses are confined to the ISA Bus.

Table 7. DMA and ISA Master Accesses to Main Memory

Memory Space

Response

Top of main memory to 128 Mbytes

Confine to ISA

1 Mbyte to top of main memory

Forward to main memory1

1 Mbyte minus 128 Kbytes to 1 Mbyte minus 64 Kbytes

Confine to ISA2

640 Kbytes to 1 Mbyte minus 128 Kbytes

Confine to ISA

512-640 Kbytes

Confine to ISA3

0-512 Kbytes

Forward to PCI

NOTES:
1. Except accesses to programmed memory hole.

2. Forward to main memory if bit 6=0 in the XBCS Register and bit 3=1 in the TOM Register.

3. Forward to main memory if bit 1 =0 in the TOM Register.
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3.1.3 BIOS MEMORY

The PIIX supports 512 Kbytes of BIOS space. This
includes the normal 128-Kbyte space plus an addi-
tional 384-Kbyte BIOS space (known as the extend-
ed BIOS area). The XBCS Register provides BIOS
space access control. Access to the lower 64-Kbyte
block of the 128-Kbyte space and the extended
BIOS space can be individually enabled/disabled. In
addition, write protection can be programmed for the
entire BIOS space. .

PCI Access to BIOS Memory

The 128-Kbyte BIOS memory space is located at
000E0000-000FFFFFh (top of 1 Mbyte) and is ali-
ased at FFFEOOOOh (top of 4 Gbytes). This
128-Kbyte block is split into two 64-Kbyte blocks.
Accesses to the top 64 Kbytes (000F0000-
O00OFFFFFh) are forwarded to the ISA Bus and
BIOSCS # is always generated. Accesses to the bot-
tom 64 Kbytes (0OOOE0000-000EFFFFh) are for-
warded to the ISA Bus and BIOSCS # is only gener-
ated when this BIOS region is enabled. If this BIOS
region is enabled (bit 6=1 in the XBCS Register),
accesses to the aliased region at the top of 4 Gbytes
(FFFEOO0Oh - FFFEFFFFh) are forwarded to ISA
and BIOSCS # generated. If disabled, these access-
es are not forwarded to ISA and BIOSCS# is not
generated.

The additional 384-Kbyte region resides at
FFF80000-FFFDFFFFh. If this BIOS region is en-
abled (bit 7=1 in the XBCS Register), these access-
es (FFF80000h-FFFDFFFFh) are forwarded to ISA
and BIOSCS # generated. If disabled, these access-
es are not forwarded to ISA and BIOSCS# not gen-
erated.

ISA Access to BIOS Memory

The PIIX confines all ISA-initiated BIOS accesses to
the top 64 Kbytes of the 128-Kbyte region (FO000-
FFFFFh) to the ISA Bus, even if BIOS is shadowed
in main memory. Accesses to the bottom 64 Kbytes

of the 128-Kbyte BIOS region (E0000-EFFFFh) are.

confined to the ISA Bus, when this region is enabled.
When the BIOS region is disabled, accesses are for-
warded to main memory.

Accesses to the top 64-Kbyte BIOS region always
generates BIOSCS#. Accesses to the bottom
64-Kbyte BIOS region generate BIOSCS#, when
this region is enabled.
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The PIIX incorporates a fully PCl Bus-compatible
master and slave interface. As a PCl master, the
PlIX runs cycles on behalf of DMA, ISA masters, or a
Bus Master IDE. As a PCl slave, the PlIX accepts
cycles initiated by PCl masters targeted for the
PlIX’s internal register set or the ISA Bus. The PIIX
directly supports the PCI interface running at either
25 MHz, 30 MHz, or 33 MHz.

3.2.1 PCI COMMAND SET

Bus commands indicate to the slave the type of
transaction the master is requesting. Bus commands
are encoded on the C/BE[3:0] # lines during the ad-
dress phase of a PCl cycle.

Table 8. PCl Commands

crBElaols | e T | As Siave | As Master
0000 Interrupt Yes No
Acknowledge
0001 | Special Cycle Yes# No
0010 1/0 Read Yes No
0011 * [1/0 Write Yes No
0100, |Reserved No3 ‘No
0101 Reserved No3 No
0110 Memory Read Yes Yes
0111 Memory Write - Yes Yes
1000 Reserved - No3 No
1001 Reserved No3 No
1010 Configuration Read Yes No
1011 Configuration Write Yes No
1100 Memory Read No2 No -
Multiple
1101 Reserved No3 No
1110 Memory Read Line No2 No
1111 Memory Write No? No
and Invalidate

NOTES:

1. Treated as Memory Write.

2. Treated as Memory Read.

3. Reserved cycles are considered invalid by the PIIX and
are completely ignored. All internal address decoding is
ignored and DEVSEL # is never to be asserted.

4. The PIIX responds to 1 type of special cyclea Shut
Down special cycle. All other special cycles are ignored
by the PIIX.
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3.2.2 TRANSACTION TERMINATION

The PIIX supports the standard PCI cycle termina-
tions as described in the PCl Local Bus specifica-
tion.

PlIX as a Master—Master-Initiated Termination

The PIIX supports three forms of master-initiated ter-
mination:

1. Normal termination of a completed transaction.

2. Normal termination of an incomplete transaction
due to timeout (applies to line buffer operations-
IDE Bus Master).

3. Abnormal termination due to the slave not re-
sponding to the transaction (Abort).

PIIX as a Master—Response to Target-Initiated
Termination

As a master, the PIIX responds in one of three ways
to a target-termination—Target-Abort, Retry, or Dis-
connect.

PlIX as a Target—Target-Initiated Termination

The PIIX supports three forms of target-initiated ter-
mination—Disconnect, Retry, Target Abort.

3.2.3 PARITY SUPPORT

As a master, the PIIX generates address parity for
read/write cycles and data parity when the PIIX is
providing the data. As a slave, the PIIX generates
data parity for read cycles. The PIIX does not check
parity and does not generate SERR #. However, the
PlIX does generate an NMI when another PCI device
asserts SERR# (if enabled).

PAR is the calculated parity signal. PAR is even pari-
ty and is calculated on 36 bitsAD[31:0] signals plus
C/BE[3:0]#. PAR is always calculated on 36 bits,
regardless of the valid byte enables. PAR is only
guaranteed to be valid one PCI clock after the corre-
sponding address or data phase.

I ADVANCE INFORMATION
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3.2.4 PCI ARBITRATION

The PIIX requests the use of the PCI Bus on behalf
of ISA devices (Bus Masters and DMA) and IDE
DMA slave devices using the PHOLD# and
PHLDA# signals. These signals connect to the TSC
where the PCI arbiter is located.

ISA devices (Bus Master or DMA) assert DREQ to
gain access to the ISA Bus. In response, the PIIX
asserts PHOLD#. The PIIX keeps DACK negated
until the PIIX has ownership of the PCI Bus and
Memory. The PCI arbiter asserts PHLDA# to the
PlIX when the above conditions are met. The PIIX
gives ownership of the ISA Bus (PCl and Memory) to
the ISA device after sampling PHLDA # asserted.

3.3 ISA Interface

The PIIX incorporates a fully ISA Bus compatible
master and slave interface. The PIIX directly drives
five ISA slots without external data buffers. External
transceivers are used on the SA[19:8] and SBHE #
signals to permit these signals to be used with the
IDE interface (Figure 1). The ISA interface also pro-
vides byte swap logic, I/0O recovery support, wait
state generation, and SYSCLK generation.

The ISA interface supports the following types of cy-

cles: . :

e PCl| master-initiated 1/0 and memory cycles to
the ISA Bus

¢ DMA compatible cycles between main memory
and ISA I/0 and between ISA 1/0 and ISA mem-
ory

¢ Enhanced DMA cycles between PCI memory and
ISA 1/0 (for motherboard devices only)

® |SA refresh cycles initiated by either the PIIX or
an external ISA master

® ISA master-initiated memory cycles to PCl and
ISA master-initiated 1/0 cycles to the internal
PIIX registers, as shown in ISA-Compatible Reg-
ister table in the Register Description section.
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PIIX

BIOSCS#,
RTCCS#, SOE#,
SD[15:0] LA[23:17] SA[7:0] KBCCS# SDIR

DD[15:0]

I

ISA
Control
Signals

v v v v

) } To IDE
———— / Connector
14/

y
—
—| ALS245 |

SA[19:8]
SBHE#
PCS#

290519-2

Figure 1. ISA Interface

3.4 DMA Controller

The DMA circuitry incorporates the functionality of
two 82C37 DMA controllers with seven indepen-
dently programmable channels (Channels 0-3 and
Channels 5-7). DMA Channel 4 is'used to cascade
the two controllers and defaults to cascade mode in
the DMA Channel Mode (DCM) Register. In addition
to accepting requests from DMA slaves, the DMA
controller also responds to requests that are initiat-
ed by software. Software may initiate a DMA service
request by setting any bit in the DMA Channel Re-
quest Register to 1. The DMA controller for Chan-
nels 0-3 is referred to as “DMA-1"" and the control-
ler for Channels 4-7 is referred to as “DMA-2".

Channet 0 —{ pyia g Channel 4 DMA2
Channel 1 —— Channel 5 —
Channel 2 — Channel 6 —
Channel 3 — Channel 7 —
290519-3

Figure 2. Internal DMA Controller
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Each DMA channel is hardwired to the compatible
settings for DMA device size; channels [3:0] are
hardwired to 8-bit count-by-bytes transfers and
channels [7:5] are hardwired to 16-bit count-by-
words (address shifted) transfers. The PIIX provides
the timing control and data size translation neces-
sary for the DMA transfer between the memory (ISA
or main memory) and the ISA Bus device. ISA-Com-
patible DMA timing is supported. Type F transfers
are supported for motherboard devices and ISA add-
in cards, when programmed via the MBDMAX Regis-
ter.

The PIIX provides 24-bit addressing in compliance
with the ISA-Compatible specification. Each channel
includes a 16-bit ISA-Compatible Current Register
that contains the 16 least-significant bits of the
24-bit address, an ISA Compatible Page Register
that contains the eight next most significant bits of
address. The DMA controller also features refresh
address generation, and auto-initialization following
a DMA termination.

The DMA controller is either in master or slave
mode. In master mode, the DMA controller is either
servicing a DMA slave’s request for DMA cycles or
allowing a 16-bit ISA master to use the bus (via a

ADVANCE INFORMATION I
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cascaded DREQ signal). In slave mode, the PIIX
monitors both the ISA Bus and PCI, decoding and

responding to I/O read and write commands that
address its registers.

Note that a DMA device (I/0 device) is always on
the ISA Bus, but the memory referenced is located
on either an ISA Bus device or on PCl. When the
PliX is running a compatible DMA cycle, it drives the
MEMR# or MEMW# strobes if the address is less
than 16 Mbytes (000000-FFFFFFh). These memory
strobes are generated regardless of whether the cy-
cle is decoded for PCl or ISA memory. The
SMEMR# and SMEMW # are generated if the ad-
dress is less than 1 Mbytes (0000000-00FFFFFh).
If the address is greater than 16 Mbytes (1000000-
7FFFFFFh), the MEMR# or MEMW # strobe is not
generated in order to avoid aliasing problems.

The PIIX drives the AEN signal asserted (high) dur-
ing DMA cycles to prevent the /O devices from mis-
interpreting the DMA cycle as a valid 1/0 cycle. The
BALE signal is also driven high during DMA cycles.
Also, during DMA memory read cycles to the PCI
Bus, the PIIX return all 1s to the ISA Bus if the PCI
cycle is either target aborted or master aborted.

NOTES:

1. For type F timing mode DMA transfers, the
channel must be programmed with a
memory range that will be forwarded to
PCI. This means that if BIOS detects that
ISA memory is used in the system (i.e.,
that the top of memory reported to the op-
erating’ system is higher than the top of
memory programmed in the PIIX Top of
Memory Register), the BIOS should not
enable type F for any channel.

2. All DMA channels support type F trans-
fers. However, only two channels can be
programmed for type F transfers at the
same time.

3. In external DMA mode (selected via a
strapping option on the TC signal) the PlIX
tri-states the AEN, TC, and DACK[7:5,
3:0] # signals, and also forwards PCl mas-
ter I/0 accesses to location 0000h to ISA.

I ADVANCE INFORMATION
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3.4.1 TYPE F TIMING

The type F DMA cycles can be used with mother-
board devices and ISA add-in cards, through the use
of the MDRQ[1:0] and MDAKI[1:0]# signals. The
type F cycles occur back to back at a minimum repe-
tition rate of 3 SYSCLKs (360 ns minimum). The type
F cycles are always performed using the 4-byte
DMA buffer.

DMA Buffer for Type F Transfers

The PIIX has a 4-byte buffer that is used to reduce
the PCI utilization resulting from DMA transfers by
motherboard devices. The DMA buffer is always
used in conjunction with the type F transfers. The
type F transfers and the use of the DMA buffer are
invoked in the MBDMAX Register. The 4-byte buffer
and the type F timings may be used only when the
DMA channel is programmed to increment mode
(not decrement), and cannot be used when the
channel is programmed to operate in block mode
(single transfer mode and demand mode are legal).
In addition, verify transfers are not supported with
type F DMA. '

3.4.2 ISA REFRESH CYCLES

Refresh cycle requests are generated by two sourc-
as—the refresh controller inside the PIIX component
or ISA Bus Masters other than the PIIX. In both cas-
es, the PlIX generates the ISA memory refresh. The
PIIX enables address lines SA[7:0]. Thus, when
MEMR# goes active, the entire ISA system memory
is refreshed at one time. Memory slaves on the ISA
Bus must not drive any data onto the data bus during
the refresh cycle. The PIIX maintains a four deep
buffer to record internally generated refresh re-
quests that have not been serviced. Counter 1 in the
timer register set should be programmed to provide
a request for refresh about every 15 us.

PlIX Initiated Refresh Cycle

The PIIX asserts REFRESH# to indicate a refresh
cycle and then drives the address lines SA[7:0] onto
the ISA Bus and generates MEMR# and SMEMR #.
The PIIX drives AEN and BALE high for the entire
refresh cycle. The memory device may extend this
refresh cycle by pulling IOCHRDY low.
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ISA Bus refresh cycles are completely decoupled
from DRAM Refresh. Transactions driven by PCI
masters that target ISA or IDE resources while re-
fresh is active are held.off with wait states until the
refresh is complete.

ISA Master Initiated Refresh Cycle

If an ISA Bus Master holds the ISA Bus longer than
15 us, the ISA master must initiate memory refresh
cycles. If the ISA Bus Master initiates a refresh cycle
before it relinquishes the bus, it floats the address
lines and .control signals and asserts the
REFRESH# to the PIIX. The PIIX drives address
lines SA[7:0] and MEMR # onto the ISA Bus. BALE
is driven high and AEN is driven low for the entire
refresh cycle.

If the ISA Bus Master holding the bus does not a
generate a refresh request and the PilX’s internal
refresh request is not serviced within the normal
15 us, a refresh queue counter is incremented. The
counter records up to four incomplete refresh cy-
cles, which are all executed as soon as PIIX gets the
ISA Bus.

3.4.3 ISA DATA RETURNED ON A MASTER
ABORT CYCLE

The PIIX will return random data to an ISA device on
a Master Abort Cycle (i.e., ISA DMA access to main
memory). '
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The PIIX integrates a high-performance interface
from PCI to IDE. This interface is capable of acceler-
ated PIO data transfers as well as acting as a PCl
Bus Master on behalf of an IDE DMA slave device.
The PIIX provides an interface for both primary and
secondary IDE connectors (Figure 3).

The IDE data transfer command strobes, DMA re-
quest and grant signals, and IORDY signal interface
directly to the PIIX. The IDE data lines interface di-
rectly to the PIIX, and are buffered to provide part of
the ISA address bus as well as the X-Bus chip select
signals. The IDE address and chip select signals are
multiplexed onto the LA[23:17] lines. The IDE con-
nector signals are driven from the LA[23:17] lines by
an ALS244 buffer. '

NOTE:
The IRQ14 signal (pin 83) must be used to
signal interrupts for the primary channel
in Bus Master mode, MIRQ[0] must be
used for the secondary channel.

Only PCI masters have access to the IDE port. ISA
Bus Masters cannot access the IDE 1/0 port ad-
dresses. Memory targeted by the IDE interface act-
ing as a PCl Bus Master on behalf of IDE DMA
slaves must reside on PCI, usually main memory im-
plemented by the host-to-PCl bridge.
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TAZOY
LA[23:17] | SBHE#

| PCS# A
| ALSE,';,

ISA Bus Signals DA[2:0]
) 4 y

PIIX
SOE# DIOR# DDRQO DDRQ1
SDIR DD[15:0] IORDY DIOW# DDACKO# DDACK1#
A A A
r SOE#
LA[23) |74ALS00
CSs1s CS1S#
TAR2Y
csas ,..D CS3S#
LA[21Y
CS1P CS1P#

SA[19:8] cs3p CS3P#

Primary
y 4 A 4 IDE

DA[2:0]

y A

Connector

Secondary

NOTES:

SOE#. .

Support for Older Drives: There are cases where the PIIX asserts both IDE chip selects (CS1x and CS3x). Some older
drives may not operate properly when both chip selects are asserted. Because the IDE chip selects are muxed with the
ISA LA lines, the 74ALS00 in the figure is used to ensure proper operation of older drives by gating the LA signals with

’ y IDE
Connector
290519-4

Figure 3. PIIX IDE Interface

3.5.1 ATA REGISTER BLOCK DECODE

The IDE ATA [/0O ports are decoded by the PIIX
when enabled in the PCICMD and IDETIM Registers
for function 1 (ATA stands for “AT Attachment”—
the specification for AT compatible drive interfaces).
The actual ATA Registers are implemented in the
drive itself. An access to the IDE Registers results in
the assertion of the appropriate chip select for the
register. The transaction is then run using compati-
ble timing and using the IDE command strobes
(DIOR #, DIOW #).

ADVANGCE INFORMATION

For each cable (primary and secondary), there are
two 1/0 ranges; the command block that corre-
sponds to the CS1x# chip select, and the control
block that corresponds to the CS3x# chip select.
The command block is an 8-byte range while the
control block is a 4-byte range. The upper 16 bits of
the I/0 address are decoded as all 0s. Note that the
IDE chip select signals on the PIIX must be inverted
externally to provide active low signals.

Primary Command Block Offset: 01FOh

Primary Control Block Offset: 03F4h
Secondary Command Block Offset: 0170h
Secondary Control Block Offset: 0374h
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Table 9 specifies the registers as they affect the PlIX
hardware definition.

Table 9. IDE Legacy 1/0 Port Definition:
COMMAND BLOCK (CS1x# Chip Select)

10 Offset Reg:tae; /I;u;::::;on Access
00h Data R/W
O1h Error/Features R/W
02h Sector Count R/W

'03h Sector Number R/W
04h Cylinder Low R/W
05h Cylinder High R/W
06h Drive/Head R/W
07h Status/Command R/W

The Data Register is accessed as a 16-bit register
for PIO transfers (except for ECC bytes). All other
registers are accessed as 8-bit quantities.

Table 10. IDE Legacy 1/0 Port Definition:
COMMAND BLOCK (CS3x+# Chip Select)

Register Function
10 Offset (Read/Write) Access
00h Reserved reserved
01h Reserved reserved

02h Alt Status/Device Control R/W

03h Forward to ISA (Floppy) R/W

The PIIX claims all accesses to these ranges. The
byte enables do not have to be externally decoded
to assert DEVSEL #. Accesses to byte 3 of the Con-
trol Block are forwarded to ISA where the floppy disk
controller responds.

Each of the two drives (drive 0 or 1) on a cable im-
plement separate ATA Register files. To determine
the targeted drive, the PIIX shadows the value of bit
4 (drive bit) of byte 6 (drive/head register) of the
ATA command block (CS1x#) for each of the two
IDE connectors (primary and secondary).
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3.5.2 ENHANCED TIMING MODES

The PIIX includes fast timing modes. The fast timing
modes can be enabled only for the IDE data ports.
All other transactions to the IDE Registers are run in
single transaction mode with compatible timings.

Up to two IDE devices may be attached per IDE con-
nector (drive 0 and drive 1). For each connector,
only one fast timing mode may be specified (via the
IDETIM Register). This mode can be applied to drive
0, drive 1, or both. Transactions targeting the other
drive will use compatible timing.

3.5.2.1 Back-to-Back PIO IDE Transactions

IDE data port transaction latency consists of startup
latency, cycle latency, and shutdown latency. Cycle
latency consists of the I/0O strobe assertion length
and recovery time. Recovery time is provided so that
transactions may occur back-to-back on the IDE in-
terface (without incurring startup and shutdown la-
tency) without violating minimum cycle periods for
the IDE interface.

Startup latency is incurred when a PCl master cycle
targeting the IDE data port is decoded and the
DA[2:0] and CSxx# lines are not set up. Startup
latency provides the setup time for the DA[2:0] and
CSxx# lines with respect to the read and write
strobes (DIOR# and DIOW #). :

Shutdown latency is incurred after outstanding
scheduled IDE data port transactions (either a non-

" empty write post buffer or an outstanding read pre-

fetch cycles) have completed and before other
transactions can proceed. It provides hold time on
the DA[2:0] and CSxx# lines with respect to the
read and write strobes (DIOR# and DIOW #).

Cycle latency is the latency incurred by each individ-
ual 16 bit IDE data port transfer, and consists of
command strobe width and recovery time. The com-
mand strobe assertion width is selected by the IDE-
TIM Register and may be set to 2, 3, 4, or 5 PCI
clocks. The recovery time is selected by the IDETIM
Register and may be set to 1, 2, 3, or 4 PCI clocks.

If IORDY is asserted when the initial sample point is
reached, no wait states are added. If IORDY is nega-
ted when the initial sample point is reached, addi-
tional wait states are added. Since the rising edge of
IORDY must be synchronized, at least two additional
PCI clocks are added.

ADVANCE INFORMATION



intgl.

Bit 2 (16 bit 1/0 recovery enable) of the ISA
Controller Recovery Timer Register does not
add wait states to IDE data port read ac-
cesses when any of the fast timing modes
are enabled.

3.5.2.2 IORDY Masking

The IORDY signal can be forced asserted on a
drive-by-drive basis via the IDETIM Register.

3.5.2.3 PIO 32 Bit IDE Data Port Mode

If the 32-bit IDE data port mode is enabled (via bit 4
and 0 of the IDETIM Register), 32-bit accesses to
the IDE data port address (default 01FOh primary,
etc.) result in two back-to-back 16-bit transactions to
IDE. The 32-bit data port feature is enabled for all
timings, not just enhanced timing.

3.5.3 BUS MASTER FUNCTION

The PIlIX can act as a PCI Bus Master on behalf of
an IDE slave device. Two PCl Bus Master channels
are providedone channel for each IDE connector

82371FB (PliX)

(primary and secondary). By performing the IDE data
transfer as a PCl Bus Master, the PIIX off-loads the
CPU and improves system performance in multitask-
ing environments.

NOTE:
The PCICMD Command Register (Func-
tion 1) bit 2 must be programmed to 1 for
Bus Master operation.

Physical Region Descriptor Format

The physical memory region to be transferred is de-
scribed by a Physical Region Descriptor (PRD). The
PRDs are stored in a table in memory. The data
transfer proceeds until all regions described by the
PRDs in the table have been transferred. Note that
the Bus Master IDE does not support memory for
regions or PRDs on ISA.

Each PRD entry is 8 bytes in length. The first 4 bytes
specify the byte address of a physical memory re-
gion. The next 2 bytes specify the count of the re-
gion in bytes (64-Kbyte limit per region). A value of 0
in these 2 bytes indicates 64 Kbytes. Bit 7 of the last
byte indicates the end of the table (EOT). Bus Mas-
ter operation terminates when the last descriptor
has been completed.

Main Memory
| Byte3 | Byte2 | Bytet1 | Byte o/ Memory
% ‘ Region
Memory Region Physical Base Address [31:1]| O
7
EOT Reserved Byte Count [15:1] | O
290519-5
Figure 4. Physical Region Descriptor Table Entry
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NOTE: _

The memory region specified by the descrip-
tor cannot straddle a 64-Kbyte boundary.
This means that the byte count can be limit-
ed to 64 Kbytes and the incrementer for the
current address register need only extend
from bit 1 to bit 15. Also, the total sum of the
descriptor byte counts must be equal to or
greater than the size of the disk transfer re-
quest. If greater than the disk transfer re-
quest, the driver must terminate the Bus
Master transaction (by setting bit 0 in the
Bus Master IDE Command Register to 0)
when the drive issues an interrupt to signal
transfer completion.

Operation

To initiate a Bus Master transfer between memory
and an IDE DMA slave device, the following steps
are required:

1. Software prepares a PRD Table in main memory.
Each PRD is 8 bytes long and consists of an ad-
dress pointer to the starting address and the
transfer count of the memory buffer to be trans-
ferred. In any given PRD Table, two consecutive
PRDs are offset by 8-bytes and are aligned on a
4-byte boundary.

2. Software provides the starting address of the
PRD Table by loading the PRD Table Pointer
Register . The direction of the data transfer is
specified by setting the Read/Write Control bit.
Clear the Interrupt bit and Error bit in the Status
Register.

3. Software issues the appropriate DMA transfer
command to the disk device.

4. Engage the Bus Master function by writing 1 to
the Start bit in the Bus Master IDE Command
Register for the appropriate channel. The first en-
try in the PRD table is fetched by the PIIX. The
channel remains masked until the first descriptor
is loaded.

5. The controller transfers data to/from memory re-
sponding to DMA requests from the IDE device.

6. At the end of the transfer, the IDE device signals
an interrupt.

7. In response to the interrupt, software resets the
Start/Stop bit in the command register. It then
reads the controller status and then the drive
status to determine if the transfer completed suc-
cessfully.

1-144

]

intel.
When the last data transfer for a region has been
completed on the IDE interface, the next descriptor
is fetched from the table. The descriptor contents

are loaded into the Current Base and Current Count
Registers. .

The last PRD in a table has the End of List (EOL) bit
set. The PCl Bus Master data transfers terminates
when the physical region described by the last PRD
in the table has been completely transferred. The
active bit in the BMISx Register is set to 0 and the
DDRQx signal is masked.

. NOTE:
The IRQ14 signal (pin 83) must be used to
signal interrupts for the primary channel in
Bus Master mode, MIRQ[0] must be used
for the secondary channel.

Line Buffer

A single line buffer exists for the PCI Bus Master IDE
interface. This buffer is not shared with any other
function. The buffer is maintained in either the read
state or the write state. The size of the buffer is
32 bytes, and is aligned on the cache line boundary.
The line buffer allows burst data transfers to pro-
ceed at peak transfer rates.

Arbitration

The two Bus Master IDE channels are fairly arbitrat-
ed (round robin between the two). The ISA DMA
channels and the IDE Bus Master channels are arbi-
trated fairly as a group (fairness between the two
groups). This arbitration is not programmable.

3.6 Interval Timer

The PIIX contains three counters that are equivalent
to those found in the 82C54 programmable interval
timer. The three counters are contained in one PIIX
timer unit, referred to as Timer-1. Each counter out-
put provides a key system function. Counter 0 is
connected to interrupt controller IRQO and provides
a system timer interrupt for a time-of-day, diskette
time-out, or other system timing functions. Counter 1
generates a refresh request signal and Counter 2
generates the tone for the speaker. The 14.31818
MHz counters normally use OSC as ‘a clock source.
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Counter 0, System Timer

This counter functions as the system timer by con-
trolling the state of IRQO and is typically pro-
grammed for mode 3 operation. The counter produc-
es a square wave with a period equal to the product
of the counter period (838 ns) and the initial count
value. The counter loads the initial count value one
counter period after software writes the count value
to the counter I/0 address. The counter initially as-
serts IRQO and decrements the count value by two
each counter period. The counter negates IRQO
when the count value reaches 0. It then reloads the
initial count value and again decrements the initial
count value by two each counter period. The counter
then asserts IRQO when the count value reaches 0,
reloads the initial count value, and repeats the cycle,
alternately asserting and negating IRQO.

Counter 1, Refresh Request Signal

This counter provides the refresh request signal and
is typically programmed for mode 2 operation. The
counter negates refresh request for one counter pe-
riod (838 ns) during each count cycle. The initial
count value is loaded one counter period after being
written to the counter /0 address. The counter ini-
tially asserts refresh request, and negates it for 1
counter period when the count value reaches 1. The
counter then asserts refresh request and continues
counting from the initial count value.

Counter 2, Speaker Tone

This counter provides the speaker tone and is typi-
cally programmed for mode 3 operation. The coun-
ter provides a speaker frequency equal to the coun-
ter clock frequency (1.193 MHz) divided by the initial
count value. The speaker must be enabled by a
write to port 061h.
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3.7 Interrupt Controller

The PIIX provides an ISA compatible interrupt con-
troller that incorporates the functionality of two
82C59 interrupt controllers. The two controllers are
cascaded so that 13 external and three internal in-
terrupts are possible. The master interrupt controller
provides IRQ [7:0] and the slave interrupt controller
provides IRQ[15:8] (Figure 5). The three internal in-
terrupts are used for internal functions only and are
not available to the user. IRQ2 is used to cascade
the two controllers together. IRQO is used as a sys-
tem timer interrupt and is tied to Interval Timer 1,
Counter 0. IRQ13 is connected internally to FERR #.
The remaining 13 interrupt lines (IRQ[15,14,12:3,1])
are available for external system interrupts. Edge or
level sense selection is programmable on an individ-
ual channel by channel basis. -

The Interrupt unit also supports interrupt steering.
The PIIX can be programmed to allow the four PCI
active low interrupts (PIRQ[3:0] #) to be internally
routed to one of 11 interrupts (IRQ[15,14,12:9,7:3]).
In addition, up to six interrupt signals dedicated to
motherboard devices (MIRQ[5:0]) may be routed to
any of the 11 interrupts.

The Interrupt Controller consists of two separate
82C59 cores. Interrupt Controller 1 (CNTRL-1) and
Interrupt Controller 2 (CNTRL-2) are initialized sepa-
rately and can be programmed to operate in differ-
ent modes. The default settings are: 80x86 Mode,
Edge Sensitive (IRQ[15:0]) Detection, Normal EO!,
Non-Buffered Mode, Special Fully Nested Mode dis-
abled, and Cascade Mode. CNTRL-1 is connected
as the Master Interrupt Controller and CNTRL-2 is
connected as the Slave Interrupt Controller.

Timer 1
IRQ8# —» O# Counter 0 ————p{ 0
IRQy ——»{1 82059 | " jRot—» 1 82059
IRQ10 ———| 2 Core » 2 Core INTR
IRQ11 ——» 3 IRQ3 ———| 3 (To CPU)
IRQ12/Mouse ———»| 4 Controller 2 IRQ4 ———»| 4 Con}roller 1 P—>
FERR# —» 5 IRQ5 —¥»| 5
IRQ14 —>{ 6  (Slave) IRQs —>{ 6  (Master)
IRQ15 —»| 7 IRQ7 —»1 7
290519-6
Figure 5. Block Diagram of the Interrupt Controller
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.Note that IRQ13 is generated internally (as part of
the coprocessor error support) by the PlIX. IRQ12/M
is generated internally (as part of the mouse sup-
port) when bit-4 in the XBCS Register is set to 1.
When this bit is set to 0, the standard IRQ12 func-
tion is provided and IRQ12 appears externally.

3.7.1 PROGRAMMING THE ICWs/OCWs

The Interrupt Controller accepts two types of com-
mand words generated by the CPU or Bus Master:

1. Initialization Command Words (ICWs): Before
normal operation can begin, each Interrupt Con-
troller in the system must be initialized. In the
82C59, this is a two to four byte sequence. How-
ever, for the PIIX, each controller must be initial-

ized with a four byte sequence. This four byte se-

quence is required to configure the interrupt con-
troller correctly for the PIIX implementation. This
implementation is ISA-compatible. The four initial-
ization command words are referred to by their
acronyms: ICW1, ICW2, ICW3, and ICW4. The
base address for each interrupt controller is a
fixed location in the I/0 memory space, at 0020h
for CNTRL-1 and at 00AOh for CNTRL-2.

An 1/0 write to the CNTRL-1 or CNTRL-2 base
address with data bit 4 equal to 1 is interpreted as
ICW1. For PliX-based ISA systems, three 1/0
writes to “base address + 1" (021h for CNTRL-1
and 0AOh for CNTRL-2) must follow the ICW1.
The first write to “base address + 1” (021h/
0AOh) performs ICW2, the second write performs
ICW3, and the third write performs ICW4.

2. Operation Command Words (OCWs): These
are the command words that dynamically repro-
gram the interrupt controller to operate in various
interrupt modes. Any interrupt lines can be
masked by writing an OCW1. A 1 written in any bit
of this command word masks incoming interrupt
requests on the corresponding IRQx line. OCW2
is used to control the rotation of interrupt priorities
when operating in the rotating priority mode and
to control the End of Interrupt (EOI) function of
the controlier. OCW3 set up reads of the.ISR and
IRR, enable/disables the Special Mask Mode
(SMM), and sets up the interrupt controller in
polled interrupt mode. The OCWSs can be written
to the Interrupt Controller any time after initializa-
tion.

3.7.2 EDGE AND LEVEL TRIGGERED MODE

In ISA systems this mode is programmed using bit 3
in ICW1. With PIIX this bit is disabled and a new
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register for edge- and level-triggered mode selection
(per interrupt input) is included. This is the Edge/
Level control Registers ELCR1 and ELCR2. The de-
fault programming is equivalent to programming the
LTIM bit (ICW1 bit 3) to 0 (all interrupts selected for
edge triggered mode). Note that IRQO, 1, 2, 8+#, and
13 can not be programmed for level-sensitive mode
and can not be modified by software.

If an ELCR bit=0, an interrupt request is recognized
by a low-to-high transition on the corresponding
IRQx input. The IRQ input can remain high without
generating another interrupt.

If an ELCR bit= 1, an interrupt request is recognized
by a low level on the corresponding IRQ input and
there is no need for an edge detection. The interrupt
request must be removed before the EOl command
is issued to prevent a second interrupt from occur-
ring.

In both the edge and level triggered modes, the IRQ
inputs must remain active until after the falling edge
of the first INTERRUPT ACKNOWLEDGE CYCLE. If
the IRQ input goes inactive before this time, a de-
fault IRQ7 occurs when the CPU acknowledges the
interrupt. This can be a useful safeguard for detect-
ing interrupts caused by spurious noise glitches on
the IRQ inputs. To implement this feature, the IRQ7
routine is used for “clean up” simply executing a
return instruction, thus ignoring the interrupt. If IRQ7
is needed for other purposes, a default IRQ7 can still
be detected by reading the ISR. A normal IRQ7 in-
terrupt sets the corresponding ISR bit. A default
IRQ7 does not set this bit. However, if a default

. IRQ7 routine occurs during a normal IRQ7 routine,

the ISR remains set. In this case, it is necessary to
keep track of whether or not the IRQ7 routine was
previously entered. If another IRQ7 occurs, it is a
default. :

3.7.3 INTERRUPT STEERING

The PIIX can be programmed to allow four PCI pro-
grammable interrupts (PIRQ[3:0] #) to be internally
routed to one of 11 interrupts (IRQ[15,14,12:9,7:3])
using the PIRQx Route Control Register. PCLK is
used to synchronize the PIRQx# inputs. The assign-
ment is programmable through the PIRQx Route
Control Registers. One or more PIRQx# lines can
be routed to the same IRQx input. If interrupt steer-
ing is not required, the Route Registers can be pro-
grammed to disable steering.
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PIIX

IRQ[15:9,8#,7:1]

Interrupt
PIRQ[A:D}# Steering
Logic I
MIRQ[1:0] To
Internal
82C59s
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Figure 6. Interrupt Steering

The PIRQx# lines are defined as active low, level-
sensitive to allow multiple interrupts on a PCI Board
to share a single line across the connector. When a
PIRQx# is routed to a specified IRQ line, the soft-
ware must change the IRQ’s corresponding ELCR
bit to level-sensitive mode. Note that this means that
the selected IRQ can no longer be used by an ISA
device, unless that ISA device can respond as an
active low level sensitive interrupt.

The PIIX also supports up to two programmable in-
terrupts (MIRQ[1:0]; intended for use with mother-
board devices) to be routed to one of the 11 inter-
rupts (IRQ[15,14,12:9,7:3]) using the MBIRQx Route
Control Register. The routing is accomplished in the
same manner as for the PIRQx# inputs, except that
the interrupts are active high. Two MIRQx lines may
be routed to the same IRQx input. If interrupt steer-
ing is not required, the MBIRQx Registers can be
programmed to disable routing.

When more than one MIRQ line is routed to an IRQ
input, the software must change the IRQ’s corre-
sponding ELCR bit to level sensitive mode. Interrupt
sharing for motherboard devices must be evaluated
for the particular combination of devices under con-
sideration. The IRQ selected bit MBIRQx[3:0] can
no longer be used by an ISA device, unless that ISA
device can respond as an.active high level sensitive
interrupt.

3.8 X-Bus Peripheral Support

The PIIX provides positive decode (chip selects) and
X-Bus buffer control (XDIR# and XOE#) for a real
time clock, keyboard controller and BIOS for PCI
and ISA initiated cycles. The PIIX also generates

I ADVANCE INFORMATION

RTCALE (address latch enable) for the RTC. The
chip selects are generated combinatorially from the
ISA SA(16:0) and LA (23:17) address lines (it is as-
sumed that ISA masters drive SA(19:16) and
LA(23:17) low when accessing 1/0O devices). The
PlIX also provides PS/2 mouse support via the
IRQ12/M signal and coprocessor functions (FEER #
and IGNNE#). The chip selects and X-Bus buffer
control lines can be enabled/disabled via the XBCS
Register.

Coprocessor Error Function

This function provides coprocessor error support for
the CPU and is enabled via the XBCS Register.
FERR # is tied directly to the coprocessor error sig-
nal of the CPU. If FERR # is driven active to the PIIX,
an internal IRQ13 is generated and the INTR output
from the PIIX is driven active. When a write to 1/0
location FOh is detected, the PIIX negates IRQ13
(internal to the PIIX) and drives IGNNE# active.
IGNNE # remains active until FERR # is driven inac-
tive. IGNNE# is not driven active unless FERR # is
active.

Mouse Function

When the mouse interrupt function is enabled (via
the XBCS Register), the mouse interrupt function is
provided on the IRQ12/M input signal. In this mods,
a mouse interrupt generates an interrupt through
IRQ12 to the Host CPU. The PIIX informs the CPU of
this interrupt via a INTR. A read of 60h releases
IRQ12. If the mouse interrupt function is disabled, a
read of address 60h has no effect on IRQ12/M.
Reads and writes to this register flow through to the
ISA Bus. For additional information, see the
IRQ12/M description in the Signal Description.
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3.9 Power Management

The PlIX has extensive power management capabili-
ty permitting a system to operate in a low power
state without being powered down. In a typical desk-
top personal computer there are two statesPower-
On and Power-Off. Leaving a system powered on
when not in use wastes power. The PIIX provides a
Fast-On/Off feature that creates a third state called
Fast-Off (Figure 7). When in the Fast-Off state, the
system consumes less power than the Power-On
state. .

. The PIIX’s power management architecture is based
on three functions—System Management Mode
(SMM), Clock Control, and Advanced Power Man-

intgl.

agement (APM). Software (called SMM code) con-
trols the transitions between the Power-On state
and the Fast-Off state. The PlIX invokes this soft-
ware by generating an SMI to the CPU (asserting the
SMi# signal). A variety of programmable events are
provided that can generate an SMI. The SMM code
places the system in either the Power-On state or
the Fast-Off state. '

A Fast-On event is an event that instructs the com-
puter (via an SMI to the CPU) to enter the Power-On
state in anticipation of system activity by the user.
Fast-On events are programmable and include mov-
ing the mouse, pressing a key on the keyboard, an
external hardware event, an incoming call to a sys-
tem FAX/Modem, a RTC alarm, or the operating
system. .

Power Switch
Turned Off

Fast On Event
(Mouse, Keyboard,
ComPort Activity,
EXTSMIi#, RTC Alarm,
APM Call)

Power Switch .
Jurned Off :

Power Switch
Turned On

Fast Off Event |
(Timer Expires,
EXTSMI#,

RTC Alarm,
APM Call)

290519-8

Figure 7. Fast-On/Off Flow
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3.9.1 SMM MODE

SMM mode is invoked by asserting the SMI# signal
to the CPU. The PIIX provides a variety of program-
mable events that can generate an SMI. When the
CPU receives an SMI, it enters SMM mode and exe-
cutes SMM code out of SMRAM. Depending on the
current state, the SMM code places the system in
either the Power-On state or the Fast-Off state. In
the Power-On state, the computer system operates
normally. In this state, one of the four programmable
events listed below can trigger an SMI.

1. A global idle timer called the Fast-Off Timer ex-
pires (an indication that the end user has not used
the computer for a programmed period of time).

2. The EXTSMI# pin is asserted.
3. The operating system issues an APM call.

3.9.2 SMI SOURCES

The SMI# signal can be asserted by hardware inter-
rupt events, the Fast-Off Timer, an external SMi
event (EXTSMI#), and software events (via the
APMC and APMS Registers). Enable/disable bits (in
the SMIEN Register) permit each event to be individ-
ually masked from generating an SMI. In addition,
the SMI# signal can be globally enabled/disabled in
the SMICNTL Register. Status of the individual
events causing an SMI is provided in the SMIREQ
Register. For detailed information on the SMI con-
trol/status registers, refer to the Register Descrip-
tion section.

Hardware Interrupt Events

Hardware events (IRQ[12,8#,4,3,1] and the Fast-
Off Timer) are enabled/disabled from generating an
SMI in the SMIEN Register. When enabled, the oc-
currence of the corresponding hardware event gen-
erates an SMI (asserts the SMI# signal), regardless
of the current power state of the system.

Fast-Off Timer

The Fast-Off Timer is used to indicate (through an
SMI) that the system has been idle for a pro-
grammed period of time. The timer counts down
from a programmed start value and when the count
reaches 00h, can generate an SMI. The timer decre-
ment rate is programmable (via the SMICNTL Regis-
ter) and is re-loaded each time a system event oc-
curs. This counter should not be programmed to
00h. System and break events are described in the
SEE Register.

| ADVANCE INFORMATION

82371FB (PIIX)

EXTSMI #

The EXTSMI# input pin provides the system design-
er the capability to invoke SMM with external hard-
ware. For example, the EXTSMI# input could be
connected to a “green button” permitting the user to
enter the Fast-Off state by depressing a button. The
EXTSMI# generation of an SMI is enabled/disabled
in the SMIEN Register.

Software Events

Software events (accessing the APMx Registers) in-
dicate that the OS is passing power management.
information to the SMi handler. There are two Ad-
vanced Power Management (APM) Registers—APM
Control (APMC) and APM Status (APMS) Registers.
These registers permit software to generate an SM|;
by writing to the APMC Register. For example, the
APMC Register can be used to pass an APM com-
mand between APM OS and BIOS and the APMS
Register could be used to pass data between the
OS and the SMI handler.

The two APM Registers are located in normal 1/0
space. The PIIX subtractively decodes PCl accesses
to these registers and forwards the accesses to the
ISA Bus. The APM Registers are not accessible by
ISA masters. Note that the remaining power man-
agement registers are located in PCl Configuration
space.

3.9.3 CLOCK CONTROL
The CPU can be put in a low power state by assert-

ing the STPCLK# signal. STPCLK# is an interrupt
to the CPU. However, for this type of interrupt, the

.CPU does not generate an interrupt acknowledge

cycle. Once the STPCLK# interrupt is executed, the
CPU enters the stop-grant state. In this state, the
CPU’s internal clocks are disabled and instruction
execution is stopped. The stop-grant state is exited
when the STPCLK# signal is negated.

Software can assert STPCLK# (if enabled via the
SMICNTL Register) by a read of the APMC Register.
Note that STPCLK# can also be periodically assert-
ed by using clock scaling as described below.

The PIIX automatically negates STPCLK# when a
break event occurs (if enabled in the SEE Register).
Software can negate STPCLK# by disabling
STPCLK# in the SMICNTL Register or by a write to
the APMC Register.
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Clock Scaling (Emulating Clock Division)

Clock scaling permits the PIIX to.periodically place
the CPU in a low power state. This emulates clock
division. When clock scaling is enabled, the CPU
runs at full frequency for a pre-defined time period
and then is stopped for a pre-defined time period.
The run/stop time interval ratio emulates the clock
division effect from a power/performance point of
view. However, clock scaling is more effective than
dividing the CPU frequency. For example, if the CPU
is in the stop grant state and a break event occurs,
the CPU clock returns to full frequency. In addition,
there is no recovery time latency to start the clock.

Two programmable 8-bit clock scale timer control
registers set the STPCLK# high (negate) and low
(assert) times—the CTLTMRH and CTLTMRL Reg-
isters. The timer is clocked by a 32-usec internal
clock. This allows a programmable timer interval for
both the STPCLK # high and low times of 0-8 msec.

-3.10 Reset Support \

The PIlIX integrates the system reset Idgic for the
system. The PIIX generates CPURST, PCIRST#,
and RSTDRYV during power up (PWROK) and when

a hard reset is initiated through the RC Register. The'
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following PIIX signals interface directly to the proc-

essor: CPURST, INTR, NMI, IGNNE#, SMi#, and
STPCLK#.

These signals are open drain. Thus, external logic is
not required for interfacing with the. processors
based on 3.3V technology which do no support 5V

tolerant input buffers. During power-up these signals -

are driven low to prevent problems assocnated with
5V/3.3V power sequencing.

Some PCI devices may drive 3.3V friendly signals
directly to 3.3V devices that are not 5V tolerant. If
such signals are powered from the 5V supply, they
must be driven low when PCIRST# is asserted.
Some of these sugnals may need to be driven high
before CPURST is negated. PCIRST# is negated 1
ms to 2 ms before CPURST to allow time for this to .

occur. \

3.10.1 HARDWARE STRAPPING OPTIONS

There are two hardware strapping options on the
PlIX. The SYSCLK signal is used during a hard reset
to select the ISA clock divisor (sampled high for divi-
sor of 3 MHz-25 MHz PCI operation; sampled low
for a divisor of 4 MHz-33 MHz or 30 MHz PCl opera-
tion.
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4.0 PINOUT AND PACKAGE INFORMATION

4.1 82371FB (PliX) Pinout

S— |
SD4 T— 146
DREQ2 —— 12 145 ——
——— 13 . 44 /——— 1
Sp2 — 14 \ 43— MDRQO
ZEROWSH# C———- 15 42 ———2 MDRQ1

SD1 —] 16 41 —

Spo C— 17 40— #
IOCHRDY t=——— 18 39 f——— KBCS#
SMEMR# — 19 138 f—— RTCCS#

AEN T——74 20 137 |——=2 BIOSCS#

DACK3# C——1 21 136
SMEMW# C— 22 135 =————/a NMI
10R# 23 134 F=———3 TESTIN#
IoW# T——— 24 133 —— V!
DREQ3 —— 25 32— PCICLK
VSS —— 26 31 =——2 VSS
] 27 30 F/—/—m3 V!
RSTDRV ——— 28 20 —= 1
# —— 29 128 e PCIRST#
DREQ1 &—— 30 127 =—3 CPUR:!
REFRESH¥ ———— 31 126 f———— PWROK

IRQ7 C— 32 125 —— - TSM|

IRQ6 33 24 STPCLK#

IRQ5 ——— 34 23 f———— SMI¥

DD15/PCS# ——— 35 22 =——"" INTR
DD14 —— 36 21 f=———= IGNNE#
13 —— 37 20 f——2) FERR:
DD12/SBHE# ——] 38 19 /7)™ SO%'
DD11/SA19 &—— 39 118 =———x3 SDI

ISA18 ———— 40 117 f=———— SPKR
DD9/SA17 ——— 41 116 f———2 DDAK1#

Vss —— 42 115 f=———=3 DD,
DD8/SA16 E——x] 43 114 =———2 IORDY
DD7/SA15 ——— 44 1 DIO

A14 C 45 112 |/——= DIOW#»
DD5/SA13 T——rH 111 f———=3 DDRQ1

D4/SA 47 110 f=—232 P A¥
D A11 C————] 48 109 f——— PHOLD#
DD2/SA10 € 49 108 /——— DDRQO
DD1/SA9 &———] 50 107 f——=2 SD15

vss —— 51 108 f—m09 V!

vss ———— 52 105 ——=3 VSsS

B3R ALE 38 C Y8 3885 B3R NN RO RReREYRS8858385 HRE 858888888
0025"83*202 WQQ”SgamOumNDwﬂ.mﬁ?F 38‘ ‘8 SOOFNNOQ
Q - LLOOr T =v - -<§ cg § -—E-cw--
SSgagago 6325050 #BRReRe>~Ro000 8ug0 w§o§§auagaaa‘§§
£ SET=E STRT2IEENLUE < Fg
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Figure 8. 82371FB (PIIX) Pinout
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Table 11. Alphabetical Pin Assignment

Name Pin# Type Name Pin# | Type Name Pin# | Type
ADO 206 170 AD30 160 | 1/0 DD13 37 170
AD1 205 170 AD31 159 | 1/0 DD14 36 170
AD2 204 170 | AEN 20 o DD15/PCS# | 35 110
AD4 202 170 BALE 64 o DDAKO # 115 o}
ADS 201 170’ BIOSCS # 137 | O DDAK1 # 116 o
AD6 200 170 | c/BEO# 198 | 1/0 DDRQO 108 |
AD7 199 170 C/BE1# 187 | 1/0 DDRQ1 111 ]
AD8 197 170 C/BE2# 178 | 110 DEVSEL # 184 | 1/0
AD9 194 170 C/BE3# 167 | 110 DIOR # 113 (o}
AD10 193 170 CPURST 127 | O DIOW # 112 o}
AD11 192 170 DACKO# 85 o] " DREQO 87 |
AD12 191 170 DACK1 # 29 o] DREQ1 30 |
AD13 190 110 DACK2# 60 o} DREQ2 12 |
AD14 189 170 DACK3# 21 o} DREQ3 25 !
AD15 188 170 DACK5 # 89 o) DREQ5 91 |
AD16 177 170 DACK6 # 93 o} DREQ6 95 |
AD17 176 170 DACKT7 # | o7 o) DREQ7 99 ]
AD18 175 110 DDO/SA8 55 | 110 EXTSMI# 125 |
AD19 174 110 DD1/SA9 | 80 | 11O FERR# - 120 |
AD20 173 110 DD2/SA10 49 | 1/0 FRAME # 179 | 110
AD21 172 170 DD3/SA11 48 | 10 IDSEL 154 |
AD22 171 170 DD4/SA12 47 | 110 IGNNE # 121 | ©
AD23 168 170 DD5/SA13 46 | /O | | INIT 129 o]
AD24 | 166 170 DD6/SA14 45 | 1/0 INTR 122 o
AD25 165 170 DD7/SA15 44 | 10 IOCHK # 6 I
AD26 164 170 DD8/SA16 43 | 1/0 IOCHRDY 18 170
AD27 163 170 ‘| DD9/SA17 41 170 I0CS16# 71 |
AD28 162 170 DD10/SA18 40 | I1/O IOR # 23 170
AD29 161 110 DD11/SA19 3 | I/O IORDY 114 I
AD3 203 170 DD12/SBHE# | 38 | 1/0 IOW # 24 170
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Name Pin# | Type Name Pin# | Type Name Pin# | Type
IRDY # 180 170 NMI 135 O SD7 7 170
IRQ1 4 | 0osC 136 1 sDs 92 1/0
IRQ3 58 | PAR 186 (0] SD9 94 1/0
IRQ4 56 l PCICLK 132 | SD10 96 110
IRQ5 34 | PCIRST # 128 (0] SD11 98 170
IRQ6 33 | PHLDA # 110 | SD12 100 170
IRQ7 32 | PHOLD # 109 (0] SD13 101 1/0
IRQ8 # 5 | PIRQA# 149 | SD14 102 1/0
IRQ9 10 | PIRQB # 150 | SD15 107 110
IRQ10 73 | PIRQC# 151 l SDIR 118 (o]
IRQ11 75 | PIRQD # 152 | SERR# 3 |
IRQ12 77 I PWROK 126 | SMEMR # 19 (0]
IRQ14 83 | REFRESH # 31 1/0 SMEMW # 22 (o)
IRQ15 81 1 RSTDRV 28 (0] SMI# 123 o
KBCS # 139 (0] RTCALE 148 (0] SOE# 119 (0]
LA17/DA0 86 1/0 RTCCS# 138 (0] SPKR 117 (e]
LA18/DA1 84 170 SAO 69 1/0 STOP # 185 1710
LA19/DA2 82 110 SA1 68 170 STPCLK# 124 O
LA20/CS3P 80 1/0 SA2 67 1/0 SYSCLK 153 (0]
LA21/CS1P 76 I1/0 SA3 66 1/0 TC 62 (o]
LA22/CS3S 74 1/0 SA4 63 170 TESTIN# 134 |
LA23/CS1S 72 1/0 SA5 61 1710 TRDY # 181 1/0
MDAK1 144 (0] SA6 59 1/0 vDD - 27 \"
MDAKO 145 (0] SA7 57 170 VDD 53 \'
MDRQO 143 l SDo 17 1/0 vDD 54 \
MDRQ1 142 | SD1 16 1/0 vDD 78 "
MEMCS16# 70 1/0 sD2 14 170 VDD 103 \
MEMR # 88 1/0 SD3 13 170 VDD 104 \'
MEMW # 90 1/0 SD4 1 1/0 vDD 130 \'
MIRQO 147 (0] SD5 9 170 VDD 157 \"
MIRQ1 146 | SD6 8 1/0 VDD 158 \
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Table 11. Alphabetical Pin Assignment (Continued)

Name Pin# Type Name Pin# Type Name Pin# | Type
vDD 169 \ VSS 51 \ VS8s 156 \'
vDD . 183" \' VSS 52 \ - | vss 170 Vv
vDD 196 Vv VSS 65 \ VSsS 182 v
vDD 207 v VSs 79 Vv VSS 195 Vv
vDD 208 \ VSsS 105 \ XDIR 141 |
VSS 1 \ VSS 106 v XOE# 140 (o)
VSS 2 Vv VSSs 131 v ZEROWS # 15 I
VSsS 26 \'% VSS 133 v

VSS 42 \" VSS 155 Vv

5.0 PACKAGE DIMENSIONS

156 105

I
157§J1|]IL | I]I]ﬂ_é X - F

£

Units: mm

S
208 = 53
52

1

* Note” Height Measurements same
as Width Measurements .

I<m o

Figure 9. 208-Pin Quad Flat Pack (QFP) Dimensions
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Table 12. 208-Pin Quad Flat Pack (QFP) Dimensions
Symbol Description Value (mm)
A Seating Height 4.25 (max)
Al Stand-off 0.05 (min); 0.40 (max)
b Lead Width 0.2 £ 0.10
C Lead Thickness 0.15 +0.1/-0.05
D Package Length and Width, including pins 30.6 = 0.4
D1 ‘Package Length and Width, excluding pins 28 + 0.2
el Linear Lead Pitch 0.5 £ 0.1
Y Lead Coplanarity 0.08 (max)
L1 Foot Length 0.5 + 0.2
T Lead Angle 0°-10°

6.0 82371FB TESTABILITY

6.1 Test Mode Description

To perform a NAND tree test, all pins included in the
NAND tree should be driven to 1 except for the fol-
lowing pins, which use inverting Schmitt trigger in-
puts and should be driven to 0:

The test modes are decoded from the IRQ inputs Pin # Pin Name
(IRQ 7, 6, 5) and qualified with the TESTIN# pin. 2 RO

Test mode selection is asynchronous. These signals

need to remain in their respective state for the dura- 5 IRQ8 #
tion of the test modes. The test modes are defined 6 . |OCHK #
as follows.

: 10 IRQ9
Test Mode | IRQ7 | IRQ6 | IRQ5 | TESTIN# 15 ZEROWS #
NAND Tree 0 X X 0 32 IRQ7
NAND Tree X X 0 0 33 IRQ6
Tri-state ) ] ] 0 34 IRQ5
All Outputs 56 IRQ4

58 IRQ3

6.2 NAND Tree Mode 73 IRQ10

‘ 75 IRQ11
Tri-states all outputs and bi-directional buffers ex- 77 RQi2
cept for XDIR and DACK1 #. Every output buffer ex-
cept for XDIR and DACK1 # is configured as an in- 81 IRQ15
put in NAND tree mode and included in the NAND 83 IRQ14
chain. The first input of the NAND chain is MDRQ1, :
and the NAND chain is routed counter-clockwise 126 PWROK

around the chip (e.g, MDRQ1, MDRQO,
MDAK1 #, ... ). DACK1 # is an intermediate output,
and XDIR is the final output. PCICLK and TESTIN #
are the only input pins not included in the NAND
chain. Note in the table above there are two possible
ways to select NAND tree test mode.

I ADVANCE INFORMATION

Beginning with MDRQ and working counter-clock-
wise around the chip, each pin can be toggled and a
resulting toggle observed on DACK1 # or XDIR. The
DACK1 # output is provided so that the NAND tree
test can be divided into two sections.

1-1565




82371FB (PlIX) ' int9| .

Table 13. NAND Tree

Pin # | Pin Name | - Notes Pin # | Pin Name Notes
134 TESTIN# | TESTIN# shoulq be driven 172 AD21
NAND tros tost | © ¢ 173_| AD20
32 IRQ7 - | Test mode select signal. 174 | AD19
33 IRQ6 Test mode select signal. 175 | AD18
34 IRQ5 Test mode select signal. 176 | AD17.
142 MDRQ1 177 AD16
143 MDRQO 178 C/BE2#
144 MDK1 179 FRAME #
145 MDKO 180 IRDY #
146 | MIRQ1 : 181 | TRDY#
147 MIRQO 184 DEVSEL #
148 RTCALE ) 185 STOP#
149 PIRQA # ) 186 PAR
150 PIRQB # 187‘ C/BE1#
151 PIRQC# 188 | AD15
152 PIRQD # ) 189 AD14
153 SYSCLK - o 190 AD13
154 IDSEL 191 AD12
159 AD31 192 AD11
160 AD30 . 193 AD10
161 | AD29 . 194 | AD9
162 AD28 197 AD8
163 AD27 ‘ 198 C/BEO#
164 AD26 199 AD7
165 AD25 200 AD6
166 AD24 201 AD5
167 C/BE3# -~ 1202 " | AD4
168 | AD23 ' 203 | AD3
171 AD22 204 AD2 ‘
205 AD1

1-156 ADVANCE INFORMATION I



Table 13. NAND Tree (Continued)

82371FB (PIIX)

I ADVANGCE INFORMATION

Pin # | Pin Name Notes Pin # | Pin Name Notes
206 | ADO 37 DD13
SERR# 38 DD12
IRQ1 Inverted input signal 39 DD11
5 IRQ8 # Inverted input signal 40 DD10
6 IOCHK # Inverted input signal 41 DD9
10 IRQ9 Inverted input signal 43 DD8
11 SD4 44 DD7
12 DREQ2 45 DD6é
13 SD3 46 DD5
14 SD2 47 DD4
15 ZEROWS# | Inverted input signal 48 DD3
16 SD1 49 DD2
17 SDo 50 DD1
18 IOCHRDY 55 DDO
19 SMEMR # 56 IRQ4 Inverted input signal
20 AEN 57 SA7
21 DACK3# 58 IRQ3 Inverted input signal
22 SMEMW # 59 SA6
23 IOR # 60 DACK2#
24 IOW# 61 SA5
25 DREQ3 62 TC
28 RSTDRV 63 SA4
29 DACK1# Intermediate NAND-tree 64 BALE
output. 66 SA3 .
30 DREQ1 67 SA2
31 REFRESH # 58 SA1
32 IRQ7 Inverted input signal 69 SAO
33 IRQ6 Inverted input signal 70 MEMCS16#
34 IRQ5 Inverted input signal 71 10CS16#
35 DD15 72 LA23
36 DD14
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Table 13. NAND Tree (Continued)

Pin # | Pin Name Notes Pin # | Pin Name Notes
73 IRQ10 Inverted input signal 109 PHOLD#

74 LA22 \ 110 PHLDA #

75 IRQ11 Inverted input signal 111 DDRQ1

76 LA21 » 112 DIOW #

77 IRQ12 Inverted input signal 113 DIOR #

80 LA20 114 IORDY

81 IRQ15 Inverted input signal 115 DDAKO #

82 LA19 116 DDAK1 #

83 IRQ14 Inverted input signal 117 SPKR

84 LA18 118 | SDIR

85 DACKO # ' 119 SOE#

86 LA17 120 FERR#

87 DREQO ‘ 121 IGNNE #

88 MEMR # 122 INTR

89 DACK5 # S 123 SMi#

9 | MEMW# ' 124 | STPCLK#

91 DREQS ' 125 EXTSMI#

92 SD8 . 126 PWROK Inverted input signal
93 | DACK6# 127 | CPURST#
94 SD9 128 PCIRST #

95 DREQ6 . ) . 129 INIT

96 SD10 : . 132 PCICLK Input only, not included in
97 | DACK7# the NAND tree test mode.
08 SD11 135 NMI

99 | DREQ7 136 | OSC

100 SD12 137 BIOSCS #

101 SD13 138 RTCCS#

102 SD14 139 KBCS #

107 SD15 140 XOE #

108 DDRQO 141 XDIR Final NAND tree output
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Figure 10 is a schematic of the NAND tree circuitry.

MDRQ1 T——

—
MDRQO DD_|
[o]
o
. DACK1# DAGK1#
RSTDRV L
NAND CHAIN
SELECT
DREQ1 Do_l
o
o
KBCCS# L
o— XDIR
XOE# )C XDIR
NAND CHAIN
SELECT

290519-11

Figure 10. NAND Tree Circuitry

NAND Tree Timing Requirements 6.3 Tri-state Mode
Allow 500 ns for the input signals to propagate to the The TESTIN# signal must be 0 and IRQ’s 7, 6, and
NAND tree outputs (input-to-output propagation de- 5 must be 1 to enter the tri-state test mode. When in

lay specification). the tri-state test mode, all outputs and bi-directional
pins are tri-stated, including the NAND tree outputs.
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82430LX/82430NX PClset

m Supports the Pentium® Processor at 60 m Provides a 64-Bit Interface to DRAM

and 66 MHz (82430LX) Memory
> R o — From 2 MBytes to 512 MBytes of
Main Memory

— 70 ns and 60 ns DRAMs Supported

m Optional ISA or EISA Standard Bus
Interface
— Single Component ISA Controller
— Two Component EISA Bus Interface
— Minimal External Logic Required

Buses to the PCl Local Bus m Supports Burst Read and Writes of

— Up to 132 MBytes/Sec Transfer Rate Memory from the CPU and PCI Buses

m Interfaces the Host and Standard

Bus and PCI Bus Transactions Prefetch Buffers Increase CPU and PCI
Performance
m Integrated Cache Controller Provided
for OPtiona| Second Level Cache m Host CPU Writes to PCI Converted to
— 256 KByte or 512 KByte Cache Zero Wait-State PCI Bursts with
— Write-Back or Write-Through Policy Optional TRDY # Connection
. (82430LX) m Integrated Low Skew Host Bus Clock
G N ck Policy N Driver for Cost and Board Space
— Standard or Burst 'SRAM Savings
m Integrated Tag RAM for Cost Savings m PClset Operates Synchronous to the
on Second Level Cache CPU and PCI Clocks
m Supports the Pipelined Address Mode m Byte Parity Support for the Host and
of the Pentium Processor for Higher Main Memory Buses
Performance — Optional Parity on the Second Level
Cache

The 82430LX/82430NX PClsets provide the Host/PCI bridge, cache/main memory controller, and an I/0
subsystem core (either PCI/EISA or PCI/ISA bridge) for the next generation of high-performance personal
computers based on the Pentium processor. System designers can take advantage of the power of the PCI
Local bus for the local 1/0 while maintaining access to the large base of EISA and ISA expansion cards, and
corresponding software applications. Extensive buffering and buffer management within the bridges ensures
maximum efficiency in all three bus environments (Host CPU, PCI, and EISA/ISA Buses).

The 82430LX PClset consists of the 82434LX PCl/Cache Memory Controller (PCMC) and the 82433LX Local
Bus Accelerator (LBX) components, plus, either a PCI/ISA bridge or a PCI/EISA bridge. The PCMC and LBX
provide the core cache and main memory architecture and serve. as the Host/PCl bridge. For an 1SA-based
system, the 82430LX PClset includes the 82378ZB System 1/0 (SIO) component as the PCI/ISA bridge. For
an EISA-based system, the 82430LX PClset includes the 82375EB/SB PCI/EISA Bridge (PCEB) and the
82374EB/SB EISA System Component (ESC). The PCEB and ESC work in tandem to form the complete
PCI/EISA bndge Both the ISA and EISA-based systems are shown on the followmg pages.

November 1995
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82430LX/82430NX PClset

Pentlum® Processor
A A A
HostB
. os,\ us v Control »
< T A "
N | \ v Address >
< T A b "
) | | + Data ﬂ >
Y W I i
v Latch Jv Jv Add
r
Cache ¢ > Mr:\t'ry pata
PCMC I <> LBX
(SRAM) | cnu Cntl,|  (DRAM) ,
Y A
T LBX Cntl T 1
PCl Bus
. ; y Control >
< T \ A 4 i
D Address/Data : vy _,
< T _[ A . "
v \ 4 '— —v__v_ -
s10 | PCI Device(s) |
_ J
< ISA Bus ‘} >

290481-1

82430LX or 82430NX PClset ISA Block Diagram
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'82430LX/82430NX PClset

Pentlum® Processor

2 4 42
L Hos,t\Bus v  Control R
i ! A ] >
< | \ v Address R
p ! | A A >
| A 4 Data o
- A >
J y
V} Latch V} v Add
r .
Sahe cMe > Mrr:lc;‘ry pate
PCM <+—»| LBX
A A
T LBX Cntl T
PCI Bus
a_ I \ A Control o
N ry >
<« Address/Data ‘ \ 2
- 1 »
J T
| — — — — — — — —' : 0
:- A y | r _v_ __TV_ -
PCI-EISA «—>
Bridge | PcEB ESC | | PCIDevice(s) |
B S S S I
EISABus vy v

<

290481-2
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ADVANCE INFORMATION

82433LX/82433NX
LOCAL BUS ACCELERATOR (LBX)

m Supports the Full 64-bit Pentium®
Processor Data Bus at Frequencies up
to 66 MHz (82433LX and 82433NX)

m Drives 3.3V Signal Levels on the CPU
Data and Address Buses (82433NX)

m Provides a 64-Bit Interface to DRAM
and a 32-Bit Interface to PCI

m Five Integrated Write Posting and Read
Prefetch Buffers Increase CPU and PCI
Performance
— CPU-to-Memory Posted Write Buffer
4 Qwords Deep

— PCI-to-Memory Posted Write Buffer
Two Buffers, 4 Dwords Each

— PCI-to-Memory Read Prefetch Buffer
4 Qwords Deep

— CPU-to-PCI Posted Write Buffer
4 Dwords Deep

. — CPU-to-PCl Read Prefetch Buffer
4 Dwords Deep

m CPU-to-Memory and CPU-to-PCl Write
Posting Buffers Accelerate Write
Performance

m Dual-Port Architecture Allows
Concurrent Operations on the Host and
PCI Buses

m Operates Synchronously to the CPU
and PCI Clocks

m Supports Burst Read and Writes of
Memory from the Host and PCI Buses

m Sequential CPU Writes to PCI
Converted to Zero Wait-State PCI
Bursts with Optional TRDY #
Connection

m Byte Parity Support for the Host and

Memory Buses

— Optional Parity Generation for Host
to Memory Transfers

— Optional Parity Checking for the
Secondary Cache

— Parity Checking for Host and PCI
Memory Reads

— Parity Generation for PCI to Memory
Writes

m 160-Pin QFP Package

Two 82433LX or 82433NX Local Bus Accelerator (LBX) components provide a 64-bit data path betwéeen the
host CPU/Cache and main memory, a 32-bit data path between the host CPU bus and PCl Local Bus, and a
32-bit data path between the PCl Local Bus and main memory. The dual-port architecture allows concurrent
operations on the host and PCI Buses. The LBXs incorporate three write posting buffers and two read prefetch
buffers to increase CPU and PCI performance. The LBX supports byte parity for the host and main memory
buses. The 82433NX is intended to be used with the 82434NX PCl/Cache/Memory Controller (PCMC). The
82433LX is intended to be used with the 82434L.X PCMC. During bus operations between the host, main
memory and PCI, the PCMC commands the LBXs to perform functions such as latching address and data,
merging data, and enabling output buffers. Together, these three components form a “Host Bridge” that
provides a full function dual-port data path interface, linking the host CPU and PCI bus to main memory.

This document describes both the 82433LX and 82433NX. Shaded areas, ﬁke thcs one, describe the
82433NX operations that differ from the 82433LX.

The complete document for this product is available from Intel’s Literature Center at 1-800-548-4725.

November 1995
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82433LX/82433NX. In'td o
D[31:0] ¢—— Hoat PCI  [€——> AD[15:0]
) < - 08! |
AS0] 41— |ntertace interface | TRDY#
. HP[3:0] <« >
Main ») > .
Memory $ MD[31:0]
Interface |« » MP[3:0]
HCLK —P
PCLK >
Reset < .
LP1 € a:? <+ HIG[4:0]
Lp2—1 |  Clock < MIG[2:0]
o PCMC |« MDLE
RESET v Interface |
TEST > < PIG[3:0]
TSCON > < DRVPCI
< » EOL
< » PPOUT
290478-1
LBX Simplified Block Diagram
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ADVANGCE INFORMATION

82434L.X/82434NX PCl, CACHE AND MEMORY
CONTROLLER (PCMC)

m Supports the Pentium™ Processor at
iCOMPTM Index 510\60 MHz and iCOMP
Index 567\66 MHz

[ ] Supports the Pentium Processor at
ICOMP Index 735\90 MHz, ICOMP Index

815\100 MHz, and ICOMP Index 610\75

- MHz

m Supports Pipelined Addressing
Qapability of the Pentium Processor

B The 82430NX Drives 3.3V Signal Levels
- on the CPU and Cache Interfaces

m High Performance CPU/PCl/Memory
Interfaces via Posted Write and Read
Prefetch Buffers

m Fully Synchronous PCI Interface with
Full Bus Master Capability

‘W Supports the Pentium Processor
Internal Cache in Either Write-Through
or Write-Back Mode

m Programmable Attribute Map of DOS
and BIOS Regions for System
Flexibility

| Integrated Low Skew Clock Driver for
Distributing Host Clock

m Integrated Second Level Cache
Controller
— Integrated Cache Tag RAM
~— Write-Through and Write-Back Cache
. Modes for the 82434LX .
- = Write-Back for the 82434NX

- —82434NX Supports Low-Power Caehe‘

_.Standby

— Direct Mapped Orgamzatlon :

— Supports Standard and Burst SRAMs

— 256-KByte and 512-KByte Sizes

— Cache Hit Cycle of 3-1-1-1 on Reads
and Writes Using Burst SRAMs

— Cache Hit Cycle of 3-2-2-2 on Reads
and 4-2-2-2 on Writes Using
Standard SRAMs

Integrated DRAM Controller

— Supports 2 MBytes to 192 MBytes of
Cacheable Main Memory for the
82434LX

— Supports 2 MBytes to 512 MBytes of
Cacheable Main Memory for the
82434NX

— Supports DRAM Access Times of
70 ns and 60 ns

— CPU Writes Posted to DRAM 4-1-1-1

— Refresh Cycles Decoupled from ISA
Refresh to Reduce the DRAM
Access Latency

— Six RAS# Lines (82434LX)

- Eight RAS # Lines (82434NX)

— Refresh by RAS#-OnIy, or CAS-
Before-RAS #, in Smgle or Burst
of Four

Host/PCl Bridge

— Translates CPU Cycles into PCI Bus
Cycles

— Translates Back-to-Back Sequential
CPU Memory Writes into PCI Burst
Cycles

— Burst Mode Writes to PCI in Zero PCI
Wait-States (i.e. Data Transfer Every
Cycle)

— Full Concurrency Between CPU-to-
Main Memory and PCi-to-PCI
Transactions

— Full Concurrency Between CPU-to-
Second Level Cache and PCl-to-Main
Memory Transactions

— Same Cache and Memory System
Logic Design for ISA and EISA
Systems

— Cache Snoop Filter Ensures Data
Consistency for PCI-to-Main Memory
Transactions

208-Pin QFP Package

*Other brands and names are the property of their respective owners.

The complete document for this product is available from Intel’s Literature Center at 1-800-548-4725.

December 1994
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82434L.X/82434NX

This document descr

The 82434LX/82434NX PCI, Cache, Memory Controllers (PCMC) integrate the cache and main memory
DRAM control functions and provide bus control for transfers between the CPU, cache, main memory, and the
PCI Local Bus. The cache controller supports write-back (or write-through for 82434LX) cache policy and
cache sizes of 256-KBytes and 512-KBytes. The cache memory can be implemented with either standard or
burst SRAMs. The PCMC cache controller integrates a high-performance Tag RAM to reduce system.cost.
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I ntd ® 82434LX/82434NX

A[31:3] ¢ > <———» C/BE[3:0]#
BE(7:0]# > < » FRAME#
ADS# > <« » TRDY#
D/C# > < » IRDY#
M/IO# —> < » STOP#
wne——> o[> ook
BRDY# € ’ Interface : > DEVSEL#
P:::: * y|  Host - < MEMREQ#
”| Interface P R
EADS# < < < » PAR
HITM# > < » PERR#
BOFF# < » SERR#
AHOLD < > REQ#
NA# ¢ < GNT#
KEN# < . <+ FLSHREQ#
INV < » MEMACK#
CACHE# >
HLOCK# E P PWROK
SMIACT# > > CPURST
Reset > INIT
and | o HCLKOSC
CCS[1:0]#, CADV[1:0]# < Clock ¢ HoLKin
CALE < > <
COE[1:0]# < —» HCLK[A:F)
CWE[7:0]#, CBS[7:0]# <« Cache | < PCLKIN
CADS[1:0]#, CR/W[1:0]# < interface —» PCLKOUT
CAA[6:3] < » PCIRST#
CAB[6:3] ¢—— < TESTEN
< PPOUT[1:0]
WE —> MIG[2:0]
#e
< » A[2:0
RAS[7:0]# < DRAM LBX [2:0]
CAS[7:0]# < Intertace (€ | Interface » HIG[4:0]
.01« > » PIG[3:0]
MALH:0] < » DRVPCI
» MDLE
< EOL
290479-1
NOTE: '
RAS[7:6] # and MA11 are only on the 82434NX. CCS[1:0] functionality is only on the 82434NX.

Simplified Block Diagram of the PCMC
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| ADVANCE INFORMATION
82420EX PCISET DATA SHEET

82425EX PCI SYSTEM CONTROLLER (PSC)
AND 82426EX ISA BRIDGE (IB)

m Host CPU
— 25-33 MHz Intel486™ and
OverDrive™ Processors
— L1 Write-Back Support

m Integrated DRAM Controller

— 1 to 128 MByte Main Memory

— 70 ns Fast Page Mode DRAM SIMMs
Supported

— Supports 256 KByte, 1 MByte, and
4 MByte Double and Single Sided
SIMMs

— Read Page Hit Timing of 3-2-2-2 at
33 MHz

— Burst Mode PCI Master Accesses

— Decoupled Refresh Reduces DRAM
Latency

— Five RAS Lines .

® Integrated L2 Cache Controller

— Write-Back and Write-Through Cache
Policies

— Direct Mapped Organization

— 64, 128, 256 or 512 KByte Cache
Sizes

— Programmable Zero Wait-State L2
Cache Read and Write Accesses

— Two Banks Interleaved or a Single
Bank Non-Interleaved Operation

— No VALID Bit Required

| 25/33 MHz PCI Bus Interface
— Two Bus Masters
— PCI Auto Configuration Support

m Host/PCI Bridge
— Converts Back-to-Back Sequential
Memory Writes to PCI Burst Writes
— CPU Memory Write Posting to PCI

m PCI Local Bus IDE Interface
— Supports Mode 3 Timing

Programmable Attribute Map for First
1 MByte of Main Memory

100% ISA Compatible
— Directly Drives 5 ISA Slots

Two 8237 DMA Controllers
— 7 DMA Channels

— 27-bit Addressability

— Compatible DMA Transfers

One 82C54 Timer/Counter
— System Timer

— Refresh Request

— Speaker Tone

Two 82C59 Interrupt Controllers

— 14 Interrupts

— Edge/Level Sense is Programmable
per Channel

— PCI Interrupt Steering for Plug and
Play Compatibility

X-Bus Peripheral Support

—RTC, KBC, BIOS Chip Selects

— Control for Lower X-Bus Transceiver
— Integrates Mouse Interrupt

- Coprocessor Error Reporting

Non-Maskable Interrupts (NMl)
— PCI System Errors

— Main Memory Parity Errors
—ISA Parity Errors

System Power Management (Intel SMM
Support)

' — Programmable System Management

Interrupt (SMI)—Hardware Events,
Software Events, EXTSMI #
— Programmable CPU Clock Control
— Fast On/Off Mode

Generates System Clocks
160-Pin QFP Package for IB
208-Pin QFP Package for PSC

1-168
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The 82420EX PClset is the foundation for the Value Flexible Motherboard solution for entry-level Intel486™
processor-based PCl systems. The Value Flexible Motherboard solution, including 82420EX, Intel486 proces-
sor, 82091AA Advanced Integrated Peripherals, 82C42 Keyboard Controller, Flash BIOS, and Plug & Play
software, drives PCl into the mainstream. The 82420EX PClset is-a highly integrated solution enabling low
cost, small form factor motherboard designs. All Intel486 processors and upgrades are supported, including L1
write-back and Intel SMM power management. PC| Local Bus IDE is incorporated for higher performance IDE
at no additional cost.

The 82420EX was designed from the ground up for PCIl performance. It consists of two components—the
82425EX PCI System Controller (PSC) and the 82426EX ISA Bridge (IB). The PSC integrates the L2 cache
controller and the DRAM controller. The cache controller supports both write-through and write-back cache
policies and cache sizes from 64 KBytes to 512 KBytes in an interleaved or non-interleaved configuration. The
DRAM controller interfaces main memory to the Host Bus and the PCI Bus. The PSC supports a two-way
interleaved DRAM organization for optimum performance. Up to ten single-sided SIMMs or four double-sided
and two single-sided SIMMs provide a maximum of 128 MBytes of main memory. The PSC provides memory
write posting to PCI for enhanced CPU-to-PCl memory write performance. In addition, the PSC provides a high
performance PCIl Local Bus IDE interface. ‘

The IB is the bridge between the ISA Bus and Host Bus, and integrates the common 1/0 functions found in
today’s ISA-based PC systems—a seven channel DMA controller, two 82C59 interrupt controllers, an 8254
timer/counter, Intel SMM power management support, and control logic for NMI generation. The IB also
provides the decode for external BIOS, real time clock, and keyboard controller. Edge/Level interrupts and
interrupt steering are supported for PCI plug and play compatibility. The IB integrates the ISA address and data
path, reducing TTL and system cost. In addition, the integration of system clock generation logic eliminates the
need for external host and PCI clock drivers.
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82420EX

A[31:30,26:2] «—1—> < > FRAME#
SRESETIINIT < < > TRDY#
HD[31:0] « > < > IRDY#
HDP[3:0] «——» « LOCK#
BE[3:0}4 +«——> IB:cl < > STOP#
MAo# — Inte#:oe‘ ¢ + PAR
D/IC# > » SERR#
WiR# < > |+ » DEVSEL#
PCD/CACHE# —1—» Host < » C/BE[3:0]#
ADS# —T—*| cpPuU < > AD[22:16]
RDY# < Interface
BRDY# < -~ » AD31 or IDE1CS#
BLAST# > » AD30 or IDE3CS#
HOLD + » AD29 or DIR
) . » AD28 or IORDY
HLDA > MUX| R
AHOLD <+ * » AD[27:25] or IDEA[2:0]
IDE g » AD24 or IOR#
EADS# < Interface ‘ i
» AD23 or IOW#
KEN# <
HITM# —— > AD[15:0] or IDED[15:0]
» LBIDE#
SMIi# —1—*| sMmm
SMIACT# ——| Interface N > CMDV#
PSC/B > SIDLE#
CI3E Interface | LREQ#
CI302 < > LGNT#
CWE[1:0}# < Cache
COE[1'0]# < Interface PCl < PREQ1#/HDEV#
[1:0}# < Arbitration | ¢ PREQO#
TWE# < H a;\g
ost Bus |« > PGNT1#/HRDY#
TAG[8:0] «—1—> Slave
Devi PGNTO#
PCLKIN —T—*
HCLKIN > Cloc:s » MA[10:0]
an R .
CLK2IN *| Reset DRAM > RAS[4:0]#
CPURST —— Intertace » CAS[7:0}#
KBDRST# — 1> » WE#

200488-48

82425EX PCI System Controller (PSC) Block Diagram
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A(17:2) ¢ > < 10CS16#
CMDV# <« > PSCNB < » MEMCS16#
SIDLE# < > Link | < ZEROWSH#
LREG# < Interface <«——» MEMR#
LGNT# > < » MEMW#
» SMEMR#
SMI¥ < » SMEMW#
< ISA < .
STPCLK# ¢ IntseMrfrce s < » I0CHRDY
EXTSMI# > Interface » BALE
< » IOR#
cLKZN g < » lOW#
CLK20UT € < > LA(23:17)
D e I e
nterta < > :
HCLKIN » * <BHEs
SYSCLK < ¢ >
PCICLK[2,1] » AEN
CPURST < NI < IOCHK#
RSTDRV : Reset interface  [© SERR#
PCIRST# <« Interface » NMI
SRESET >
PWROK > < DREQ (7:5,3:0)
DMA  DACK(7:5,3:01#
XBUSTR# < 2xezcaT »TC
XBUSOE# < » REFRESH#
BIOSCS# ¢
KBCCS# eBus < IRQ8#
RTCCS# < Interface < IRQ(15,14,11:9,7:3,1)
RTCALE «¢ Interrupt  |¢ IRQ12M
FERR# 2x82C59 » INTR
IGNNE# <« < PIRQO#
< PIRQ1#
osc > Timers/
< Counters .
SPKR < 1x82C54 Test < TESTIN#
290488-1

82426EX ISA Bridge (IB) Block Diagram
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82420EX PCISET DATA SHEET
82425EX PCI SYSTEM CONTROLLER (PSC)
AND 82426EX ISA BRIDGE (IB)

CONTENTS : PAGE
1.0 PINOUT INFORMATION ..... ..o i e 1-178
1.1 PSCPinAssignment ......................cooeaet P 1-179
1.2IB Pin Assignment .................. e e 1-184
2.0 SIGNAL DESCRIPTION . ......ooii e e e 1-189
2APSCSIGNAIS « ..ttt 1-189
2.1.1 HOST CPU INTERFACE SIGNALS (PSC) .......... P 1-189
2.1.2 SECONDARY CACHE SIGNALS (PSC) .....cvviiiiiiiiii i 1-191
213 PCISIGNALS (PSC) .. vttiiiiteiiee e ettt 1-192
2.1.4 SYSTEM POWER MANAGEMENT (SMM) SIGNALS(PSC) .........cccvvunenn.. 1-192
2.1.5 DRAM CONTROL SIGNALS (PSC) . ...t eeiiei e e ... 1-193
2.1.6 PSC/IB LINKINTERFACE (PSC) ......viiiiiiiiiiiiiii i, . 1-193
2.1.7 PCI BUS ARBITRATION/HOST BUS SLAVE DEVICE (PSC) ............uvvvunn. 1-193
218 PCIBUSIDE (PSC) ..vetttintttiie ettt L1194
2.1.9 CLOCKS AND RESET (PSC) .......... e P 1-195
2.21IB SIgNAlS ... e 1-195
221 ISAINTERFACESIGNALS (IB) .....vvviiiiiiiiii i ... 1-195
222NMISIGNALS(IB) ...cvveiiiiiiiiii i e 1-197
223 DMASIGNALS (IB) - . e vvteeeiiee e e et e et e e e 1-197.
2,24 TIMER/COUNTER SIGNALS (IB) ......coviiiiiiiiiiiii i 1-198
2.2.,5 INTERRUPT CONTROLLER SIGNALS (IB) .......ccivviiiiiiiiiii i 1-198
226 X-BUSSIGNALS(IB) ....ooviiniiiiiiiiiiii i :...1-199
2.2.7 PSC/IB LINK INTERFACE SIGNALS (IB) ......ooviiiii e 1-200
2.2.8 SYSTEM POWER MANAGEMENT (SMM) SIGNALS (IB) ..........ccvnien.. 1-200
2.29 SYSTEM CLOCK SIGNALS (IB) ...ttt ettt e 1-201
2.2.10 SYSTEMRESET SIGNALS(IB) ......coiviiiiiiiiiii i 1-201
2211 TESTSIGNALS (IB) ..ottt e et 1-201
3.0REGISTERDESCRIPTION .........coo i i i e eenes 1-202
BT REGISIEr ACCESS ...ttt e 1-202
3.21/0Control Registers ........cc.iiuiiiii i e 1-209
3.2.1 CONFADD—CONFIGURATION ADDRESS REGISTER ...............cooeeen. 1-209
3.2.2 CONFDATA—CONFIGURATION DATAREGISTER ...........ccoooiiiiiin.... 1-209
3.2.3 TRC—TURBO/RESET CONTROLREGISTER ..........ccoiviiiiiiiiiiinn.... 1-210
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3.3 PCI Configuration Registers ............ouiiiiiiiii it ieaeans
3.3.1 VID—VENDOR IDENTIFICATION REGISTER .......c.iiiiiiiiiiiiiiinii e
-3.3.2 DID—DEVICE IDENTIFICATION REGISTER ..ot
3.3.3 PCICOM—PCI COMMAND REGISTER ...... ..ot
3.3.4 DS—DEVICE STATUSREGISTER .......oiiiiiii i
3.3.5 RID—REVISION IDENTIFICATIONREGISTER ........coiiiiiii it
3.3.6 PCICON—PCI CONTROL REGISTER ..... ..ottt
3.3.7 HOSTDEV—HOST DEVICE CONTROL REGISTER ..........ccociiiiiiininnn..
3.3.8 LBIDE—PCI LOCAL BUS IDE CONTROL REGISTER
3.3.9 IORT—ISA I/O RECOVERY TIMER REGISTER .........c..coiiiiiiiiiiiiiaan...
3.3.10 PREV—PART REVISION REGISTER ......cuviviintiniiniieeineenianeenenns
3.3.11 XBCSA—X-BUS CHIP SELECTAREGISTER .........c..covinnenn.n. PO
3.3.12 HOSTSEL—HOST SELECT REGISTER ......ccoiiiiiiiiiiiiiiii i
3.3.13 DFC—DETURBO FREQUENCY CONTROL REGISTER ..........c.ovvvvnnn... 1-221
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33141 L2Write TiMiNgG ... ooeni e 1-223
3.3.15 DRAMC—DRAM CONTROL REGISTER .......ovirieeneiniieaeeanannns 1-224
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3.3.17 DRB—DRAM ROW BOUNDARY REGISTERS ........c..coiiiiiiiiiiainnn.n. 1-227
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3.3.20 TOM—TOP OF MEMORY ...\ttt ettt 1-229
3.3.21 SMRAMCON—SMRAM CONTROL REGISTER .........ccocoviiiiiiiiinnn.n. 1-230
3.3.22 SMICNTL—SMI CONTROLREGISTER ......coviiiiiiiiiiiiiii it 1-232
3.3.23 SMIEN—SMIENABLE REGISTER ........coiiiiiiiiiiiiiiiiiii i 1-233
8.3.24 SEE—SYSTEMEVENTENABLE ........oovimieiniieieiiiie e, 1-234
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Figure 1. Example System Block Diagram

1.0 PINOUT INFORMATION

This section provides the PSC and IB pin assignment and package information. For each device, the pin
assignments are listed in both alphabetical and numerical order.
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1.1 PSC Pin Assignment

The PSC package is a 208-pin Quad Flatpack (QFP). Figure 2 shows the pin assignment on the package.
Tables 1 and 2 list the pin assignments alphabetically and numerically, respectively.
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Figure 2. PSC Pin Assignment
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Table 1. Alphabetical PSC Pin Assignment List

Pin Name | Pin # [ 1/0| |Pin Name | Pin # | 1/0 Pin Name |Pin #| I/0 Pin Name | Pin # | I/0
A2 33 |I/0 AD5 203 | 1/0 BE3# 56 | I/0 | HD3 90 | 11O
A3 34 (1/0 AD6 202 (1/0 BLAST # 59 | HD4 77 | 1/O
A4 36 |1/0 AD7 199 | 1/0 BRDY # 67| O HD5 .87 |1/0
A5 28 (1/0 “AD8 197 (/0| |C/BEO# | 198.| I/0 HD6 80 |I/0
A6 35 | 1I/0 AD9 196 (1/O| |C/BE1# 188 | 110 | HD7 79 | 1/O
A7 30 |1/0 AD10 - | 195 |I/O| |C/BE2# | 177 | I/O HD8 95 [1/0
A8 31 |I/0 AD11 194 (1/0| |C/BE3# 167 | I/0 HD9 102 { 1/0
A9 26 |1/0 AD12 192 |1/0| |CASO# 141 (0] HD10 99 |(1/0
A10 32 |I/0 -AD13 191 [I/O| |CAS1# 144 [° O HD11 104 (170}
A1l 29 (110 AD14 190 (1/O| |CAS2# 146 | O HD12 93 {110
A12 22 | 1/10 AD15 189 |[1/0| |CAS3# 149 | O - HD13 101 [ 170
A13 25 [1/0 AD16 176 [1/O| |CAS4# 143 | O HD14 83 | I/0
Al14 18 | 1/0 AD17 175 | 1/0| |[CASS5# 145 | O HD15 94 (1/0
A15 21 [ 110 AD18 174 | 1/0| |CAS6# 148 | O HD16 86 [1/0
A16 24 |I/0 AD19 173 | 1/0 CAS7 # 150 | O HD17 100 | 1/10
A17 12 |1/0 AD20 171 |1/0| |CI3E 132 | O HD18 103 | 1/0
A18 17 (170 AD21 170 |1/0 CI302 133 (o] HD19 106 | 1/0
A19 14 | 1/0 AD22 169 (1/0| |CLK2IN 116 | HD20 108 {1/0
A20 23 {110 AD23 168 [ 1/0 CMDV # 31|10 HD21 105 [ 1/0
A21 16 | 1/0 AD24 166 [ 1/0| |COEO# 135 [ O HD22 107 | I/0
A22 20 | 1/0 . AD25 163 | 1/0 COE1# 134 (o) HD23 109 | 1I/0
A23 13 | 1/0 AD26 162 |1/0| |CPURST 40 | HD24 92 (1/0
A24 19 | I/O AD27 161 | 1/0| |CWEO# 113 | O HD25 91 (11O
A25 9 | 1/0 "AD28 160 |1/O| |CWE1# 115 | O ‘HD26 85 [ 1I/0
A26 11 (110 AD29 159 [ 1/0 D/C# 65 | HD27 88 | 1/0
A30 111 | 110 | AD30 158 | 1/0 DEVSEL#| 183 |s/t/s HD28 78 (110
A31 8 |1/0 AD31 157 [1/0 EADS # 71 (0] HD29 82 (110
ADO 208 | 1/0 ADS# 58 | FRAME# | 179 |s/t/s HD30 76 | 110
AD1 207 | 1/0 " AHOLD 112 [ O HCLKIN .| 39 [ HD31 81 | 1I/0
AD2 206 |1/0 BEO# .| 53 |1/0| |HDO 72 | 110 " HDPO 73 |I/O
AD3 205 | 1/0 BE1# 54 |1/0 HD1 74 | 1/0 HDP1 98 | 1/0
AD4 204 | 1/0 BE2# 55 | 1/0 HD2 75 | 10 HDP2 89 (1/0
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Table 1. Alphabetical PSC Pin Assignment List (Continued)

Pin Name |Pin #| 1/0 Pin Name | Pin # | I/0 Pin Name |Pin #| 1/0 Pin Name | Pin # | 170
HDP3 110 [ 170 | [MA9 127 | O | |SMIACT#]| 131 | I Vpb 165 | V
HITM# 57| 1 MA10 129 | O | |SRESET/| 41| O Vop 201 | V
HLDA 62 | | PAR 186 | 10| INIT Vss 1|1V
HOLD 70| o PCD/ o6 | 1 STOP# 184 |s/t/s Vss 15 | v
IRDY # 180 |s/t/s| |CACHE TAGO 44 | 1/O | [ vgg 27 |V
KBDRST#| 182 | | PCICLKIN | 7 | 1 | |TAGI 45 | /0 Vss 38 | v
KEN# 68 | O | |PaNTO# | 156 | O | |TAG2 46 | /0 Vss 60 | V
LBIDE# | 130 | O | |PGNT1#/| 154 |1/0| [TAGS 47 | /0 Vss 84 | v
LGNT# 61 o | |HROY# TAG4 48 | I/0 Vss %6 | v
LOCK # 185 | PREQO# | 153 | TAG5 49 | I/0 Vss 119 | v
LREQ# 5| 1 PREQ1#/| 152 | | | |TAG6 50 | 1/0 Vss 128 | v
M/10# 63 | 110 | |HDEV# TAG?7 51 [ /0 Vss 142 | V
MAO 117 | o | |PASO# | 136 | O | |tAGs 42 | 110 | | veg 155 | v
MA1 118 | o | |BAS1# 137 | O | |TRDY# | 181 |s/t/s| | vgg 164 | Vv
MA2 120 | o | |BAS2# | 138 | O | |TWE# 52| O Vss 172 | v
MA3 121 | o | |BAS3# | 139 | O | |vpp 10| V Vss 178 | Vv
MA4 122 O RAS4 # 140 | O | |vpp 43| v Vss 187 | v
MAS5 123 | O RDY # 69 | O | [vpp 61| Vv Vss 193 | V
MAS6 124 | o | |sERR# | oD| |Vpp 97 | v Vss 200 | V
MA7 125 | O | |SIDLE# 10| |Vop 147 | V WE# 151 | O
MA8 126 | O | [sMi# 37 | 1| |Vop 14 | v W/R# 64 |1/0
!
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Table 2. Numerical PSC Pin Asslgnment List

Pin Name | Pin # | 170 Pin Name | Pin # | I/O Pin Name | Pin # | 1/0 Pin Name | Pin # | 1/0
Vss 1 |v||as | .31 |vo| |Vop 61 | V HD25 “91 |1/0
SERR# 2 |oD| |A10 32 |1/0| |HLDA 62 | | HD24 92 | 1/0
CMDV # 3 |'I/O0 A2 o 33 |/O‘ M/IO# 63 1/0 HD12 93 | 1/0
SIDLE # 4 |1/O| |A3 34 |1/0] [W/R# 64 |1/0 HD15 94 | 1/0
LREQ# 5 |1 A6 35 |I/O| |D/C# 65 | | HD8 95 | 1/0
LGNT # 6 | O A4 36 |1/0 PCD/ 66 | Vss 96 | V
PCICLKIN| 7 | 1 | [Smi# | a7 | 1 | |CACHE# Voo | 97 |V
A31 8 [1O| |Vss 38 |V BRDY# | 67 | O HDP1 98 |1/0
A25 9 |iyo| |HOLKIN | 39 | I KEN# 8 10 HD10 99 | 170
Vob 10 | v | |CPURST | 40 | | RDY# i HD17 100 |1/0
A26 11 |vo| |SRESET/| 41 [ o | |HOD 010 HD13 101 |1/0
A17 12 |1/0 N7 EADS# | 11 1O HD9 102 | 1/0
: TAGS 42 [1/0| |HDO 72 |10
A23 13 |I/0 voo | 4 [ v [foro s ol LHoe 103 | 1/0
A19 14_|0] Tago 22 1ol Mot 72 To] |Hom | 104 1O
Vss vV | TAG1 45 |1/0| |HD2 75 |wo| |LHP& 105 |0
A21 16 | V0| MTaca 2 1ol rpso 76 Tol LHD19 106 |1/0
A18 17_|VO| Tags = 1ol s 27 170l LHD22 107 | 170
A4 18_|VO| [1aG4 48 |1/0| |HD28 78 |1/o| | HD20_ | 108 | 1/O
A24 19 |/O| [Tags | a0 |wo| |HD7 79 ol |.HD23 109 | 1/0
A22 20 (/0| [Tage 50 lvol hos 8 |10l | HDP3 110 | 1/0
A1S 21 VO T1ae? 51 |1/0| |HD31 81 [vo| | ASO | 111 | VO
A12 22 |10 [Twes 52 | o |HD2o 82 |i/o] | AHOD | 112 | O
A0 28 |VO| |BEo# 53 |1/0| |HD14 83 |1o| | CWEO# | 113 | O
A16 24 |V/O| |BE1# 54 |[1/0| |Vss g4 | v | | Voo mv
A13 25 |l/O| |BE2# 55 [1/0| |HD26 85 |1/o| | CWE1# | 115 | O
A9 26 |I/O| |BE3# 56 [1/0| |HD16 86 |l/O| | CLK2IN | 116 | |
Vss 27 |V HITM # 57 | | HD5 87 |1/0 MAO 117 1 0
A5 28 |I/O| | ADS# 58 | HD27 88 |[1/0 MA1 118 | O
A1 29 [I/O| |BLAST# | 59 I HDP2 89 |1/0 Vss 19 | V
A7 30 |[1/O| |vgg 60 | V| |HD3 90 |[1/0| | MA2 120 | O
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Table 2. Numerical PSC Pin Assignment List (Continued)
Pin Name | Pin # [ 1/0 Pin Name | Pin # | 1/0 Pin Name |Pin #| 1/0 Pin Name | Pin # | I/0
MA3 121 | 0| |cAS4# 143 | O | |vpp 165 | V Vss 187 | V
MA4 122 | O | |CAS1# | 144 | O | |AD24 166 | I/0 | | C/BE1# | 188 |1/O
MAS5 123 | 0 | |CAS5# 145 | O | |c/BE3# | 167 | 1/0| | AD15 189 | 110
MA6 124 | o | |CAS2# | 146 | O | |app3 168 | 110 | | AD14 190 |1/0
MA7 125 | o | [VoD 147 | V| |aD22 169 | 170 | | AD13 191
MAB8 126 | O CASe# 148 | O | |ap21 170 | 170 AD12 192
CAS3# 149 | O
MA9 127 | O AD20 171 | 110 Vss 193
CAST7 # 150 | O
Vss 128 | V WE 5 1 o Vss 172 | V AD11 194
MA10 129 | O pREQ 7/ 152 |1 AD19 173 | 1/0 AD10 195
LBIDE# | 130 | O HDEV # AD18 174 | 1/0 AD9 196
SMIACT# | 131 | | PREQO# | 153 | | AD17 175 | 110 ADS8 197 | 1/0
C13E 132 | O PGNT1#/| 154 |1/0| |AD16 176 | 170 C/BEO# | 198 |1/0
#
Cc1302 133 | O HRDY C/BE2# | 177 | 110 AD7 199 | 1/0
- Vss 155 | V
COE1# 184 | O Vss 178 | V Vss 200 | V
PGNTO# | 156 | O :
COEO# 135 [ O FRAME# | 179 |s/t/s| | vpp 201 | Vv
AD31 157 [1/0
RASO# 136 | O | [Ap30 158 /0| [RDY# 180 |[s/t/s| | AD6 202 |10
RAS1# 137 | O | [ap29 159 /0| [TRDY# 181 |s/t/s| | AD5 203 [1/0
RAS2# 138 | O | [Ap2s 160 |1/0| |KBDRST#| 182 | | AD4 204 |10
RAS3# 139 | O | [Ap27 161 |1/0| |DEVSEL# | 183 |s/t/s| | AD3 205 |1/0
RAS4 # 140 | O AD26 162 |1/0| |sTOP# 184 |s/t/s| | AD2 206 |1/0
CASO# 141 | O AD25 163 [1I/0| |LOCK# 185 | | AD1 207 |10
Vss 142 | v Vss 164 | V | |PAR 186 | 1/0 ADO 208 |1/0
1-183
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1.2 IB Pin Assignment

The IB package is a 160-pin Quad Flatpack (QFP). Flgure 3.shows the package pin ass:gnment Table 3 and
Table 4 list the pin assignment alphabetically and numerlcally, respectively.

vDD 121 80 —VSS
CS# 122 79 —— CPURST
IOCHK# ——123 78 — SRESET
TDRV ——124 77 = NMI
SD7 ——]125 76 —— IGNNE#
SD6 ———]126 75 =—— FERR#
IRQ9 ——127 7
SD5 ———]128 73 —=INTR
SD4 ——] }g ;% — STPCILA'I(:
—] E—— EXTS!
DREQ2 ——]131 70 /—V!
SD3 C—]132 69 g SP
SD2 ———133 68 RTCALE
ZEROWS# C—134 67 F——1RTCCS#
SD1 135 . 66 —— BIOSCS#
SDO 136 82426EX 65 ——— XBUSOE#
IOCHRDY —137 ISA Bridge 64 E=——XBUSTR#
SMEMW# C—138 (1B) 63 —— IRQ8#
AENI=}33 62 ——1SD15
—]

290488-4

Figure 3. IB Pin Assignment
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Table 3. Alphabetical IB Pin Assignment List

Pin Name | Pin # | I/O Pin Name |Pin # |1/O0 Pin Name |Pin #(1/0| [Pin Name | Pin # | 1/0
A2 86 |1/0 DREQO 43 | | IRQ14 39 | | SA3 21 | 1/0
A3 85 (110 DREQ1 165 | | IRQ15 36 | | SA4 17 {170
A4 87 [1/0 DREQ2 131 | KBCCS # 122 | O SA5 15 (170
A5 94 |1/0 DREQS3 151 | LA17 42 |1/0 SA6 13 {170
A6 88 |[1/0 DREQS5 48 | | LA18 40 |1/0 SA7 11 | 170
A7 92 |1/0 DREQ6 53 | | LA19 37 |1/0 SA8 8 |1/0
A8 91 |1/0| |DREQ7 57 | | LA20 35 |I/0 SA9 1/0
A9 95 | 1/0 EXTSMI # 71 | IS LA21 33 |1/0 SA10 170
A10 89 [1/0 FERR # 75 | | LA22 31 |I/0 SA11 2 (110
A1 93 | I/0 HCLKIN 83 | | LA23 29 |1/0 SA12 158 | 1/0
A12 98 |1/0 HCLKOUT1| 82 | O LGNT # 104 | | SA13 156 | 1/0
A13 96 |1/0 HCLKOUT2| 81 | O LREQ# 105 | O SA14 154 | 1/0
Al14 102 | 1/0 IGNNE # 76 | O MEMCS16#| 25 (I/0 SA15 162 | 1/0
A15 101 | 1/0 INTR 73 {0 MEMR # 44 |1/0 SA16 149 | 1/0
A16 97 |1/0| [IOCHK# 123 | | MEMW # 47 (110 SA17 147 |10
A17 103 [1/0| [IOCHRDY | 137 |I/O| [NMI 77 | O SA18 145 |1/0
AEN 139 | O I0CS16# 28 | | 0SsC 99 | | SA19 143 | I/0
BALE 18 | O IOR# 146 (1/0| |PCICLK1 112 | O SBHE # 26 |1/0
BIOSCS # 66 | O IOW # 144 |1/0| |PCICLK2 113 | O SDo 136 | 1/0
CLK2IN 108 | IRQ1 119 | | PCIRST # 111 | O SD1 135 | 1/0
CLK20OUT| 109 | O IRQ3 12 | | PIRQO # 118 | | SD2 133 | 1/0
CMDV # 107 (170 IRQ4 l PIRQ1 # 117 | | SD3 132 | 1/0
CPURST 79 | O IRQ5 | PWROK 114 | IS SD4 129 | 1/0
DACKO # 41 (6] IRQ6 | REFRESH# | 157 {1/0 SD5 128 | 1/0
DACK1 # 153 | O IRQ7 l RSTDRV 124 | O SD6 126 |1/0
DACK2 # 14 | O IRQ8 # 63 | | RTCALE 68 | O SD7 125 | 1/0
DACK3 # 148 | O IRQ9 127 | | RTCCS# 67 | O SD8 49 |1/0
DACKS5 # 45 | O IRQ10 30 | | SA0 24 11/0 SD9 52 | 110
DACKE®6 # 51 O IRQ11 32 | | SA1 23 |I/10 SD10 54 |1/0
DACK7 # 56 | O IRQ12/M 34 | | SA2 22 |1/0 SD11 56 | 1710
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Table 3. Alphabetical IB Pin Assignment List (Continued)

Pin Name | Pin # | 1/0 Pin Name | Pin # | 1/0| | Pin Name | Pin # | 1/0 Pin Name | Pin # |1/0
sb12 58 |1/0| |SRESET 78 | | Vbb 141 | V | |Vss 90 | v
SD13 59 |I/0| |STPCLK#| 72 | O VoD 160 | V | |Vss 110 | V
SD14 61 |1/0| |SYSCLK 110 Vss 10 | V Vss 120 | V
SD15 62 |1/0| |TC 16 | O Vss 19 | V | |Vss 130 | V
SERR# 116 | 1 TESTIN# | 115 | | Vss 27 | V| |Vss 140 | v
SIDLE# | 106 [1/0| |Vpp 20 | v Vss 38 | V| |Vss 150 | V
SMEMR# | 142 | O Vbp 46 [ V | Vss 50 | V Vss 159 | V
SMEMW# | 138 | O Vbp 74 |V Vss 60 | V XBUSOE# | 65 | O
SMi# 84 | 0| |Vop 100 | V Vss 70 | v | |[XBUSTR# | 64 | O
SPKR 69 | O | |Vop 121 | V Vss 80 | V| |ZEROWS#| 134 | |
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Table 4. Numerical IB Pin Assignment List

Pin Name |Pin #|1/0| |PinName | Pin # | 1/0 Pin Name |Pin # [1/0| | Pin Name | Pin # | I/O
SYSCLK 110 LA22 31 {110 SD14 61 {1/0| |A8 91 | I/0
SA11 2 |I/0 IRQ11 32 | SD15 62 |1/0| |A7 92 (1/0
IRQ7 3 || LA21 33 |1/0] |IRQ8# 63 | 1 Al1 93 | I/0
SA10 4 |1/0 IRQ12/M | 34 | XBUSTR # 64 | O A5 94 [1/0
IRQ6 5 | LA20 35 |1/0 XBUSOE# | 65 | O A9 95 | 1/0
SA9 6 |1/0 IRQ15 36 | BIOSCS # 66 | O A13 96 |[1/0
IRQ5 7 | LA19 37 (110 RTCCS# 67 | O A16 97 | 1/0
SA8 8 |1/0| | Vss 38 | vV | |RTCALE 68 | O [A12 98 |1/0
IRQ4 9 | IRQ14 39 | SPKR 69 | O 0sC 99 |
Vss 10 |V LA18 40 |(1/0| |Vss 70 | V Vbb 100 | V
SA7 11 {I/0| | DACKO# | 41 (o} EXTSMI# 71 | A15 101 | 1/0
IRQ3 12 | LA17 42 (1/0 STPCLK # 72 | O A14 102 | 1/0
SA6 13 (I/1O0 DREQO 43 | INTR 73 o A17 103 | I/10
DACK2# 14 | O MEMR # 44 |1/0 Vob 74 |V LGNT# 104 |
SA5 15 |1/0 DACKS # 45 (0] FERR # 75 I LREQ# 105 | O
TC 16 | O| | Vpp 46 | Vv IGNNE # 76 | O| |SIDLE# 106 |1/0
SA4 17 |1/0 MEMW # 47 | 1/0 NMI 77 | O CMDV # 107 | 110
BALE 18 | O DREQ5 48 l SRESET 78 | | CLK2IN 108 | |
Vss 19 [V SDs8 49 |1/0| |CPURST 79 | O CLK20UT | 109 | O
Vbb 2 [V Vgs 50 \ Vss 80 |V Vss 110 | V
SA3 21 |10 DACK®6 # 51 (0] HCLKOUT2| 81 (0] PCIRST# | 111 (0]
SA2 22 |1/0| |sD9 52 [1/0| |HCLKOUT1| 82 | O PCICLK1 | 112 | O
SA1 23 |1/0| | DREQ6 53 1 HCLKIN 83 | | PCICLK2 | 113 | O
SAO 24 |1/0 SD10 54 |1/0 SMI# 84 (O PWROK 114 |
MEMCS16#| 25 [I/O| | DACK7# | 55 | O A3 85 [1/O0| |TESTIN# | 115 | |
SBHE # 26 |1/0 SD11 56 | 1/0 A2 86 |1/0| |SERR# 116 l
Vss 27 |V DREQ7 57 | A4 87 |1/0 PIRQ1# 117 |
10CS16# 28 | SD12 58 |[1/0 A6 88 |1/0 PIRQO# 118 |
LA23 29 |[I/0 SD13 59 (I1/0 A10 89 |I/0 IRQ1 119 |
IRQ10 30 | | Vss 60 \ Vss 0 (V Vss 120 | V
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Table 4. Numerical IB Pin Assignment List (Continued)

Pin Name | Pin # | 1/0 Pin Name |Pin #|1/0| | Pin Name | Pin # | I/O Pin Name |Pin #(1/0
) 121 | v | |DREQ2 131 | | Vop 141 | v | |DREQ3 151 | 1
KBCCS# | 122 | O SD3 132 |I/0| [SMEMR# | 142 | O SA15 152 |1/0
JOCHK# | 123 | | SD2 133 |1/0 SA19 143 | 1/0| |DACK1# 163 | O
RSTDRV | 124 | O | |ZEROWS#| 134 | | IOW # 144 | 1/0| [SA14 154 |1/0
SD7 125 [ 110 SD1. 135 (1/0| |SA18 145 [ 1/0 DREQ1 155 | |
SDé 126 | 1/0 SDO 136 |1/0 IOR # 146 | 1/0| |SA13 156 |1/0
IRQ9 127 | IOCHRDY | 137 |I/0 SA17 147 | 1/0| |REFRESH#| 157 |I/O
SD5 128 (1/0| [SMEMW# | 138 | O DACK3# | 148 | O SA12 158 [1/0
SD4 129 |1/0| |AEN 139 | O SA16 149 | I/O| |Vss 159 | V
Vss 130 | V | |Vss 140 | V| |Vss 150 | V| |vop | 160 |V
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2.0 SIGNAL DESCRIPTION

This section contains a detailed description of each
signal. The PSC signals are presented first, followed
by the IB signals. The signals are arranged in func-
tional groups according to their interface.

Note that the “# symbol at the end of a signal
name indicates that the active, or asserted state oc-
curs when the signal is at a low voltage level. When

“# is not present after the signal name, the signal

is asserted when at the high voltage level.

The terms assertion and negation are used exten-
sively. This is done to avoid confusion when working
with a mixture of “active-low” and “active-high” sig-
nals. The term assert, or assertion indicates that a
signal is active, independent of whether that level is
represented by a high or low voltage. The term ne-
gate, or negation indicates that a signal is inactive.

2.1 PSC Signals

2.1.1 HOST CPU INTERFACE SIGNALS (PSC)

82420EX

The following notations are used to describe signal
types.

Signal Type Description
| Input. Standard input-only signal.
IS Input. Schmitt Trigger
(0] Totem Pole Output. Standard
active driver.
oD Open Drain. Input/Output
I/0 Input/Output. Bi-directional,
tri-state pin.

s/t/s Sustained Tri-state. Active low,
tri-state signal with a pullup. Must 1
be driven high for a clock before

tri-state. Turn-around time must be
maintained.

Name | Type

Description

SRESET/ | O | SOFT RESET/INITIALIZE: This is the soft reset output of the PSC and should be

INIT connected to the SRESET or INIT input to the CPU, depending on the CPU type.
Al31:30, 1/0 | HOST ADDRESS: A[31:30,26:2] are used as inputs to the PSC for CPU driven cycles.
26:2] A[31:30,26:4] are outputs during Snoop cycles. Note that A[29:27] are not driven by

the PSC. These signal lines must be externally driven low by either weak pull-down
resistors or by driving these lines low when HLDA is active asserted. A[17:2] are also
used for PSC/IB Link Interface transfers. These signals are tri-stated after a hard reset.

inputs after a hard reset.

HD[31:0] | 1/0 | HOST DATA: HD[31:0] are connected to the host CPU data bus. These signals are

HDP[3:0] | 1/0 | HOST DATA PARITY: HP[3:0] are bi-directional parity signals for the host data bus.
These signals provide parity to the PSC during main memory read cycles. The PSC
sends parity information to main memory during non-CPU main memory write cycles.

These signals are tri-stated after a hard reset.

BE[3:0]1# | 1/0 | BYTE ENABLE: The Byte Enable signals indicate active bytes during read and write
cycles. These signals are tri-stated after a hard reset.

M/IO# 1/0 | BUS CYCLE DEFINITION (Memory/Input-Output, Data/Code, Write/Read: These

D/C# | signals define the Host Bus cycle. Note that special cycles are identified by BE[3:0] #

W/R # 170 | and A[4:2]. These signals are tri-stated after a hard reset.
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2.1.1 HOST CPU INTERFACE SIGNALS (PSC) (Continued)

Type

Description

PCD/
CACHE #

PAGE CACHE DISABLE/CACHE: This multiplexed signal pin has two functnons,
depending on the type of CPU used. The PCD input signal, when asserted, indicates the
current cycle can not be cached in the L2 cache during a cache line fill operation. When
PCD is asserted the line will not be cached in L1 or L2.

The CACHE # signal is active along with the first ADS# until the first RDY # or BRDY #.
For line fills, the functionality of the CACHE # signal is identical to that of the PCD
signal. During write-back cycles, CACHE # is always asserted at the beginning of the
line write-back. The beginning of a write-back cycle is uniquely identified by active
ADS#, W/R# and CACHE #. Beginning of the snoop wrlte-back is identified by the
ADS#, W/R#, CACHE# and HITM# being active.

ADS #

ADDRESS STATUS: The ADS # input indicates that the bus cycle definition signals
(M/10#, D/C#, W/R#), BE[3:0] #, and A[31:30, 26: 2] are available on their
corresponding pins.

RDY #

READY: RDY # indicates that the current non-burst bus cycle is complete. This signal is
negated after a hard reset.

BRDY #

BURST READY: BRDY performs the same function during a burst cycle that RDY #
performs during a non-burst cycle. This signal is negated after hard reset.

BLAST #

BURST LAST: BLAST # indicates the end of a burst access for CPU-initiated cycles.

HOLD

HOLD: The PSC asserts HOLD to the CPU to request ownership of the Host Bus. This
signal is negated after a hard reset.

HLDA

HOLDA: HLDA must be asserted by the CPU for the PSC to grant a new master on the
PCI or ISA Buses. When HLDA is negated, the CPU is the Host Bus master and the PSC
is the PCI Bus master. When HLDA is negated, the PSC is also the master on the
PSC/IB link interface.

AHOLD

ADDRESS HOLD: The AHOLD output signal forces the CPU to float its address bus in
the next clock. The PSC asserts this signal in preparation to perform a PSC/IB Interface
transfer, when SRESET needs to be asserted, or upon Deturbo logic requests. This
signal is negated after a hard reset.

EADS #

EXTERNAL ADDRESS: EADS #, when asserted, indicates that an external address
has been driven onto the CPU address lines. This address is used to perform an internal
cache snoop cycle. This signal is negated after a hard reset.

KEN#

CACHE ENABLE: KEN #, when asserted, indicates whether the current cycle is
cacheable in the CPU internal (L1 or primary) cache. This signal is negated after a hard
reset.

HITM#

HIT MODIFIED: HITM #, when asserted, indicates that a hit to a modified data cache
has occurred during the snoop cycle. A pull-up is used to keep HITM# negated, when
not used.
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2.1.2 SECONDARY CACHE SIGNALS (PSC)

Name Type Description
CI3E O | CACHE INDEX SIGNALS: The Cache Index signals generate the burst sequence
Cl302 required by the CPU during secondary cache accesses. The PSC latches the starting
burst address and internally generates subsequent dword addresses for the entire
cache line.

The CI3E signal is always used for cache index bit 3. When used in a bank interleaved
configuration, CI302 is used to drive cache index bit 3 to the odd bank, and CI3E is
used to drive bit 3 to the even bank. When used in non-interleaved mode (only one
bank), CI302 is used to drive cache index bit 2.

CWE[1:0]# | O | CACHE WRITE ENABLE: CWE[1:0] # are used to enable single writes and line fills
to be written into the L2 cache. CWEO # is driven to all SRAMs in the even bank and
CWET1 # is driven to all SRAMs in the odd bank. The chip select signals of the SRAMs
are asserted based on the byte enable signals and the W/R # signal, which are gated
externally. Thus, only the bytes selected by the CPU are written. When programmed
for non-interleaved mode, CWE[1:0] # mirror each other and are asserted to both
banks. These signals are negated after a hard reset.

COE[1:0] # O | CACHE OUTPUT ENABLE: COE[1:0] # are used to perform read cycles from the
cache data SRAMs. COEO# is connected to the output enable pins of the cache data
SRAMs of the even bank. COE1 # is connected to the output enable pins of the
cache data SRAMs of the odd bank. When programmed for non-interleaved mode,
COE[1:0] # mirror each other and are asserted to both banks. These signals are
negated after a hard reset.

TWE# (0] TAG WRITE ENABLE: TWE # is connected to the tag SRAM write enable (WE #) pin.
TWE# is asserted during CPU read-miss cycles when a cache line is allocated and
during write-hit cycles, when the Dirty (MOdlfled) bit of the tag is updated. This signal
is negated after a hard reset.

TAG[8:0] 1/0 | CACHE TAG: TAG[8:0] are directly connected to the tag SRAM data bus. The L2
cache size determines the relationship between TAG[7:0] and the A[26:16] host
address signals (see Section 4.0, Functional Description). TAG8 i is always used as
the Dirty (Modified) bit for the write-back L2 cache.
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2.1.3 PCI SIGNALS (PSC)

Type

Description

AD[31:0]

110

ADDRESS/DATA: AD[31:0] are connected to the PCI multiplexed address/data
bus. These signals are also multiplexed with the IDE interface (refer to the section on
PCIl Bus IDE Signals). These signals are driven high after a hard reset.

C/BE[3:0] #

110

BUS COMMAND/BYTE ENABLE: PCI Bus commands (C) and Byte Enables
(BE[3:0] #) are multiplexed on the same pins. PCl local bus command encoding and
types are listed in Section 4.0, Functional Description. These signals are driven high
after a hard reset.

FRAME #

170
s/t/s

FRAME: FRAME # is an output when the PSC is a master on the PCI bus. FRAME
indicates that a PCI cycle has started. This signal is tri-stated after a hard reset.

TRDY #

170
s/t/s

TARGET READY: TRDY # is an input when PSC is a master on the PCI Bus. TRDY #
is an output when the PSC acts as a PCl slave. TRDY # indicates that the target
device is ready. This signal is tri-stated after a hard reset.

IRDY #

170
s/t/s

INITIATOR READY: IRDY # is an output when PSC is a PCl master. IRDY # is an
input when the PSC is a PCl slave. IRDY # indicates that the initiator of the cycle is
ready. This signal is tri-stated after a hard reset.-

LOCK# .

LOCK: LOCK # indicates an exclusive bus operation and may require multiple
transactions to complete. The PSC supports a bus type of LOCK only. Thus, when a
PCI master locks the PCI Bus, it owns the system for the duration of the locked
transactions. '

STOP#

s/t/s

70

STOP: STOP+# indicates that the current bus target is requesting the master to stop
the current transaction. STOP # is used for disconnect, retry, and abort sequences
on the PCI Bus. This signal is tri-stated after a hard reset.

PAR

1710

PARITY: PAR is driven by the PSC, as a PC| master, during the address and data
phases for a write cycle and during the address phase for a read cycle. When the
PSC s a PCl slave, parity is driven by the PSC for the data phase of a PCl read cycle.
Parity is even parity across AD[31:0] and C/BE[3:0] #. PAR lags the corresponding
address or data phase by 1 PCICLK. This signal is asserted after a hard reset.

SERR#

oc

SYSTEM ERROR: SERR #, when driven by the PSC, indicates that either a main
memory parity error occurred or the PSC, as a master, received a target abort.

DEVSEL #

1/0
s/t/s

DEVICE SELECT: DEVSEL #, when asserted, indicates that a PCI slave device has
decoded the bus cycle address as the target of the current access. The PSC drives
DEVSEL # based on the main memory address range being accessed bya PCl
master. As an input, DEVSEL # indicates whether any device on the bus has been
selected. This signal is tri-stated after a hard reset.

2.1.4 SYSTEM POWER MANAGEMENT (SMM) SIGNALS (PSC)

Name Type Description

SMI # | SYSTEM MANAGEMENT INTERRUPT: SMI#, when asserted, indicates that there is
an active SMI#. Itis used, along with SMIACT #, to block SRESET.

SMIACT # 1 SYSTEM MANAGEMENT INTERRUPT ACTIVE: SMIACT # indicates that the system
is running in system management mode. SMIACT # is used by the PSC to access the
SMRAM for CPU-initiated cycles. While SMIACT # is active, SRESET and A20M #
must be blocked.
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2.1.5 DRAM CONTROL SIGNALS (PSC)
Name Type ) Description

MA[10:0] O | MULTIPLEXED DRAM ADDRESS: The MA[10:0] bus provides row and column
address information to the main memory DRAMs.

RAS[4:0]# | O | ROW ADDRESS STROBE: Each of the RAS[4:0] # output signals corresponds to one
DRAM row of four or eight bytes. These signals are used to latch the row addresses
on the MA[10:0] bus into the DRAMs. RAS[4:0] # drive the DRAMs directly, without
any external buffers. These signals are negated after a hard reset.

CAS[7:0] # O | COLUMN ADDRESS STROBE: CAS[7:0] # are used to latch the column addresses
on the MA[10:0] bus into the DRAMs. CAS[7:0] # drive the DRAMs directly, without
any external buffers. These signals are negated after a hard reset. -

WE # O | DRAM WRITE ENABLE: WE # is externally buffered when MA[10:0] are externally
buffered. This signal is asserted after a hard reset.

2.1.6 PSC/IB LINK INTERFACE (PSC)
See Section 2.2.7, PSC/IB Link Interface Signals (IB).

2.1.7 PCI BUS ARBITRATION/HOST BUS SLAVE DEVICE (PSC)

Name Type Description
PREQ1#/ | REQUEST 1/HOST DEVICE: This multiplexed signal has two functions. PREQ1 # is
HDEV # used by the PCI master to gain control of the PCI Bus. This signal can be externally

cascaded to support multiple PCl masters. The HDEV # function is used when the PSC
is programmed to support a Host Bus slave device.

PREQO# | REQUESTO: PREQO # is used by PCI master to gain control of the PCI Bus. This signal
can be externally cascaded to support multiple PCI masters.

PGNT1# |. I/0 | GRANT1/HOST READY: PGNT1# is driven by the PSC to grant control of the PCI
HRDY # Bus to a PCl master. PGNT1# can be externally cascaded to support multiple PCI
masters. The HRDY # function is used when the PSC is programmed to support a Host
Bus slave device. This signal is driven high during and after a hard reset.

PGNTO# (0] GRANTO: PGNTO# is driven by the PSC to grant control of the PCI Bus to a PCI
master. PGNTO# can be externally cascaded to support multiple PCI masters. This
signal is driven high during and after a hard reset.
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2.1.8 PCI BUS IDE (PSC)

LBIDE # is the only signal dedicated to PCI Bus IDE support. This pin is used to control the output enable of
the 245 data transceivers and 244 control signal buffer. The other signals that support the IDE are shared with
the PCI AD lines.

PCI PCI IDE :
Signal Signal Type Description

ADName Name .

NA LBIDE # (0] LOCAL BUS IDE: LBIDE # controls the output enables of the data
transceivers and control signal buffers during accesses to the PCl local -
bus IDE path.

AD31 IDE1CS # O | IDE 1XX CHIP SELECT: When the primary PCl local bus IDE is enabled,
this signal is asserted for accesses to |/0 addresses 1FO-1F7h. When
the secondary PCi local bus IDE is enabled, this signal is asserted for an
1/0 cycle to addresses 170-177h. ’

AD30 IDE3CS # (0] IDE 3XX CHIP SELECT: When the primary PCl local bus IDE is enabled,

: this signal is asserted for accesses to I/0 addresses 3F6,3F7h. When the
secondary PCI local bus IDE is enabled this signal is asserted for
accesses to 1/0 addresses 376,377h.

AD29 DIR (0] DIRECTION: DIR controls the direction of the data transceivers
connected to the IDE connector. This signal is driven high for IDE reads
and low for IDE writes.

AD28 IORDY | 10 READY: IORDY allows the IDE drive to extend the cycle. The IDE
cycle is held in wait-states as long as IORDY is sampled low. This input is
synchronous to the first sample point, but asynchronous to subsequent
sample points. .

AD(27:25) | IDEA(2:0) O | IDE ADDRESS [2:0]: These outputs are the A[2:0] signals that select
individual ports on the IDE drive.

AD24 IOR # o 1/0 READ STROBE: IOR # is asserted for PCl local bus IDE 1/0 read
cycles.

AD23 IOW # O - | I/0 WRITE STROBE: IOW # is asserted for PCl local bus IDE I/0 write
cycles.

AD(15:0) | IDED(15:0) | I/0 IDE DATA: These bi-directional signals output data during IDE write

. cycles and input data during PCl local bus IDE read cycles.
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2.1.9 CLOCKS AND RESET (PSC)

Name Type Description
PCICLKIN | PCI CLOCK INPUT: PCICLKIN is the clock input used by the PCl interface. PCI clock
frequency can be configured to be the same or half the Host Bus frequency.
HCLKIN | HOST BUS CLOCK INPUT: HCLKIN is used for the Host Bus, L2 cache, PSC/IB Link

and DRAM interfaces. Host Bus frequency can be configured to be the same or twice
the PCI clock frequency.

CLK2IN | CLOCK 2 INPUT: CLK2IN is a 2X clock that is used during L2 cache writes.

CPURST | | CPURESET: CPURST is used as an input to place the PSC in a known state.
CPURST is driven by the IB when PWROK is negated or when hard reset is driven by
software through the TRC Register.

KBDRST # | KEYBOARD RESET: This signal is an input from the keyboard controller and is used
to generate a soft reset to the CPU.

2.2 |B Signais

2.2.1 ISA INTERFACE SIGNALS (IB)
Name Type Description

BALE (0] BUS ADDRESS LATCH ENABLE: BALE is asserted by the IB to indicate that the
address (SA[19:0], LA[23:17]) and SBHE # signal lines are valid. This signal is negated
after a hard reset. ,

AEN O | ADDRESS ENABLE: AEN is asserted during DMA cycles to prevent I/O slaves from
mis-interpreting DMA cycles as valid 1/0 cycles. This signal is also asserted during IB-
initiated refresh cycles. This signal is negated after a hard reset.

SYSCLK O | SYSTEM CLOCK: Refer to the Clock signal descriptions.

IOCHRDY | 1/0 | 1/0 CHANNEL READY: Resources on the ISA Bus negate IOCHRDY to indicate that
additional time (wait-states) is required to complete the cycle. This signal is normally
high on the ISA Bus. IOCHRDY is an input when the IB owns the ISA Bus and the CPU
or a PCl agent is accessing an ISA slave or during DMA transfers. IOCHRDY is output
when an external ISA Bus master owns the ISA Bus and is accessing main memory or
an IB register. As an IB output, IOCHRDY is negated from the falling edge of the ISA
commands. After data is available for an ISA master read or the IB latches the data for
a write cycle, IOCHRDY is asserted for 70 ns. After 70 ns, the IB tri-states IOCHRDY.
The |B does not drive this signal when an ISA Bus master is accessing an ISA Bus
slave. IOCHRDY is tri-stated upon CPURST.

I0CS16# | 16-BIT 1/0 CHIP SELECT: This signal is driven by I/0 devices on the ISA Bus to
indicate that they support 16-bit I/0 bus cycles.
|IOCHK # I 1/0 CHANNEL CHECK: IOCHK # can be driven by any resource on the ISA Bus. When

asserted, it indicates that a parity or an uncorrectable error has occurred for a device or
memory on the ISA Bus. If IOCHK # is asserted and NMiIs are enabled (via the NMISC
and NMIERTC Registers), an NMI is generated to the CPU.
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2.2.1 ISA INTERFACE SIGNALS (IB) (Continued)

Name

Type

Description

IOR #

110

170 READ: IOR # asserted indicates to an ISA 1/0 slave device that the slave may
drive data on to the ISA data bus (SD[15:0]). The I/0O slave device must hold the
data valid until after IOR # is negated. IOR # is an output when the 1B owns the ISA
Bus. IOR# is an input when an external ISA master owns the ISA Bus. This signal is
negated after a hard reset.

IOW #

/0.

1/0 WRITE: IOW # asserted indicates to an ISA 1/0 slave device that the slave may
latch data from the ISA data bus (SD[15:0]). IOW # is an output when the 1B owns
the ISA Bus. IOW # is an input when an external ISA master owns the ISA Bus. This
signal is negated after a hard reset.

LA[23:17]

1710

UNLATCHED ADDRESS: These bi-directional address lines allow accesses to
physical memory on the ISA Bus up to 16 MBytes. LA[23:17] are outputs when the
IB owns the ISA Bus. The LA[23:17] lines become inputs when an ISA master owns
the ISA Bus. The LA[23:17] signals are driven to an unknown state after a hard
reset.

SA[19:0]

1/0

SYSTEM ADDRESS BUS: SA[19:0] are outputs when the IB owns the ISA Bus.
SA[19:0] are inputs when an external ISA master owns the ISA Bus. Note that

| SA[19:17] have the same values as LA[19:17] for all memory cycles. For I/0

accesses, only SA[15:0] are used. SA[19:0] are driven to an unknown state after a
hard reset.

SBHE#

1/0

SYSTEM BYTE HIGH ENABLE: SBHE # indicates, when asserted, that a byte is
being transferred on the upper byte (SD[15:8]) of the data bus. SBHE # is negated
during refresh cycles. SBHE # is an output when the IB owns the ISA Bus and an
input when an external ISA master owns the ISA Bus. This signal is at an unknown
state after a hard reset .

MEMCS16#

oD

MEMORY CHIP SELECT 16: ISA slaves that are 16-bit memory devices drive this
signal low. MEMCS16 # is an input when the IB owns the ISA Bus. MEMCS16 # is an
output when an ISA Bus master owns the ISA Bus. The IB drives this signal low ’
during ISA master to main memory cycles. .

MEMR #

170

MEMORY READ: MEMR # is the command to a memory slave that it may drive data
onto the ISA data bus. MEMR # is an output when the IB is a master on the ISA Bus
and an input when an ISA master, other than the 1B, owns the ISA Bus. This signal is
also driven by the IB during refresh cycles. For DMA cycles, the IB, as a master,
asserts MEMR #. This signal is tri-stated after a hard reset.

MEMW #

110

MEMORY WRITE: MEMW # is the command to a memory slave that it may latch
data from the ISA data bus. MEMW # is an output when the IB owns the ISA Bus and
an input when an ISA master, other than the 1B, owns the ISA Bus. For DMA cycles,
the IB, as a master, asserts MEMW #. This signal is tri-stated after a hard reset.

SMEMR#

STANDARD MEMORY READ: The IB asserts SMEMR # to request an ISA memory
slave to drive data onto the data lines. If the access is below the 1 MByte range
(00000000-000FFFFFh) during DMA compatible, IB master, or ISA master cycles,
the IB-asserts SMEMR #. SMEMR # is a delayed version of MEMR #. This signal is
negated after a hard reset.

SMEMW #

STANDARD MEMORY WRITE: The IB asserts SMEMW # to request an ISA
memory slave to accept data from the data lines. If the access is below the 1 MByte
range (00000000-000FFFFFh) during DMA compatible IB master, or ISA master
cycles, the IB asserts SMEMW #. SMEMW # is a delayed version of MEMW #. This
signal is negated after a hard reset.
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2.2.1 ISA INTERFACE SIGNALS (IB) (Continued)
Name Type Description

ZEROWS # | ZERO WAIT-STATES: An ISA slave asserts ZEROWS # after its address and

- | command signals have been decoded to indicate that the current cycle can be
shortened. If IOCHRDY is negated and ZEROWS # is asserted during the same
clock, then ZEROWS # is ignored and wait-states are added as a function of
IOCHRDY (i.e., IODCHRDY has precedence over ZEROWS #).

SD[15:0] 1/0 | SYSTEM DATA: SD[15:0] provide the 16-bit data path for devices residing on the ISA
Bus. SD[15:8] correspond to the high order byte and SD[7:0] correspond to the low
order byte. SD[15:0] are undefined during refresh. These signals are tri-stated after a
hard reset.

2.2.2 NMI SIGNALS (IB)
Name | Type Description

NMI O | NON-MASKABLE INTERRUPT: NMI is used to force a non-maskable interrupt to the
CPU. The IB generates an NMI when either SERR # or IOCHK # is asserted, depending
on how the NMI Status and Control Register is programmed. NMI generation can be
globally disabled. This signal is negated after a hard reset.

SERR # | SYSTEM ERROR: SERR # can be pulsed active by any PCI device that detects a system
error condition. Upon sampling SERR # active, the IB generates a non-maskable interrupt
(NMI) to the CPU.

2.2.3 DMA SIGNALS (IB)

Name Type Description
DREQ | DMA REQUEST: The DREQ lines are used to request DMA service from the IB’s
[3:0,7:5] DMA controller or for a 16-bit master to gain control of the ISA expansion bus. The

active level (high or low) is programmed via the DMA Command Register. All inactive
to active edges of DREQ are assumed to be asynchronous. The request must remain
active until the appropriate DACKx# signal is asserted.

DACK # (0] DMA ACKNOWLEDGE: The DACK output lines indicate that a request for DMA

[3:0, 7:5] service has been granted by the IB or that a 16-bit master has been granted the bus.
The active level (high or low) is programmed via the DMA Command Register. These
signals are negated after a hard reset.

TC (e} TERMINAL COUNT: The IB asserts TC to DMA slaves as a terminal count indicator.
This signal is negated after a hard reset.

REFRESH# | 1/0 | REFRESH: As an output, REFRESH # asserted indicates when a refresh cycle is in
progress. As an output, this signal is driven directly onto the ISA Bus. This signal is
an output only when the IB DMA refresh controller is a master on the bus responding
to an internally generated request for refresh. As an input, REFRESH # is driven by
16-bit ISA Bus masters to initiate refresh cycles. This signal is tri-stated after a hard
reset.

ADVANGCE INFORMATION 1-197



82420EX

2.2.4 TIMER/COUNTER SIGNALS (IB)

Name | Type Description

SPKR [ O | SPEAKER DRIVE: This signal drives an external speaker driver device, which in turn drives
the ISA system speaker. This signal can be enabled/disabled via the NMI Status and
Control Register. When enabled, the SPKR signal is the output of counter 2. This signal is
negated after a hard reset.

0SC | OSCILLATOR: The oscillator is the 14.31818 MHz ISA clock signal. It is used by the
internal 82C54 Timer, counters 0, 1, and 2.

2.2.5 INTERRUPT CONTROLLER SIGNALS (IB)

Name

Type

Description

IRQ[15,14,
11:9,7:3,1]

IS

INTERRUPT REQUEST: The IRQ signals provide both system board components
and ISA Bus I/0 devices with a mechanism for asynchronously interrupting the CPU.
The assertion mode (edge or level triggered) is selected via the Edge/Level .
Triggered 1 Register and Edge/Level Triggered 2 Register. For edge triggered mode,
a low-to-high transition on the IRQ line is recognized as an interrupt request. For level
triggered mode, a low level on the IRQ line is recognized as an interrupt request.

IRQ[8 #,2:0] and the internal IRQ13 (FERR #) are not programmable through the
ELCR registers. These IRQ’s, with the exception of IRQ8 #, are always active high
edge triggered and can not be modified by software. IRQ8 # is always active low
edge sensitive. A low-to-high transition on IRQ1 is latched by the IB. The IB continues
to generate an internal IRQ1 to the 8259 core until a CPURST or an 1/0 read access
to port 60h is detected.

These signals are placed in edge triggered mode after a hard reset.

IRQ8 #

INTERRUPT REQUEST 8: IRQ8 # is always an active low edge triggered interrupt
input (i.e. this interrupt can not be modified by software).

IRQ12/M

INTERRUPT REQUEST 12/MOUSE INTERRUPT: Refer to the X-Bus Signal
Description.

PIRQ[0,1] #

PROGRAMMABLE INTERRUPT REQUEST: The PIRQO and PIRQ1 signals can be
shared with interrupts IRQ[15,14,12:9,7:3]. The routing is controlled by the PIRQ
Route Control Registers. Each PIRQx# line has a separate Route Control Register.
These signals require external pull-up resistors. .

INTR

CPU INTERRUPT: The IB asserts INTR to signal the CPU that an interrupt request is
pending and needs to be serviced. It is asynchronous with respect to SYSCLK or
HCLKIN. The interrupt controller must be programmed following reset to ensure that
INTR is at a known state. This signal is negated after a hard reset.
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2.2.6 X-BUS SIGNALS (IB)

Name

Type

Description

XBUSTR #

(o)

X-BUS DATA TRANSMIT/RECEIVE: XBUSTR # is tied directly to the direction
control of a 74F245 that buffers the X-Bus data (XD[7:0]). XBUSTR # is asserted for
all I/0 read cycles, regardless if the access is to an IB supported device. XBUSTR # is
asserted for memory cycles only if BIOS space has been decoded. This signal is
negated after a hard reset.

XBUSOE #

X-BUS OUTPUT ENABLE: XBUSOE # is tied directly to the output enable of a
74F245 that buffers the X-Bus data (XD[7:0]), from the system data bus, SD[7:0].
XBUSOE # is asserted anytime an IB supported X-Bus device is decoded, and the
devices decode is enabled in the X-Bus Chip Select Enable Register (XBCSA
Register). This signal is negated after a hard reset.

KBCCS#

KEYBOARD CONTROLLER CHIP SELECT: This signal is asserted during read or
write accesses to KBC locations 60h, 62h, 64h, or 66h. This signal is negated after a
hard reset.

BIOSCS #

BIOS CHIP SELECT: This signal is asserted during read or write accesses to BIOS.
During DMA cycles, BIOSCS # is not generated. This signal is negated after a hard
reset.

RTCCS#

REAL TIME CLOCK CHIP SELECT: This signal is asserted during read or write
accesses to RTC location 71h. RTCALE can be tied to a pair of external OR gates to
generate the real time clock read and write command signals. This signal is negated
after a hard reset.

RTCALE

REAL TIME CLOCK ADDRESS LATCH: RTCALE latches the appropriate memory
address into the RTC. A write to port 70h with the appropriate RTC memory address
that will be written to or read from, causes RTCALE to be asserted. RTCALE is
asserted based on IOW # falling, and remains asserted for two SYSCLKs. This S|gnal
is negated after a hard reset.

IGNNE #

IGNORE ERROR: This signal is connected to the ignore error pin on the CPU.
IGNNE # is only used if the IB coprocessor error reporting function is enabled in the
XBCSA Register (bit 5= 1). This signal is negated after a hard reset.

FERR #

NUMERIC COPROCESSOR ERROR: This pin functions as a FERR # signal
supporting coprocessor errors. This signal is tied to the coprocessor error signal on
the CPU. FERR # is only used if the IB coprocessor error reporting function is enabled
in the XBCSA Register (bit 5=1). FERR# has a weak internal pull-up resistor to
ensure a high level when the coprocessor error function is disabled.

IRQ12/M

INTERRUPT REQUEST/MOUSE INTERRUPT: In addition to providing the standard
interrupt function as described in the signal description for IRQ[15,14, 11:9, 7:3, 1], the
IRQ12/M signal also provides a mouse interrupt function. The X-Bus Chip Select
Register determines the functionality of IRQ12/M. An internal IRQ12 interrupt
continues to be generated until a reset or an I/0 read access to address 60h (falling
edge of IOR #) is detected. After a reset, this pin provides the standard IRQ12
function.
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2.2.7 PSC/IB LINK INTERFACE SIGNALS (IB)

Name

| Type

Description

CMDV#

110

COMMAND VALID: The link master (PSC or IB) asserts CMDV # to indicate the
beginning of a link transfer. The PSC negates this signal after a hard reset.

CMDV # is used along with SIDLE # to set the PSC/IB system clock configuration during
a PWROK hard reset. These inputs are strapped to the appropriate levels, sampled while
PWROK is inactive, and latched when PWROK goes active (see Section 4.0, Functional
Description).

SIDLE#

170

SLAVE IDLE: The link slave (PSC or IB) asserts SIDLE # to indicate that it is available for
data transfers. The IB asserts this signal after a hard reset.

SIDLE # is used along with CMDV # to set the PSC/IB system clock configuration during
PWROK hard reset. These inputs are strapped to the appropriate levels, sampled while
PWROK is inactive, and latched when PWROK goes active (see Section 4.0, Functional
Description). -

LREQ#

LINK REQUEST: The IB asserts LREQ# to request a link transfer. This signal is negated
after a hard reset.

LGNT #

LINK GRANT: The PSC asserts LGNT # to grant the IB a link transfer. This signal is .
negated after a hard reset.

Al17:2]

170

HOST ADDRESS/LINK: For PSC/IB Link transfers, A[17:2] transfer data/commands
between the IB and PSC. These signals are tri-stated after a hard reset.

2.2.8 SYSTEM POWER MANAGEMENT (SMM) SIGNALS (IB)

Name

Type

Description

SMi#

0]

SYSTEM MANAGEMENT INTERRUPT: SMI # is an active low synchronous output
that is asserted by the IB in response to one of many enabled hardware or software
events. SMI# is ORed externally with SRESET and driven to the CPU. This signal is
negated after a hard reset.

STPCLK #

STOP CLOCK: STPCLK# is an active low synchronous output that is asserted by the
IB in response to one of many enableable hardware or software events. STPCLK #
connects directly to the CPU. This signal is negated after a hard reset.

EXTSMI#

EXTERNAL SYSTEM MANAGEMENT INTERRUPT: EXTSMI# is a falling edge
triggered input to the IB indicating that an external device is requesting the system to
enter SMM mode. When enabled, a falling edge on EXTSMI# results in the assertion
of the SMI# signal to the CPU. EXTSMI# is an asynchronous input to the IB. However,
when the setup and hold times are met it is only required to be asserted for one
HCLKIN. Once negated it must remain negated for at least four HCLKINs in order to
allow the edge detect logic to reset.
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2.2.9 SYSTEM CLOCK SIGNALS (IB)

Name Type Description
CLK2IN' | 2X CLOCK IN: CLK2IN is a 2X clock input. CLK2IN is divided as shown in Section
4.0, Functional Description, to generate HCLKIN, PCICLK, and SYSCLK.
CLK20UT (0] 2X Clock Out: CLK20UT is a delayed version of CLK2IN. The PSC uses this .
clock.

HCLKOUT[2,1]1 | O | HOST CLOCK OUT: HCLKOUT[2,1] provide the reference clock for the IB, PSC,
and CPU devices. The IB divides the CLK2IN input to generate HCLKOUT[2,1].
Either HCLKOUT2 or HCLKOUT1 is routed back to the IB’s HCLKIN input
providing the 1B with its HCLKIN reference.

HCLKIN | HOST CLOCK IN: This 1X clock input provides the fundamental timing and
internal operating frequency for the IB. This signal is connected as a feedback
from the HCLKOUT outputs. The IB operates at 25 MHz or 33 MHz, depending on
the frequency of the CLK2IN input.

PCICLK[2,1] O | PCI CLOCK OUT: PCICLKI[2,1] provide the reference clock for the PSC and PCI
devices. The IB divides the CLK2IN input to generate PCICLK[2,1]. The PCI Bus
operates at 25 MHz or 33 MHz, depending on the frequency of the CLK2IN input.

SYSCLK (0] ISA SYSTEM CLOCK: SYSCLK is the reference clock for the ISA Bus. It drives
the ISA Bus directly. The SYSCLK frequencies supported are 8 MHz and
8.33 MHz.

2.2.10 SYSTEM RESET SIGNALS (IB)
Name | Type Description

PWROK | POWER OK: When asserted, PWROK is an indication to the IB that power and CLK2IN
have been stable for at least 1 ms. PWROK can be driven asynchronously. When
PWROK is negated, the IB asserts CPURST, PCIRST # and RSTDRV. The IB also uses
the rising edge of PWROK to sample the CMDV # and SIDLE # signals to determine the
HCLKIN, PCICLK, and SYSCLK divisor values.

CPURST (0] CPU RESET: The IB asserts CPURST to reset the CPU, IB, and PSC. The IB asserts
CPURST during power-up and when a hard reset sequence is initiated through the TRC
Register. If a hard reset is initiated through the TRC register, the IB resets it’s internal
registers and signals to their default state, but maintains its clock divisor values.

SRESET | Soft Reset: SRESET is used internally by the IB.

PCIRST # (0] PCI RESET: The IB asserts PCIRST# to reset devices that reside on the PCl bus. The
1B asserts PCIRST # during power-up and when a hard reset sequence is initiated
through the TRC register. PCIRST # is driven asynchronously relative to PCICLK.

RSTDRV (0] RESET DRIVE: The IB asserts RSTDRYV to reset devices that reside on the ISA Bus.
The IB asserts this signal during a hard reset and during power-up.

2.2.11 TEST SIGNALS (IB) v
Name Type Description

TESTIN# | TEST: The TESTIN# signal is used to tri-state all of the IB outputs. During normal
operation, this input should be pulled up.
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3.0 REGISTER DESCRIPTION
The 82420EX PClset contains 1/0 control registers,

PCI configuration registers, and ISA Compatible reg- -

isters. These registers are discussed in this section.
The PClset, upon receiving a hard reset, sets its in-
ternal registers to pre-determined default states.
The default values are indicated in the individual reg-
ister descriptions. Note that the default state of
some ISA-Compatible register bits is indeterminate
after a hard reset. .

The following notation is used to describe register -

access attributes:

RO Read Only. If a register is read only,
writes have no effect.

wo Write Only. If a register is write only,
reads have no effect.

R/W . Read/Write. A register with this attribute
can be read and written. Note that individ-
ual bits in some read/write registers may
be read only.

3.1 Register Access

Table 5, Table 6, and Table 7 show the I/0 assign-
ments for the 1/0 Control Registers, PClI Configura-
tion Registers, and the ISA-Compatible Registers.
Little-endian ordering is used for all multi-byte ac-
cesses (i.e., lower addresses contain the least sig-
nificant parts of the fields).

NOTE:
Aliasing of the 90-9Fh address range to
80-8Fh is enabled/disabled in the ISA Con-
troller Recovery Timer Register. When alias-
ing is enabled, the IB aliases I/O accesses
in the 90-9Fh range to the 80-8Fh range.
In this case, the IB only forwards write ac-
cesses to these locations to the ISA Bus.
When aliasing is disabled, the IB allows both

)
intgl.
read and write accesses to the 90-9Fh
range to be forwarded to the ISA Bus (i.e.
they are no longer considered IB internal
registers). Note that port 92h is always a dis-
tinct ISA register in the 90-9Fh range and is
always forwarded to the ISA Bus. In addition,
when aliasing is disabled, ISA master ac-

cesses to the 90h—9Fh range are ignored by
the IB.

1/0 Control Registers

The 170 control registers (Table 5) are located in the
CPU 1/0 space and can only be accessed by the
CPU. The TRC and CONFDATA Registers can be
accessed as byte, word, or dword quantities. The
CONFADD Register can only be accessed as a
dword quantity. ‘

The CONFADD and CONFDATA Registers are used
to access PCI configuration space. This is accom-
plished in two steps. First, the PCI configuration ad-
dress is written to the CONFADD Register using the
PCI configuration space access mechanism 1 ad-
dress field definitions. Second, configuration register
data is read/written from/to the CONFDATA Regis-
ter address location.

The address written to the CONFADD Register con-
tains five programmable fields (Bus Number, Device
Number, Function Number, Configuration Register
Offset, and the configuration enable bit—bit 31). If
the Device Number =05, the Bus Number= 00, and
bit 31 =1, subsequent CONFDATA Register access-
es, read/write the PCI configuration register pointed
to by the Register Offset field. If the Register Offset
field points to a reserved register location, reads re-
turn all 0’s to the CPU and writes are ignored by the
PSC. If bit 31 =1, but the Device Number\05, a PCI
configuration cycle is run on the PCI Bus. If bit 31 =0
(regardless of the Bus Number or Device Number
values), the access to the CONFDATA Register lo-
cation is forwarded to the PCIl Bus and, if unclaimed
on PCl, forwarded to ISA as a normal access to I/0
address OCFCh.

Table 5. 1/0 Control Registers

1/0 Address Mnemonic Register Register Access Bus Master

OCF8h CONFADD Configuration Address R/W . CPU Only

OCFCh CONFDATA Configuration Data R/W CPU Only

OCFsh . TRC Turbo/Reset Control : R/W CPU Only
1-202

ADVANGE INFORMATION I



-
| ntel o 82420EX
Mechanism 1 PCI Configuration Address Fields
31 30 24 23 16 15 11 10 8 7 2 1 0
Device Function Register
Reserved Bus Number Number Number Offset 0 0
NOTE: ISA-Compatible Registers

Device number=05 is equivalent to IDSEL
16. Thus, other PCI devices cannot use ID-
SEL 16.

PCI Configuration Registers

The PCI configuration registers are located in the
82420EX PClset’s PCI configuration space and can only
be accessed by the CPU. These registers (Table 6) can
be accessed as byte, word, or dword quantities. The
addresses for the configuration registers in the table are
PCI configuration space offset values. The CPU access-
es PCI configuration space (all PCI devices including
the PSC) using mechanism 1 configuration access. For
a detailed description of the PCI mechanism 1 configu-
ration access, refer to the PCl Local Bus Specification
document.

Some of the PCl configuration registers contain re-
served bits. When reserved bits are read, a value of 0 is
returned. In addition, the PCI configuration space in-
cludes reserved 1/0 locations. When reserved I/0 loca-
tions are read, a value of 00h is returned. Writes to re-
served bits or reserved 1/0 locations have no affect.

I ADVANCE INFORMATION

The ISA Compatible registers (Table 7) include DMA
registers, timer registers, interrupt control registers,
non-maskable interrupt, X-Bus support, and ad-
vanced power management control. These registers
can be accessed by the CPU, a PCI master, or an
ISA master as shown in Table 7. CPU or PCI mas-
ters can access the ISA-Compatible registers as
8-bit, 16-bit, 24-bit, or 32-bit quantities. However,
only the first active BE[3:0]# is processed by the
PSC. The remaining active byte enables in the same
cycle are ignored. ISA Bus masters access the reg-
isters as 8-bit quantities. Unless otherwise stated in
the individual register description, reserved bits must
be written with a 0 and these bits return a 0 when
read.
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Table 6. PCI Configuration Register
O et | Mnemonic. Register hoesss | Master
00-01h VvID Vendor Identification RO CPU Only
02-03h DID Device Identification RO CPU Only
04-05h PCICOM PCI Command R/W CPU Only
06-07h DS Device Status R/WC CPU Only
08h RID. Revision Identification RO CPU Only
09-3Fh —_ . Reserved — —
40h PCICON PCI Control R/W CPU O'nly
41-43h — Reserved — —
44h HDEVCON Host Device Control R/W CPU Only
45-47h — Reserved — —
48-49h LBIDE PCI Local Bus IDE Control R/W CPU Only
4A-4Bh —_ Reserved — —
4Ch IORT ISA 1/0 Recovery Timer R/W CPU Only
4Dh PREV Part Revision Identification R/W CPU Only
4Eh XBCSA X-Bus Chip Select Enable A R/W CPU Only
4Fh —_ Reserved — —
50h HOSTSEL Host Bus Select R/W CPU Only
51h DFC Deturbo Frequency Control Register R/W CPU Only
52-53h SCC Secondary Cache Control R/W CPU Only
54-55h — Reserved — —
56-57h DRAMC DRAM Control R/W CPU Only
58h — Reserved — —
1-204

ADVANCE INFORMATION |



i nu o 82420EX
Table 6. PCI Configuration Register (Continued)

O Ohset | Mnemonic Register otass | Master
59-5Fh PAM Programmable Attribute Map Registers R/W CPU Only
60-64h DRB DRAM Row Boundary Registers R/W CPU Only
65h — Reserved — —
66h PIRQORC PIRQO Route Control R/W CPU Only
67h PIRQ1RC PIRQ1 Route Control R/W. CPU Only
68h DMH DRAM Memory Hole R/W CPU Only
69h TOM Top of Memory R/W CPU Only
6A-6Fh — Reserved - —
70h SMRAMCON SMRAM Control R/W CPU Only
71-9Fh — Reserved —_ —_
AOh SMICNTL SMI Control R/W CPU Only
Atlh — Reserved R/W CPU Only
A2-A3h SMIEN SMI Enable R/W CPU Only

- A4-ATh SEE System Event Enable R/W CPU Only
A8h FTMR Fast Off Timer R/W CPU Only
A9 — Reserved — —_
AA-ABh SMIREQ SMI Request R/W CPU Only
ACh CTLTMRL Clock Throttle STPCLK # Low Timer R/W CPU Only
ADh — Reserved —_ —_
AEh CTLTMRH Clock Throttle STPCLK # High Timer R/W CPU Only
AF-FFh — Reserved — —
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Table 7. ISA-Compatible Registers

Access Bus
Type Access

0000h 0000 | 0000 | 000x [ 0000 | DMA1 CHO Base and Current Address | r/w CPU/PCI
1 0001h 0000 | 0000 | 000x | 0001 | DMA1 CHO Base and Current Count | r/w CPU/PCI -
0002h 0000 | 0000 | 000x | 0010 | DMA1 CH1 Base and Current Address | r/w CPU/PCI
0003h 0000 | 0000 | 000x | 0011 | DMA1 CH1 Basé,and Current Count r/w CPU/PCI
0004h 0000 | 0000 | 000x | 0100 | DMA1 CH2 Base and Current Address | r/w CPU/PCI
0005h 0000 | 0000 | 000x | 0101 | DMA1 CH2 Base and Current Count r/'w CPU/PCI
0006h 0000 | 0000 | 000x | 0110 | DMA1 CH3 Base and Current Address | r/w CPU/PCI
0007h 0000 | 0000 | 000x | 0111 | DMA1 CH3 Base and Current Count r/'w CPU/PCI

Address | FEDC | BA98 | 7654 | 3210 Register Name

0008h 0000 | 0000 | 000x | 1000 | DMA1 Status (r), Command (w) r/’w CPU/PCI
0009h 0000 | 0000 | 000x | 1001 | DMA1 Request ‘ wo CPU/PCI
000Ah | 0000 | 0000 | 000x | 1010 | DMA1 Write Single Mask Bit ) CPU/PCI
000Bh 0000 | 0000 | 000x | 1011 | DMA1 Channel Mode wo CPU/PCI
000Ch 0000 | 0000 | 000x | 1100 | DMAT1 Clear Byte Pointer wo CPU/PCI
000Dh 0000 | 0000 | 000x { 1101 | DMA1 Master Clear ) wo CPU/PCI
000Eh 0000 | 0000 | 000x | 1110 | DMA1 Clear Mask wo CPU/PCI
000Fh 0000 | 0000 | 000x | 1111 | DMA1 Write All Mask Bits r/w CPU/PCI
0020h 0000 | 0000 | 001x | xx00 | INT 1 Control r/'w CPU/PCI/ISA
0021h 0000 | 0000 | 001x | xx01 | INT 1 Mask r/w CPU/PCI/ISA

0040h 0000 | 0000 | 010x | 0000 | Timer Counter 1 - Counter 0 Count r/w CPU/PCI/ISA
0041h 0000 | 0000 | 010x | 0001 | Timer Counter 1 - Counter 1 Count r/'w CPU/PCI/ISA
0042h 0000 | 0000 | 010x | 0010 | Timer Counter 1 - Counter 2 Count r/'w CPU/PCI/ISA

0043h 0000 | 0000 | 010x | 0011 | Timer Counter 1 Command Mode WO CPU/PCI/ISA
0060h1 | 0000 | 0000 | 0110 | 00x0 | Reset X-Bus IRQ12/M and IRQ1 r CPU/PCI/ISA
0061h 0000 | 0000 [ 0110 | Oxx1 | NMI Status and Control r/w CPU/PCI/ISA
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Table 7. ISA-Compatible Registers (Continued)
Address | FEDC | BA98 | 7654 | 3210 Register Name A.I?;::s A::;s
0070h1 | 0000 | 0000 | 0111 | Oxx0 [ CMOS RAM Address and NM| Mask wo PCI/ISA
0080h2 | 0000 | 0000 | 100x | 0000 | DMA Page Register (Reserved) r/w CPU/PCI/ISA
0081h 0000 | 0000 | 100x | 0001 | DMA Channel 2 Page r/w CPU/PCI/ISA
0082h 0000 | 0000 | 1000 | 0010 | DMA Channel 3 Page r/w CPU/PCI/ISA
0083h 0000 [ 0000 | 100x | 0011 | DMA Channel 1 Page r/w CPU/PCI/ISA
0084h2 | 0000 | 0000 | 100x | 0100 | DMA Page Register (Reserved) r/w CPU/PCI/ISA
0085h2 | 0000 | 0000 | 100x | 0101 | DMA Page Register (Reserved) r/w CPU/PCI/ISA
0086h2 | 0000 | 0000 | 100x | 0110 | DMA Page Register (Reserved) r/w CPU/PCI/ISA
0087h 0000 | 0000 | 100x | 0111 | DMA Channel 0 Page r/w CPU/PCI/ISA
0088h2 | 0000 | 0000 | 100x | 0100 | DMA Page Register (Reserved) r/w CPU/PCI/ISA
0089h 0000 | 0000 | 100x | 1001 [ DMA Channel 6 Page r/'w CPU/PCI/ISA
008Ah 0000 | 0000 | 100x | 1010 | DMA Channel 7 Page r/w CPU/PCI/ISA
008Bh . | 0000 | 0000 | 100x | 1011 | DMA Channel 5 Page r/w CPU/PCI/ISA
008Ch2 | 0000 | 0000 | 100x | 1100 | DMA Page Register (Reserved) r/'w CPU/PCI/ISA
008Dh2 | 0000 | 0000 | 100x | 1101 | DMA Page Register (Reserved) r/w CPU/PCI/ISA
008Eh2 | 0000 | 0000 | 100x | 1110 | DMA Page Register (Reserved) r’'w CPU/PCI/ISA
008Fh 0000 | 0000 | 100x | 1111 | DMA Low Page Register Refresh r/w: CPU/PCI/ISA
00AOh 0000. | 0000 | 101x | xx00 | INT 2 Control r/w CPU/PCI/ISA
00A1h 0000 | 0000 | 101x | xx01 | INT 2 Mask r/w CPU/PCI/ISA
00B2h - | 0000 | 0000 | 1011 | 0010 | Advanced Power Management Control |.r/w CPU Only
00B3h 0000 | 0000 | 1011 | 0011 | Advanced Power Management Status | r/w CPU/PCI
00COh | 0000 | 0000 | 1100 | 000x | DMA2 CHO Base and Current Address | r/w CPU/PCI
00C2h 0000 | 0000 | 1100 | 001x | DMA2 CHO Base and Current Count r/w CPU/PCI
00C4h 0000 | 0000 | 1100 [ 010x | DMA2 CH1 Base and Current Address | r/w CPU/PCI
1-207
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Table 7. ISA-Compatible Registers (Continued)
Address | FEDC | BA98 | 7654 | 3210 Register Name A.I‘.’;::s Af;‘:ss
00C6h 0000 | 0000 | 1100 | 011x | DMA2 CH1 Base and Current Count r/w CPU/PCI
00C8h 0000 | 0000 | 1100 | 100x | DMA2 CH2 Base and Current Address | r/w CPU/PCI
00CAh | 0000 | 0000 [ 1100 [ 101x | DMA2 CH2 Base and Current Count | r/w CPU/PCI
00CCh 0000 | 0000 | 1100 | 110x | DMA2 CH3 Base and Current Address | r/w CPU/PCI
00CEh 0000 | 0000 | 1100 | 111x | DMA2 CH3 Base and Current Count r/'w CPU/PCI
00DOh 0000 | 0000 | 1101 [ 000x | DMA2 Status(r) Command(w) r/’w CPU/PCI
00D2h 0000 | 0000 | 1101 | 001x | DMA2 Request wo CPU/PCI
00D4h 0000 | 0000 | 1101 | 010x | DMA2 Write Single Mask Bit wo CPU/PCI
00D6h 0000 | 0000 | 1101 | 011x | DMA2 Write Mode Register wo CPU/PCI
00D8h | 0000 | 0000 | 1101 | 100x | DMA2 Clear Byte Pointer wo CPU/PCI
00DAh | 0000 | 0000 | 1101 | 101x | DMA2 Master Clear wo CPU/PCI
00DCh | 0000 | 0000 | 1101 | 110x | DMA2 Clear Mask’ | wo CPU/PCI
O00DEh | 0000 | 0000 | 1101 | 111x | DMA2 Write All Mask Bits r/w CPU/PCI
00FOh! | 0000 | 0000 | 1111 | 0000 | Coprocessor Error o) CPU/PCI/ISA
0481h 0000 | 0100 | 1000 | 0001 | DMA CH2 High Page Register r/'w CPU/PCI/ISA
0482h 0000 | 0100 | 1000 | 0010 | DMA CH3 High Page Register r/w CPU/PCI/ISA
0483h 0000 | 0100 | 1000 [ 0011 | DMA CH1 High Page Register r/w CPU/PCI/ISA
0487h 0000 | 0100 | 1000 | 0111 | DMA CHO High Page Register r/w CPU/PCI/ISA
0489h 0000 | 0100 | 1000 | 1001 | DMA CH6 High Page Register r/w CPU/PCI/ISA
048Ah | 0000 | 0100 | 1000 | 1010 | DMA CH7 High Page Register r/w CPU/PCI/ISA
048Bh 0000 | 0100 | 1000 | 1011 | DMA CH5 High Page Register r/w CPU/PCI/ISA
04DOh 0000 | 0100 | 1101 | 0000 | INT-1 Edge/Level Control r/w CPU/PCI/ISA
04D1h 0000 | 0100 | 1101 | 0001 | INT-2 Edge/Level Control r/'w . '| CPU/PCI/ISA
NOTES:

1. Read and write accesses to these locations are always forwarded to the ISA Bus.
2. Write accesses to these locations are forwarded to the ISA Bus. Read Accesses are not forwarded to the ISA Bus. If
programmed in the ISA 1/0 Recovery Timer Register, the IB will not alias the 90-9Fh address range with the 80-8Fh
address range. In this case, accesses to the 90-9Fh address range are forwarded to the ISA Bus for both reads and
writes (i.e. they are no longer considered IB registers).
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3.2 1/0 Control Registers

There are three /0 control registers (CONFADD, CONFDATA, and TRC) and these registers are all located in
the CPU 1/0 space.

3.2.1 CONFADD—CONFIGURATION ADDRESS REGISTER

10 Address: 0CF8h
Default Value: 00000000h
Attribute: Read/Write
Size: 32 Bits

the address is programmed into this register, the CPU can access the selected device register by a read/write

The CONFADD Register contains the address information for the next PCI configuration space access. Once u
to the CONFDATA Register. Only dword accesses are permitted to this register.

Bit Description

31 PCI Configuration Space Enable (COMNFE): This bit enables/disables access to the PCI
configuration space. When CONFE =1, PCI configuration space access is enabled. When
CCNFE =0 (default), PCl configuration space access is disabled. When disabled, accesses to the
CONFDATA Register, if not claimed on the PCI Bus, are forwarded to the ISA Bus.

30:24 | Reserved

23:16 | Bus Number (BUSNUM): This field selects the PCl Bus to be accessed. The PCI Bus behind the
PSC is bus number 0 (00h). Thus, this field must be 00h for access to the PClset’s configuration
registers. '

15:11 | Device Number (DEVNUM): This field selects the PCI Bus device to be accessed. The PSC uses
this field to drive the IDSEL lines that select a specific PCI device during initialization. The IDSEL
lines are only driven when BUSNUM = 00h. Otherwise, the PSC sends the configuration to a PCl-to-
PCI bridge device. This field must be 05h for access to the'PClset’s configuration registers (which is
equivalent to IDSEL 16). Note that other PCl devices cannot use IDSEL 16.

10:8 | Function Number (FUNCNUM): A device connected to the PCI Bus can have up to eight functions.
This field selects a particular function within a device and must be 000 for access to the PClset’s
configuration registers.

7:2 Register Number (REGNUM): This field is the configuration register offset address and indexes a
dword in configuration space. REGNUM is used during initialization to select a specific device
configuration registers.

1.0 Reserved: Fixed at 00.

3.2.2 CONFDATA—CONFIGURATION DATA REGISTER

10 Address: O0CFCh
Default Value: 00000000h
Attribute: Read/Write
Size: 32 Bits

The CONFDATA Register contains the data that is sent or received during a PCI configuration space access.

Note that a read or write to this register accesses the PCI configuration space location specified by the
contents of the CONFADD Register. CONFDATA supports CPU byte, word, and dword accesses.
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3.2.3 TRC—TURBO/RESET CONTROL REGISTER

10 Address: 0CF9h
Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

The TRC Register provides a means of generating soft or hard resets. During a hard reset, CPURST,
PCIRST #, and RSTDRYV are asserted for approximately 1 ms. A hard reset is initiated when this register is
programmed for a hard reset or PWROK is asserted. During a soft reset, SRESET is asserted for a minimum of
16 Host Bus clocks. This register also selects the CPU De-Turbo mode. The TRC Register can only be
accessed by the CPU with 8 bit IN or OUT instructions. Note that it is illegal for a PCl master or an ISA master
to access the TRC Register.

Bit | - : . Description

7:3 | Reserved: Must be 0 when programming this register.

2 Reset CPU (RCPU): RCPU is used to initiate a hard reset or soft reset to the CPU, depending on the
state of bit 1 of this register. Bit 1 must be set up prior to writing a 1 to bit 2. Thus, two write operations
are required to initiate a reset. The first write programs bit 1 to the appropriate state while setting this
bit to 0. The second write operation keeps bit 1 at its programmed state while setting this bitto a 1.
When RCPU transitions from a 0 to a 1, a hard reset is initiated if bit 1 =1 and a soft reset is initiated if
bit 1=0.

1 Reset CPU Mode (RCPUM): This bit is used in conjunction with bit 2 of this register to initiate either a
hard or soft reset. When RCPUM = 1, the PSC initiates a hard reset to the CPU when bit 2 transitions
from 0 to 1. When RCPUM=0, the PSC initiates a soft reset when bit 2 transitions froma0toa 1.

0 Deturbo Mode (DM): This bit enables/disables deturbo mode. When DM =1, the 82420EX PClset is
in deturbo mode. In this mode, the PSC periodically asserts HOLD. The frequency of the HOLD
assertion is fixed at once in 1024 Host Clocks. The duty cycle of the HOLD active period is controlled
by the-Deturbo Frequency Control (DFC) Register. When DM =0, the Deturbo mode is disabled. Note
that the deturbo counter does not start until HLDA is returned by the CPU.

Deturbo mode can be used to maintain backward compatibility with older software packages that rely
on the operating speed of the older processors. For accurate speed emulation, L1 caching should be
disabled. If L1 is disabled during runtime, the following steps should be performed to make sure that all
dirty data has been flushed from the cache to main memory before entering deturbo mode. Disable the
L1 cache via the L1EN bit in the HOSTSEL Register. This prevents the KEN# signal from being
asserted, which effectively disables the L1 cache. Thus, no new L1 cache line fills will occur. At this
point, software executes the WBINVD of INVD instruction to flush the L1 cache, and then sets DM to
1. When exiting the deturbo mode, the system software must first set DM to 0, then enable L1 caching
by writing to the HOSTSEL Register.
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3.3 PCI Configuration Registers

This section describes the PCI configuration registers of the 82420 PClset. The registers are listed in the order
that they appear in Table 6.

3.3.1 VID—VENDOR IDENTIFICATION REGISTER

Address Offset: 00-01h

Default Value: 8086h
Attribute: Read Only
Size: 16 Bits

This 16-bit register, combined with the Device Identification Register, uniquely identifies any PCI device. The
VID Register contains the vendor identification number assigned to Intel. Writes to this register have no effect.

3.3.2 DID—DEVICE IDENTIFICATION REGISTER
Address Offset: 02-03h

Default Value: 0486h
Attribute: Read Only
Size: 16 Bits

This 16-bit register, combined with the Vendor Identification register, uniquely identifies any PCI device. The
16-bit value in this register is the device number assigned to the 82425EX PSC. Writes to this register have no
effect.

3.3.3 PCICOM—PCI COMMAND REGISTER

Address Offset:’ 04-05h

Default Value: 0007h
Attribute: Read/Write
Size: 16 Bits

This 16-bit register enables/disables the SERR # signal.

Bit Description

15:9 | Reserved

8 SERR# Enable (SERRE): SERRE enables/disables the SERR # signal. When SERRE =1, SERR #
is asserted if the PClset detects a parity error during a main memory read cycle or a target abort is
received on a PSC-initiated PCI cycle. When SERRE =0, SERR # is never asserted.

7:0 | Not Used: Defaults to 07h for compatibility reasons.
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3.3.4 DS—DEVICE STATUS REGISTER

Address Offset:
Default Value:
Attribute:

Size:

06-07h

0200h

Read Only and Read/Write Clear
16 Bits

DS is a 16-bit status register that reports the occurrence of a PCl master abort, PCI target abort, and main
memory or.cache parity errors. PCISTS also indicates the DEVSEL # timing that has been set by the PSC
hardware.

Bit

Attribute

Description

15

R/WC

Main Memory Parity Error (MMPERR): When the PSC detects a parity error, this bit is
set to 1. Software sets this bit to 0 by writing a 1 to it.

14

R/WC

SERR # Status (SERRS): When the PSC asserts the SERR # signal, this bit is setto a 1.
Note that the SERR # signal is enabled/disabled in the PCICOM Register. When SERR #
is enabled (via the PCICOM Register) and the PSC detects a parity error on a main
memory read cycle or receives a target abort during a PSC-lnutlated PCI cycle, the PSC
sets this bitto a 1.

13

R/WC

Master Abort Status (MAS): When a PSC-initiated PCI configuration cycle is not
claimed, the PSC master aborts the cycle and sets this bit to a 1. For a CPU read, the
PSC returns all 1s. When a memory cycle above 16 MBytes and not in an enabled BIOS
region is not claimed, the PSC master-aborts the cycle and sets this bit to a 1. Software
sets this bit to 0 by writing a 1 to it.

NOTE:
When a PSC-initiated PCI memory access under 16 MBytes or in an enabled BIOS range
above 16 MBytes is not claimed, the PSC master aborts the cycle and forwards the cycle
to ISA. When a PSC-initiated PCI I/0 access is not claimed, the PSC master aborts the
cycle and forwards the cycle to ISA. For these master aborts, the MAS bit is not set to 1.

12

R/WC

Received Target Abort Status (RTAS): When a PSC-initiated PCI transaction is
terminated with a target abort, RTAS is set to 1. In addition, when the SERRE bit in the
PCICOM Register is set to a 1 (enabling SERR #), the PSC asserts the SERR # signal.
Software sets this bit to 0 by writing a 1 to it. Note that if the target aborted cycle is an I/0
or memory read, the PSC completes the CPU cycle by returning RDY #.

1

Reserved

10:9

RO

.DEVSEL # Timing (DEVT): This 2-bit field indicates the timing of the DEVSEL # signal

when the PSC responds as a target. The PCI specification defines three allowable
timings for assertion of DEVSEL #: 00 =fast, 01 =medium, and 10=slow (DEVT=11is
reserved). DEVT indicates the slowest time that a device asserts DEVSEL # for any bus
command, except configuration read and write cycles. The 82420EX PClset implements
medium speed DEVSEL # timing and, therefore, bits[10:9] =01 when read.

8:0

Reserved
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3.3.5 RID—REVISION IDENTIFICATION REGISTER
Address Offset: 08h

Default Value: 00h
Attribute: Read Only
Size: 8 Bits

This register contains the revision number of the PSC. The Fabrication House ID Number and Revision
Number correspond to bits 7-5 and the lower nibble respectively of the Revision Identification Register as
follows:

bits 7-5 (upper 3 bits)  Fabrication House ID Number

bits 3-0 (lower nibble) Revision Number
3.3.6 PCICON—PCI CONTROL REGISTER
Address Offset: 40h
Default Value: 00h
Attribute: Read /Write
Size: " 8Bits

The PCICON register enables/disables target abort and main memory DRAM parity error reporting. This
register also selects the subtractive decode sample point, enables/disables PCI write buffers, and controls
PCI bursting of consecutive CPU-to-PCl write cycles and byte merging.

Bit Description

7 Reserved

6 Target Abort Error Enable (TAEE): When ATEE =1 and a PSC-initiated-cycle is target aborted, the
PSC asserts SERR # for a PCI Clock. When TAEE =0 (default) and a PSC-initiated cycle is target
aborted, the PSC does not assert SERR #.

5 DRAM Parity Error Enable (DPEE): When DPEE =1 and a main memory parity error is detected, the
PSC asserts SERR # for a PCI Clock. When DPEE =0 (default) and a main memory parity error is
detected, the PSC will not assert SERR #.

4:3 | Subtractive Decode Sample Point (SDSP): The SDSP field determines the DEVSEL# sample point,
after which an inactive DEVSEL # results in the PSC forwarding the unclaimed PCI cycle to the ISA
Bus (subtractive decoding). This setting should match the slowest device in the system. The values for
this field and associated sampling point meaning are shown below.

Bits[4:3] Sampling Point
00 Slow (default)

01 Typical
10 Fast
11 Reserved

2 PCI Posted Write Buffer Enable (PPBE): When PPBE = 1, the PCI posted write buffers are enabled.
When PPBE =0 (default), the PCI posted write buffers are disabled.
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Bit

Description

CPU-to-PCI Bursting Enable (CPBE): This bit enables/disables PCI burst cycles for CPU-to-PCl write
cycles. When CPBE = 1, back-to-back sequential CPU memory writes are sent out on the PCI Bus as a
burst cycle. When CPBE 0 (default), CPU write cycles are always sent out on the PClLBus as
separate PCl| memory write cycles.

CPU-to-PCI Byte Merging (CPME): Byte merging permits the PSC to merge the data of cons_ecutive
CPU-to-PCl byte/word writes within the same dword address, into the same posted write buffer
location. The merged collection of bytes is then sent over the PCI Bus as a single dword. Byte merging
is performed in the compatible VGA range only (0AO000-0BFFFFh).

When CPME = 1, back-to-back CPU memory byte/word write cycles within the same dword address (in
the 0A0000-0BFFFFh range) are merged into a single posted write buffer location. When CPME=0
(default), or when the address location is outside of the VGA range, each memory write is stored in a
separate posted write buffer location and sent separately over the PCI Bus.

Some PCI graphics cards memory map their /0 location in the AO0O0Oh to BOOOOh memory region. If
consecutive, multiple 8 or 16 bit write cycles are made to the add-in card at a memory mapped I/0
location between AO000h-BFFFFh, the PSC will merge the data if the PSC is programmed for byte
merging. The first write cycle will be written to the add-in card. However, subsequent write cycles will
be overwritten in the PSC and never reach the add-in card. Because the consecutive, multiple write
cycles are to the same address, the PSC will “merge” (overwrite the previous data) as long as the PCI
bus is unavailable, causing the add-in card to not receive all the intended write cycles.

Byte merging should be disabled when used with graphics cards that memory map 1/0 locations in the
compatibility Video buffer area (A0000h-BFFFFh). Byte merging enhances graphics performances
when used in operating systems that write to the video memory area in 8- or 16-bit writes (e.g. DOS).
For operating systems that write to the video memory area in 32-bit writes, byte merging is not
necessary.
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3.3.7 HOSTDEV—HOST DEVICE CONTROL REGISTER
Address Offset: 44h

Default Value: 00h
Attribute: Read /Write
Size: 8 Bits

The HOSTDEYV Register indicates to the PSC if there is a slave device, other than the PSC, that resides on the
Host Bus. If there is another slave device present, the PSC sampling points for HDEV # and HRDY # are set in
this register.

Bit ) ) Description

7:3 | Reserved 1

2 Host Device Present (HDEVP): When HDEVP = 1, there is a Host Bus slave device present. This

device can claim any 1/0 or memory range that is not positively decoded by the PSC by asserting
HDEV #. When HDEVP = 0 (default), there is no host bus slave device in the system.

1 HDEV # Signal Sampling Point (HDEVSP): HDEVSP specifies the maximum delay for HDEV #
response and this bit only has meaning when HDEVP = 1. When HDEVSP =1 (and HDEVP = 1), the
PSC assumes that the Host Bus slave device asserts HDEV # with Host Bus fast timing (i.e., HDEV #
can be asserted as late as one host clock after ADS # is asserted). In this case, the PSC samples
HDEV # in the host cycle after ADS# and, if not asserted, forwards the cycle to the PCI Bus. When
HDEVSP =0 (and HDEVSP = 1), the PSC assumes that the Host Bus slave device asserts HDEV #
with Host Bus slow timing (i.e., HDEV # can be asserted as late as two host clocks after ADS # is
asserted). In this case, the PSC samples HDEV # in the host cycle after ADS# and one host cycle
later and if not asserted, forwards the cycle to the PCI Bus.

0 HRDY # Maximum Signal Sampling Point (HRDYSP): HDEVSP specifies the delay from HRDY # to
RDY # and this bit only has meaning when HDEVP = 1. When HRDYSP =1 (and HDEVP = 1), the PSC
assumes that the Host Bus slave device asserts HRDY # with Host Bus fast timing (i.e., Host RDY # is
asserted in the same host clock as HRDY # is asserted). When HRDYSP =0 (and HDEVP = 1), the
PSC assumes that the Host Bus slave device asserts HRDY # with host bus slow timing (i.e., Host
RDY # is asserted one host clock after HRDY # is asserted). Note that, when HDEVP =0, HRDYSP

has no meaning.

3.3.8 LBIDE—PCI LOCAL BUS IDE CONTROL REGISTER
Address Offset: 48-49h

Default Value: 0000h
Attribute: Read /Write
Size: 16 Bits

The LBIDE Register controls the PSC’s IDE interface. The register determines when the PCI Local Bus IDE

. path will be used and the timing characteristics of the PCI Local Bus IDE cycle.
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Bit Description
15:13 | Reserved

12:10 | Recover Time (RCT[2:0]): This field controls the minimum time from the time IORDY is sampled
asserted on the first cycle to the IOx# assertion of the next cycle. This recovery time mechanism
applies to all cycles using the fast timing bank, even if the next cycle is a compatible cycle. For
example, if a first cycle is a data port access using the fast timing bank and the next cycle is to a
control or status port, LBIDE # is negated and the full setup protocol occurs prior to the second
cycle. Normally, this setup protocol is longer than the programmed recovery time. However, if the
setup protocol is shorter, the proper recovery time must still be met. The value of this field
determines the minimum number of PCI clocks between the last IORDY sample point and the IOx #

strobe of the next cycle.
RCT([2:0] RCT[2:0]
Bits[12:10] Recovery Time Bits[12:10] Recovery Time
000 .8 100 4
001 7 101 3
010 ' 6 110 Note
011 5 11 Note

NOTE: The recovery time is 3 PCI clocks.

9:8 IORDY Sample Point (ISP[1:0]): This field determines the number of clocks between I0x #
assertion and the first IORDY sample point (see the following table). IORDY is sampled for the first
time on the programmed number of clocks (number of low-to-high clock transitions) following the
assertion of IOx#. If IORDY is negated when sampled, wait-states are inserted until IORDY is

sampled asserted.
ISP[1:0] .
Bits[9:8] IORDY Sampling Point
00 6 Clocks (default)
01 5 Clocks
10 4 Clocks
11 3 Clocks

7:6 Reserved

5:4 IORDY Sample Point Enable Drive Select (ISPEDS[1:0]): ISPEDS[1:0] enable/disable the
sampling of IORDY for drive 0 and 1. When this feature is enabled for a drive (via this field), and the
drive is selected (via a copy of bit 4 of 1x6h), all accesses to the enabled /0O address range sample
IORDY. The IORDY sample point is specified by the ISP[1:0] field. When the drive is disabled (0),
IORDY sampling is disabled. The internal IORDY signal is forced asserted guaran-teeing that
IORDY is sampled asserted at the first sample point as specified by the ISP[1:0] field.

ISPEDS[1:0] :
Bits[5:4] IORDY Sampling Point Enable Drive Select
00 Neither Drive Enabled (default)
01 Drive 0 Enabled
10 Drive 1 Enabled
11 Both Drives Enabled
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Bit Description

3:2 | Fast Timing Bank Drive Select 1 (FTBDS1): FTBDS[1:0] enable/disable the fast timing PCl local bus
IDE path for drive 0 and 1. When this feature is enabled for a drive (via this field), and the drive is
selected (via a copy of bit 4 of 1x6h), all accesses to the enabled |/O address range will use the fast
timing bank PCl local bus IDE path. Note that accesses to all non-data ports of the enabled I/0
address range use the 8-bit compatible timing PCl local bus path. When the drive is disabled (0),
accesses to the data port of the selected 1/0 address range use the 16-bit compatible timing PCl local
bus path.

Bits[3:2] Fast Timing Bank Select

00 Neither Drive Enabled (default)
01 Drive 0 Enabled

10 Drive 1 Enabled

1 Both Drives Enabled

1:0 | Primary/Secondary PCI IDE Enable (IDEE): This field enables/disables the PCI IDE, and, if enabled,
selects the primary/secondary IDE address that is used as shown below. Accesses to the unselected
address range (primary/secondary) are forwarded to the ISA Bus.

Bits[1:0] Primary/Secondary IDE Address Select

00 IDE Disabled (default)
01 Primary: 1F0O-1F7h, 3F6h,3F7h
10 Secondary: 170-177H, 376h, 377h

11 Reserved

LBIDE Programming Information

The BIOS code will assess the CPU frequency and drive capabilities, and then program the timing fields
appropriately. Table 8 shows the typical settings of the various cycle timing bits for the supported CPU
frequencies and IDE modes. The table assumes that the drjves are utilizing IORDY. If IORDY is not utilized,
additional wait-states may be deleted via the ISP bits. ‘

Table 8. Typical Register Settings for Difierent CPU Frequencies

PCI IDE RCT(2:0) ISP(1:0) Cycle Length (ns)
Frequency | Mode | Bits[12:10] | Clocks | Bits[9:8] | Clocks 1x Clock Mode(1)

20 1 100 4 10 4 400(1)

25 1 101 6 10 4 400

33 1 001 7 00 6 390

20 2 110 2 11 3 300(2)

25 2 110 2 10 4 280(2)

33 2 101 3 01 5 . 240

20 3 110 2 11 3 300(2)

25 3 110 2 11 3 240(2)

33 3 101 3 10 4 210

NOTES:

1. The clock modes are determined by strapping options at powerup and the mode is reflected in the HOSTSEL Register.
2. Cycle times are governed by the inherent RDY #, ADS#, and address decoding delay between back-to-back cycles
rather than the programmed value in the RCT field.
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3.3.9 IORT—ISA 1/0 RECOVERY TIMER REGISTER
Address Offset:  4Ch ‘

Default Value: 4Dh
Attribute: Read/Write
Size: 8 bits

The IORT Register provides ISA 1/0 recovery time control and enables/disables the aliasing of addresses
80-8Fh and 90-9Fh. The I/0 recovery mechanism in the IB adds recovery delay between CPU or PCI master
originated 8-bit and 16-bit I/0 cycles to the ISA Bus. The IB automatically forces a minimum delay of
3.5 SYSCLKs between back-to-back 8 and 16 bit 1/0 cycles to the ISA Bus. This delay is measured from the
rising edge of the I/0 command (IOR# or IOW #) to the falling edge of the next 170 command. If a delay of
greater than 3.5 SYSCLKSs is required, the ISA 1/0 Recovery Time Register can be programmed to increase
the delay in increments of SYSCLKSs. No additional delay is inserted for back-to-back 1/0 ‘““sub-cycles” gener-
ated as a result of byte assembly or disassembly. This register defaults to 8- and 16-bit recovery enabled with
one SYSCLK clock added to the standard 1/0 recovery.

Bit Description

7 DMA Reserved Page Register Aliasing Disable (DMAAD): When DMAAD = 0 (default), the IB
aliases 1/0 accesses in the 90-9Fh range to the 80-8Fh range. In this case, the IB only forwards
CPU/PCI write accesses to the 90-9Fh range to the ISA Bus. When DMAAD =1, the IB forwards both
CPU/PCI read and write accesses to these address locations to the ISA Bus (i.e. the I/0 address
locations are no longer considered IB internal registers). Note, that port 92h is always a distinct ISA
register in the 90-9Fh range and is always forwarded to the ISA Bus. When DMAAD = 1, ISA master
accesses to the 90-9Fh range are ignored by the IB.

When this bit is set to 1, the IB does not re-load the power management Fast Off-Timer with its original
value when accesses to the 90-9Fh address range are decoded.

6 8-Bit 170 Recovery Select (IOR8E): When IOR8E = 1, bits[5:3] select the I/0 recovery time. When
! IORBE =0, programmable recovery times are disabled and the standard recovery time of 3.5 )
SYSCLKS is inserted.

5:3 | 8-Bit 1/0 Recovery Times (IOR8): This 3-bit field defines the recovery time for 8-bit I/0 as shown
Below. Programmable delays between back-to-back 8-bit PCl or CPU cycles to ISA I/0 slaves are
shown in terms of additional ISA clock recovery cycles (SYSCLK). The selected delay programmed
into this field is enabled/disabled via bit 6 of this register.

Bits[5:3] 8-Bit1/0 Recover Time Bits[5:3] 8-Bit1/0 Recover Time

000 8 SYSCLKs 100 4 SYSCLKs
001 1 SYSCLKSs (default) 101 5 SYSCLKs
010 2 SYSCLKs 110 6 SYSCLKs
011 3 SYSCLKs 111 7 SYSCLKs

2 - | 16-Bit 1/0 Recovery Enable (IOR16E): When IOR16E = 1, bits[1:0] select the I/O recovery time.
When IOR16E =0, programmable recovery times are disabled and the standard recovery time of 3.5
SYSCLKS is inserted.
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Bit Description .

1:0 | 16-Bit 1/0 Recovery Times (IOR16): This 2-bit field defines the recovery time for 16-bit 1/0 as shown
below. Programmable delays between back-to-back 16-bit PCl or CPU cycles to ISA I/0 slaves are
shown in terms of additional ISA clock recovery cycles (SYSCLK). The selected delay programmed
into this field is enabled/disabled via bit 2 of this register.

Bits[1:0] 16-Bit 1/0 Recover Time

00 4 SYSCLKs
01 1 SYSCLKs (default)

10 2 SYSCLKs

11 3 SYSCLKs
3.3.10 PREV—PART REVISION REGISTER

Address Offset: 4Dh

Default Value: 00h
Attribute: Read/Write. Read Only
Size: 8 bits

This register provides the device stepping information for the IB and enables/disables DMA and ISA master
accesses to DRAM BIOS locations E0000-EFFFFh. Bits 0 and 1 in this register are hardwired and write
accesses have no effect.

Bit | Attribute Description
75 1B Fabrication House ID

4 R/W E0000-EFFFFh ISA Forwarding Enable: When bit 4= 1 (and bit 6 in the XBCSA Register
is set to 0), ISA master and DMA accesses to memory locations EO000-EFFFFh are
forwarded to main memory. When bit 4 =0 (default), ISA master and DMA accesses to this
memory region are confined to the ISA Bus. Note that if bit 6= 1 in the XBCSA Register,
memory accesses to memory locations E0000-EFFFFh are always confined to the ISA
Bus, regardless of the setting of bit 4 of this register.

3:0 RO Revision ID: This field contains the device stepping information for the 82426EX IB.

3.3.11 XBCSA—X-BUS CHIP SELECT A REGISTER
Address Offset: 4Eh

Default Value: 03h
Attribute: Read/Write
Size: 8 bits

This register enables/disables accesses to the real time clock (RTC), keyboard controller (KBC), and BIOS.
Disabling any of these bits prevents the chip select and X-Bus output enable control signal (XBUSOE #) for
that device from being generated. The XBCSA Register also provides coprocessor error and mouse functions.

I ADVANCIE INFORMATION 1-219



82420EX . , " i n‘tel .

Bit

Description

Extended BIOS Enable (EXBIOSE): When EXBIOSE = 1 (enabled), CPU or PCI master accesses to
locations FFF80000-FFFDFFFFh, that are not claimed by a PCI device are forwarded to the ISA Bus
and results in the generation of BIOSCS # and XBUSOE #. Note that forwarding this region at the top
of 4 GBytes to the ISA Bus (24-bit addressing) results in aliasing this 384 KByte region to the top of the
16 MByte ISA memory space. To avoid contention, ISA add-in memory must not be present in this
space. :

When EXBIOSE =0 (disabled: default), BIOSCS # or XBUSOE # are not generated CPU accesses to
locations FFF80000-FFFDFFFFh, that are not claimed by PCI devices are master-aborted by the
PSC. Note that the Master Abort Status bit is set to 1 (DS Register). For reads, data of all 1’s is ’
returned to the CPU. PCI master accesses to locations FFF80000-FFFDFFFFh that are not claimed
by PCI devices are ignored by the PSC.

Lower BIOS Enable (LBIOSE): When LBIOSE =1 (enabled: default), CPU, PCI master, or ISA master
accesses to the lower 64 KByte BIOS block at the top of 1 MByte (E0O000-EFFFFh), or the aliases at
the top of 4 GByte, that are not claimed by PCI devices, result in the generation of BIOSCS # and
XBUSOE #. Note that forwarding this region at the top of 4 GBytes to the ISA Bus (24-bit addressing) -
results in aliasing this region to the top of the 16 MByte ISA memory space. To avoid contention, ISA
add-in memory must not be present in this space.

When LBIOSE =0 (disabled: default), BIOSCS # or XBUSOE # are not generated during these
accesses. Also, when LBIOSE =0 (and bit 4 is 1 in the IB’s PREV Register), ISA master or DMA
accesses to this region are forwarded to main memory. CPU accesses to the lower 64 KByte BIOS
region (OFFFE0000-0FFFEFFFFh) that are not claimed by PCI devices are master-aborted by the
PSC. The Master Abort Status bit is set to 1 (DS Register). For reads, data of all 1’s is returned to the
CPU. PCl master accesses to the lower 64 KByte BIOS region (OFFFE0000-0FFFEFFFFh), that are
not claimed by PCI devices, are ignored by the PSC.

Coprocessor Error Function Enable (CPEE): This bit enables/disables the coprocessor error
support. When CPEE =1 (enabled), the FERR # input, when asserted, triggers IRQ13 (internal).
FERR# also gates the IGNNE # output. This bit defaults to disabled (0).

IRQ12/M Mouse Function Enable (IRQ12/ME): When bit 4= 1, IRQ12/M provides the mouse

function. When bit 4 =0 (default), IRQ12/M provides the standard IRQ12 interrupt function.
Reserved: Must be set to 0. ‘

BIOS Memory Write Protect (BIOSWP): When BIOSWP = 1 (read/write access), BIOSCS # is
asserted for BIOS memory read and write cycles in the decoded BIOS region. When BIOSWP =0
(write protect: default), BIOSCS # is only asserted for BIOS read cycles.

Keyboard Controller Address Enable (KBCAE): When KBCAE =1 (enabled: default), the keyboard
controller chip select signal (KBCCS #) and the XBUSOE # signals are generated for accesses to the
keyboard controller address locations 60h, 62h, 64h, and 66h. When KBCAE =0 (disabled), KBCCS #
and XBUSOE # are not generated for these accesses.

RTC Address Enable (RTCAE): When RTCAE =1 (enabled: default), the RTCCS #, RTCALE, and
XBUSOE # signals are generated for accesses to the RTC address locations 70-77h. When.
RTCAE =0 (disable), the RTCCS #, RTCALE, and XBUSOE # signals are not generated for accesses
to these addresses. ‘
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3.3.12 HOSTSEL—HOST SELECT REGISTER
Address Offset: 50h

Default Value: 00000xx0 (x=Depends on hardware strapping options)
Attribute: Read/Write
Size: 8 Bits

The HOSTSEL Register enables/disables the L1 cache, indicates the clock configuration selected by hard-

ware strapping options, and selects the L1 caching policy.

82420EX

Bit

Description

7:4

Reserved

3

L1 Caching Policy Select (L1CPSEL): L1CPSEL selects the caching policy for the L1 cache. When
L1CPSEL =1, the L1 caching policy is write-back and when L1CPSEL =0, the caching policy is write-
through.

2:1

Clock Configuration Status (CLKCONFS): Clock configuration is determined by hardware strapping
options on the SIDLE# and CMDV # signal pins at power-up (see Section 4.15, Clocks). This field is
read only. CLKCONFS indicates the clock mode and frequencies selected by the strapping options.

Bits[2:1] HCLK PCICLK Clock Mode

00 25MHz 25 MHz 1x
01 33 MHz 33 MHz 1x
10 Reserved
11 Reserved

L1 Cache Enable (L1CE): L1CE enables/disables the first level cache in the CPU. When L1CE=1
(enable), the PSC responds to the CPU with KEN # asserted for cacheable memory cycles. When
L1CE=0 (disable), the KEN# signal is always negated to the CPU. This prevents new cache line fills
to either the first level or second level caches.

3.3.13 DFC—DETURBO FREQUENCY CONTROL REGISTER
Address Offset: 51h

Default Value: 80h
Attribute: Read /Write
Size: 8 Bits

Some old software packages that rely on the operating speed of the processor do not work on today’s faster
systems. To maintain backward compatibility with these software packages, the 82420EX PClset provides a
mechanism to emulate the operating speed of PC/AT systems. This emulation is achieved with the deturbo
mode (enabled/disabled via the Turbo/Reset Control Register). When the deturbo mode is enabled, the PSC
periodically asserts the HOLD signal to slow down the effective speed of the CPU. The frequency of the HOLD
assertion is fixed to once in 1024 Host Clocks. The duty cycle of the HOLD active period is controlled by the

DFC Register.
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Bit

Description

7:0

Deturbo Mode Frequency Adjustment Value: This 8-bit value effectively defines the duty cycle of
the HOLD signal. The value programmed into this register is compared against a free running 8-bit
counter running at 1/4 the CPU clock. When the counter is greater than the value specified in this
register, HOLD is asserted to the CPU. HOLD is negated when the counter value is equal to or smaller
than the contents of this register. HOLD is negated when the counter rolls over to 00h. Note that the
deturbo counter does not start until HLDA is returned by the CPU. The deturbo emulation speed is
directly proportional to the value in this register. The smaller the value in this register the lower the

deturbo emulation speed.

3.3.14 SCC—SECONDARY (L2) CACHE CONTROL REGISTER
Address Offset: 52-53h

Default Value: 0000h
Attribute: . Read /Write
Size:. 16 Bits

This 16-bit register defines the L2 cache operations. SCC enables/disables the L2 cache, adjusts cache size,
selects the cache write policy, defines the cache SRAM type, and selects various read/write cache cycle
times. In addition, a cache miss can be forced for each access permitting software to initialize the cache.
Cache hits can also be forced permitting software to determine the size of the L2 cache memory.

NOTE:
The L2 t|m|ngs must be programmed at least as fast as the DRAM timings.

Bit

Description

15:13

Reserved

12

Hit Dirty Write Cycle Timing (HDWRTIME): When HDWRTIME = 1, the PSC performs 0 wait-state
accesses (2-1-1-1) for hit dirty write cycles. When HDWRTIME =0 (default), the access time for
write hit dirty cycles is determined by WRTIME (bit 11). See Section 3.3.14.1.

11

Write Cycle Timing (WRTIME): When WRTIME = 1, the timing for PSC L2 cache write accesses is
3-2-2-2. In this case, the WRTIME bit is ignored for write hit dirty cycles. When WRTIME=0
(default), the timing for PSC L2 cache write accesses is 4-2-2-2. See Section 3.3.14.1.

10:9

Subsequent Read Timing (SUBRD): This field determines the access time for subsequent reads to
the L2 cache as shown below.

Bits[10:9] Subsequent Cache Read Timing

00 X-3-3-3 (default)

01 X-2-2-2

10 X-1-1-1
1 Reserved

Initial Read Timing (INITRD): This bit determines the access time for initial reads to the L2 cache.
When INITRD =1, the initial read timing is 2-X-X-X. When INITRD = 0 (default), the initial read timing
is 3-X-X-X.
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Bit

Description

7

Reserved

6

Cache Force Hit (L2FHIT): When L2FHIT =0, the cache operation is normal. When L2FHIT =1, the
L2 data SRAMs are accessed, for cacheable data reads and writes, as if they were main memory.
Since all data reads and writes hit the cache, none of the data cycles go to main memory. Thus, BIOS
can determine the L2 cache size and configuration during POST. While L2FHIT =1 forces a hit for
cacheable data cycles, all code reads are forced to be non-cacheable. Thus, the CPU can perform
code read cycles from main memory without the L2 cache generating write-back cycles and without
the L2 generating code-read-allocate cycles (that may interfere with the L2 sizing algorithm).

When in L2FHIT mode, the primary (L1) cache must be disabled. L2 configuration is determined by
setting the cache in Interleaved mode and performing line write/read. The L2 cache size is determined
by setting L2SIZE (from 64 KBytes and up) and performing a write to location (K + cache-size) and a
read to location (K). When L2SIZE =000, the L2FHIT bit has no effect.

L2 Cache Force Miss Clean (L2FMISS): When L2FMISS = 0 (default), the L2 Cache operation is
normal. When L2FMISS =1, all cacheable accesses to L2 are forced to be a cache miss. This bit is
used to initialize the cache with valid locations. BIOS can set this bit and read a block of main memory
equal to the cache size. This fills the cache with valid data. Once the cache is initialized, software sets
this bit to 0, and the PSC keeps the cache coherent with main memory. When L2SIZE =000 (L2
disabled), the L2FMISS bit has no effect.

Cache Configuration (L2CONF): This bit determines the configuration of the L2 cache SRAMs. For
an interleaved memory configuration, L2ZCONF = 1 and for a non-interleaved configuration,
L2CONF = 0 (default).

Cache Write Policy (L2WPOL): This bit determines the L2 cache policy. When WRPOL =1, the L2
cache policy is write-back. When WRPOL =0 (default), the cache policy is write-through.

2.0

Cache Size (L2SIZE): This field determines the L2 cache size as shown below.

Bits[2:0] Cache Size Bits[2:0] Cache Size

000 L2 Cache Disabled (default) 100 512 KBytes
001 64 KBytes 101 Reserved
010 128 KBytes 110 Reserved
011 256 KBytes 111 Reserved

3.3.14.1 L2 Write Timing

Bits 11 and 12 control the write timing for the L2 cache controller. Bit 12=1, bit 11=0'is an invalid combina-
tion which will cause the PSC to lock up. The following table shows the various bit 11, 12 combinations and
how they program the L2 cache controller write timings.

Bit 12 Bit 11 L2 Cache Write Timing

0 0 4-2-2-2

0 1 3-2-2-2

1 0 Invalid

1 1 2-1-1-1 (hit dirty write cycles)
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3.3.15 DRAMC—DRAM CONTROL REGISTER
Address Offset:  56-57h

Default Value: 0000h
Access: Read/Write
Size: 16 bits

The DRAMC Register selects various DRAM interface timing parameters. This register also enables/disables
fast page mode for DRAM access, enables/disables CAS pipelining, and provides a refresh test option.

‘ NOTE:
The L2 timings must be programmed at least as fast as the DRAM timings.

Bit Description

15 Muxed Address Hold Time (MAH): This bit determines the number of clocks from RAS# or CAS #
active before MA can be changed. When MAH is 1, the hold time is 0.5 active clocks and, when
MAH is 0 (default), the hold time is 1.0 active clock.

14 Muxed Address Setup Time (MASU): This bit determines the number of clocks from Muxed
Address driven to RAS# or CAS# active. When MASU is 1, the address setup is 0.5 active clocks
and, when MASU is 0 (default), the address setup is 1.0 active clocks.

13 CAS Write Timing (CASWRY): This bit determines the number of clocks CAS # remains active
during a write access, and inactive between accesses as shown below.

Bit 13 Active, Inactive Clocks
0 2Active, 1 Inactive (default)
1 1 Active, 1 Inactive

12:11 | CAS Read Timing (CASRD): This field determines the number of clocks CAS # remains active
during a read access and inactive between accesses as shown below.

Bits[12:11]  Active, Inactive Clocks

00 3 Active, 1 Inactive (default)
01 2 Active, 1 Inactive

10 1.5 Active, 0.5 Inactive
1 1 Active, 1 Inactive

10:8 | RAS Precharge Timing (RASPRE): This field determines the minimum number of Host Bus clocks
that RAS# remains inactive as shown below.

Bits[10:8] RAS Pre-Charge Time  Bits[10:8] RAS Pre-Charge Time

000 4 Clocks (default) 100 1.5 Clocks
001 3 Clocks 101 1 Clock
010 2 Clocks 110 Reserved

011 Reserved 111 Reserved

7:6 Reserved

Pipelined CAS Enable (PCASEN): When PCASEN = 1, the DRAM controller does not provide any
time between CAS[3:0] # negation and CAS[7:4] # assertion (interleaved row only). When
PCASEN =0 (default), the DRAM controller provides 1 Host Bus clock between CAS[3:0] # .
negation and CAS[7:4] # assertion (interleaved row only).
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Bit

Description

Refresh Test Enable (REFTSTE): When REFTST =1, a test mode for the refresh generator is
enabled. In this mode, a refresh request is generated every 32 HCLK cycles. When REFTST=0
(default), the DRAM controller generates a refresh cycle every 15 us.

Fast Page Write Enable (FPWE): This bit permits the PSC to keep the currently accessed DRAM
page active following a CPU write cycle. When FPWE =1, the PSC keeps the page open (keeps RAS #
asserted) following a write cycle to main memory. When FPWE = 0 (default), the PSC closes the page
(negates RAS #) following a write cycle to main memory, creating a row miss for every CPU write.

Fast Page Data Read Enable (FPDRE): This bit permits the PSC to keep the currently accessed
DRAM page active following a CPU data read cycle. When FPDRE = 1, the PSC keeps the page open
(keeps RAS # asserted) following a data read cycle to main memory. When FPDRE =0 (default), the
PSC closes the page (negates RAS #) following a data read cycle to main memory, creatlng arow miss
for every CPU data read.

Fast Page Code Read Enable (FPCRE): This bit permits the PSC to keep the currently accessed
DRAM page active following a CPU code read cycle. When FPCRE =1, the PSC keeps the page open
(keeps RAS # asserted) following a code read cycle to main memory. When FPCRE =0 (default), the
PSC closes the page (negates RAS #) following a code read cycle to main memory, creating a row
miss for every CPU code read.

Reserved

3.3.16 PAM[6:0]—PROGRAMMABLE ATTRIBUTE MAP REGISTERS
Address Offset:  PAM6(5Fh), PAM5(5Eh), PAM4(5Dh), PAM3(5Ch)

PAM2(5Bh), PAM1(5Ah) PAMO(59h)

Default Value: PAM[6:0] =00h
Attribute: Read/Write

The 82420EX PClset allows programmable memory and cacheability attributes on 13 memory segments of
various sizes in the ISA compatibility hole—640 KByte to 1 MByte address range. Seven Programmable
Attribute Map (PAM) Registers support these features. Four bits specify cacheability and memory attributes for
each memory segment. These attributes are:

RE

WE

CE

PE

Read Enable. When RE=1, the CPU read accesses to the corresponding memory segment are
directed to main memory. Conversely, when RE=0, the CPU read accesses are forwarded to PCl and,
if not claimed on PCl, are forwarded to ISA.

Write Enable. When WE =1, the PCl write accesses to the corresponding memory segment are direct-
ed to main memory. Conversely, when WE=0, the CPU write accesses forwarded to PCl and, if not
claimed on PCl, are forwarded to ISA.

Cache Enable. When CE=1, the corresponding memory segment is cacheable. It is illegal to set
CE=1 and RE=0 for the same segment. When CE=1 and WE =0, the corresponding memory range
is not cached in the L1 cache (KEN# is negated on CPU accesses). However, it is cached and write
protected in the L2 cache. The L2 cache handles cached write protected ranges as follows:

Code read (L2 miss): L2 line is allocated, data is read from main memory.
Data read (L2 miss):  data is read from main memory.

Any read (L2 hit): data is read from the L2 cache

Any write: subtractively decoded to PCl Bus.

PCI Enable. When PE=1, the corresponding memory range is accessible by PCI masters, as a func-
tion of the RE, WE and CE bits setting. When PE=0, the corresponding memory range is inaccessible
by PCl masters (the PCI master cycles are either claimed by PCl slaves or sent to ISA).
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Each PAM Register controls two ranges as shown in Table 9.

NOTE:

The combination RE=0and CE=1isillegal.
Table 9. PAM Registers and Associated Memory Ranges

PAM Reg Attribute Bits “ Memory Segment Comments Offset
PAMO[3:0] Reserved 59h
PAMO[7:4] PE CE WE RE OF0000-0FFFFFh BIOS Area 59h
PAM1 [3:0] PE CE WE RE 0C0000-0C3FFFh ISA Add-on BIOS " 5Ah
PAM1[7:4] PE CE WE RE 0C4000-0C7FFFh ISA Add-on BIOS 5Ah
PAM2[3:0] PE CE WE RE 0C8000-0CBFFFh | ISA Add-on BIOS 5Bh
PAM2[7:4] PE CE WE RE 0CC000-0CFFFFh ISA Add-on BIOS 5Bh
PAM3I[3:0] PE CE WE RE 0D0000-0D3FFFh ISA Add-on BIOS 5Ch
PAM3(7:4] PE CE WE RE 0D4000-0D7FFFh ISA Add-on BIOS 5Ch
PAM4[3:0] PE CE WE RE 0D8000-0DBFFFh ISA Add-on BIOS 5Dh
PAM4[7:4] PE. CE WE RE | 0DCO000-0DFFFFh ISA Add-on BIOS 5Dh
PAM5[3:0] PE CE WE RE O0E0000-0E3FFFh BIOS Extension 5Eh
PAM5(7:4] PE CE WE RE OE4000-0E7FFFh BIOS Extension 5Eh
PAMB6[3:0] PE CE WE RE OE8000-0EBFFFh BIOS Extension 5Fh
PAM6[7:4] PE CE WE RE O0ECO000-0EFFFFh BIOS Extension 5Fh

DOS Application Area (00000h-9FFFFh)

The 640 KByte DOS application area always has read, write, and cacheability attributes enabled and are not
programmable for the 0-640 KByte region. ‘

Video Buffer Area (A0000h~BFFFFh)

This 128 KByte area is not controlled by attribute bits. It is always subtractively decoded to ISA.

Expansion Area (C0000h-DFFFFh)

This 128 KByte area is divided into eight 16 KByte segments. Each segment can be assigned one of four
Read/Write states: read-only, write-only, read/write, or disabled (memory that is disabled is not remapped
elsewhere). Cacheability status can also be specified for each segment.

Extended System BIOS Area (E0000h-EFFFFh)

This 64 KByte area is divided into four 16 KByte segments. Each segment can be assigned independent
cacheability, read, and write attributes. Memory segments that are disabled are not remapped elsewhere.

System BIOS Area (FO000h-FFFFFh)

This area is a single 64 KByte segment. This segment can be assngned cacheablllty, read, and write attnbutes
and PCI enabled.
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Extended Memory Area (100000h-FFFFFFFFh)

The extended memory area can be split into several parts;
e BIOS area from 4 GByte to (4 GByte minus 512 KByte) (aliased on ISA at 16 MByte minus 15.5 MByte)
® Main memory from 1 MByte to a maximum of 128 MBytes

e PCl memory space from TOM to 128 MBytes or, (2 GBytes minus 128 MBytes) to (2 GByte plus
128 MByte), or 4 GByte to (4 GByte minus 128 MByte)

On power-up or reset the CPU vectors to the Flash BIOS area, mapped in the range of 4 GByte to 4 GByte-
512 KByte. However, this area is physically mapped on ISA. Since these addresses are in the upper 4 GByte
range, the request is directed to PCI. The 82420EX PClset strips the upper address bits to effectively map the
BIOS on ISA in the area between 16 MByte to 15.5 MByte. 1
The main memory space can occupy extended memory from a minimum of 1 MByte up to 128 MBytes. This
memory is cacheable. The following areas may be occupied by PCl memory: the address space on PCl from
TOM to 128 MBytes, between the Flash BIOS (4 GByte minus 512 KByte) and (4 GByte minus 128 MByte),

and the range from (2 GBytes minus 128 MBytes) to (2 GByte plus 128 MByte) may be occupied by PCI
memory. This memory space is not cacheable.

3.3.17 DRB—DRAM ROW BOUNDARY REGISTERS

Address Offset:  DRB4(64h), DRB3(63h) DRB2(62h)
DRB1(61h), DRBO(60h)

Default Value: 01h (for each DRB)
Access: Read/Write
Size: 8 bits

The PSC supports up to 5 rows of DRAM. When populated, each row contains 32 (non-interleaved) or 64
(interleaved) bits of data. The DRAM Row Boundary registers define upper and lower addresses for each
DRAM row. Contents of these 8-bit registers represent the amount of memory in MBytes.

DRBO = Total amount of memory in row 0 (in MBytes)

DRB1 = Total amount of memory in row 0 + row 1 (in MBytes)

DRB2 = Total amount of memory in row 0 + row 1 + row 2 (in MBytes)

DRB3 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 (in MBytes)

DRB4 = Total amount of memory inrow 0 + row 1 + row 2 + row 3 + row4 (in MBytes)

The DRAM array can be configured with SIMMs that have address depths of 256 KByte, 1 MByte, and
4 MByte. Each register defines an address range that causes a particular RAS # line to assert (e.qg. if the first
DRAM row is 2 MBytes in size, then accesses within the 0 to 2 MByte range causes the RASO# line to be
asserted). The DRAM Row Boundary (DRB) Registers are programmed with an 8-bit upper address limit value.

Bit Description

7:0 | Memory Boundary in MBytes: This 8-bit value is used to determine the upper address limit of this
row (i.e., this row - previous row = row size). Unpopulated rows have a value equal to the previous row
(row size=0). The value programmed into DRB4 always reflects the maximum amount of DRAM in the
system.
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Example 1:
If SIMMO contains a 256K x 36 SIMM,(which is equivalent to 1 MByte DRAM), DRBO is set to 01h. If th|s is the
only SIMM in the system, DRBI[4:1] are each set to O1h. .

Example 2:

One way to achieve maximum main memory is to populate SIMMs 0-3 with 8M x 36 double-sided SIMMs
(which have 32 MBytes each). In this case, DRB[4:0] would be programmed as follows: DRB0=20h,
DRB1=40h, DRB2=60h, DRB3=80h, DRB4 = 80h. ‘

3.3.18 PIRQ1RC/PIRQORC—PIRQ ROUTE CONTROL REGISTERS

Address Offset: 66h (PIRQORC)
67h (PIRQ1RC)

Default Value: PIRQORC 80h

PIRQ1RC 80h
Attribute: Read/Write
Size: . 8 bits

The PIRQ1RC/PIRQORC Registers control the routing of PIRQ[1:0] signals to the internal IRQ inputs of the
interrupt controller. Each PIRQx# can be independently routed to any one of 11 interrupts. One or both
PIRQx# lines can be routed to the same IRQx input. Note that the IRQ selected through bits[3:0] must be set
to level sensitive mode in the corresponding ELCR Register.

Bit Description

7 PIRQx Interrupt Signal Routing Enable: When bit 7=0 (enabled), PIRQx# is routed to the IRQ
selected by bits([3:0] of this reg|ster When bit 7=1 (d|sabled default), the PIRQx # signal is not routed
to any IRQ line.

6:4 | Reserved: Read as zeros.

3:0 | PIRQX Interrupt Signal Routing: When bit 7=0, bits[3:0] select how each PIRQx# is routed to each
internal 8259 IRQx. The routing for different values of this field are shown below.

Bits[3:0] PIRQx Interrupt Routing Bits[3:0] PIRQx Interrupt Routing

0000 - Reserved (default) 1000 Reserved
0001 Reserved 1001 IRQ9
0010 Reserved 1010 IRQ10
0011 IRQ3 ’ 1011 IRQ11

- 0100 - IRQ4 ‘ 1100 IRQ12
0101 . IRQ5 1101 Reserved
0110 IRQ6 1110 IRQ14
0111 IRQ7 1111 IRQ15
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3.3.19 DMH—DRAM MEMORY HOLE REGISTER
Address Offset: 68h

Default Value: 00h
Attribute: Read/Write
Size: 8 bits

The DMH Register defines a hole in main memory between 1 MByte and 16 MBytes. ISA memory accesses to
the region defined by the memory hole are not forwarded to main memory. The ISA cycle is confined to the
ISA Bus.

Bit Description

7 Memory Hole Enable (MHE): When MHOLEE = 1, the memory hole is enabled and all ISA master and’
DMA accesses within the programmed hole are confined to the ISA Bus. All CPU and PCI master
accesses within the hole are forwarded to the PCI/ISA Bus. When MHOLEE = 0 (default), the memory
hole is disabled. )

6:4 | Memory Hole Size (MHSIZE): This field selects the memory hole size as shown in the table below.

Bits[6:4] Memory Hole Size Bits[6:4] Memory Hole Size

000 1 MByte (default) 100 Reserved
001 2 MBytes 101 Reserved
010 Reserved 110 Reserved
011 4 MBytes 111 8 MBytes

3:0 | Memory Hole Start Address (MHSTRT): This four bit field defines the starting address of the memory
hole. Bits[3:0] correspond to A[23:20], respectively. The memory hole starting address can be
between 1 MByte and 16 MBytes, with 1 MByte granularity. Note that the top of the memory hole
range must be below 16 MBytes. It is the responsibility of the BIOS to set the hole size and starting
address accordingly.

3.3.20 TOM—TOP OF MEMORY
Address Offset: 69h

Default Value: 02h
Attribute: Read/Write
Size: 8 bits

The 82420EX PClset supports up to 128 MBytes of system memory. The Top Of Memory Register must be set
by the BIOS to the value of the DRB4 Register plus the memory hole size. For example, the top of memory for
a system with 16 MBytes of DRAMs, and a 1 MByte Hole (somewhere between 1 and 16 MBytes), is at
17 MBytes.

The TOM Register is programmed with an 8-bit upper address limit value. This upper address limit is compared
to A[31:30,26:20] of the Host address bus to determine if main memory is being targeted. When
A[31:30,26:20] <TOM, and the access is not to the memory hole, main memory is being targeted. Otherwise, a
PCI or ISA region is being targeted. Bits[7:0] of this register correspond to A[31:30,26:20].

Note that SMRAM can be placed at the top of memory between TOM-64 KByte and TOM. Note, also, that the
maximum supported DRAM size is 128 MBytes minus the Memory Hole size.

For use with operating systems other than Windows*, DOS*, and 0S/2*, the TOM register should not be
programmed with a value of greater than 127M.

*Other brands and names are the property of their respective owners.
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3.3.21 SMRAMCON—SMRAM CONTROL REGISTER
Address Offset: = 70h

Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

The SMRAMCON Register sets the SMRAM location and attributes. SMRAM is always located in main memo-
ry and it is always non-cacheable. The memory block that shares the same bus address range with SMRAM is
also non-cacheable (even if it is defined as cacheable by other configuration settings).

Bit i Description

7 Reserved

6 | SMRAM Space Open (SMOPN): This bit manually opens SMRAM space. When SMOPN=1, CPU
accesses (only CPU accesses) to SMRAM are re-mapped (see SMBASE description). BIOS uses this
bit to manually open the SMRAM when the CPU is not in SMM. SMOPN is used by the BIOS to
initialize the SMRAM. Setting the SMOPN bit to 1 has no effect when the CPU is in SMM (SMLCK bit
is 1) or when the CPU is not the current system miaster (HLDA=1).

5 SMRAM Close (SMCLS): This bit manually closes SMRAM space. The SMI handler uses SMCLS to
access the physical memory block that shares the same bus address range with SMRAM. When
SMCLS =1, re-mapping of SMRAM (code and data) is disabled. This permits the CPU to access the
data in system memory that is aliased by SMM memory, even when the CPU is in SMM. Note that
SMCLS affects data accesses only; code read cycles are not affected.

4 SMRAM Lock (SMLCK): SMLCK locks SMRAM space from manual opening. When SMLCK=1, the
SMOPN function is disabled, as well as write protecting the SMBASE. The SMLCK bit is a write once
bit. This means that once set, this bit cannot be cleared by software. Only a CPURST clears this bit.

SMLCK permits BIOS, after initialization is complete, to protect the SMRAM from other programs.
Once SMLCK is set to 1, no manual opens of the SMRAM are possible.

Reserved

2:0 | SMRAM Base Address (SMBASE): SMBASE selects the SMRAM segment. Based on this selection,
the SMRAM address is re-mapped as shown below. The setting of the SMRAM range forces the CPU
bus range to be non-cacheable, regardless of other bit settings. The following table describes some
SMBASE values and attributes.
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y CPU DRAM | Non-CPU Cycles Are
Bits[2:0] Range | Range Sent to: Comments
000 Reserved
001 Reserved
010 A0000- | AO00O- | Subtractively to PCI/ISA graphic frame buffer region. Region can
AFFFFh | AFFFFh | PCI/ISA not be used as SMRAM if it is also used as a
ic f f ice.
011 B0000— | BO00O- graphic frame buffer of a Host Bus device
BFFFFh | BFFFFh
100 C0000- | AOOOO- | Main memory or
CFFFFh | AFFFFh | subtractively PCI/ISA,
101 D0000- | A00OO- Funf:tion of registers
DFFFFh | AFFFFh | Seting.
110 E0000- | AO0OO-
EFFFFh | AFFFFh
111 F0000- | AOOOO-
FFFFFh | AFFFFh
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'3.3.22 SMICNTL—SMI CONTROL REGISTER
Address Offset: AOh

Default Value: 08h
Attribute: Read/Write
Size: 8 Bits

The SMICNTL Register provides Fast Off Timer control, STPCLK# enable/disable, and throttle control. This
register also enables/disables the system management interrupt (SMI).

NOTE:
Bits[4:3] =01 can be used to freeze the Fast Off Timer when in SMM. Freezing the Fast Off Timer
prevents time-outs from occurring while executing SMM code. This prevents the system from being
confused by asynchronous events that could happen while servicing SMM code.

Bit Description

7:5 | Reserved

4:3 | Fast Off Timer Control (CTMRCNTL): This field enables/disables the Fast Off Timer and when
enabled, selects the timer’s counting granularity as shown below.

Bits[4:3] Count Granularity for 33 MHz Count Granularity for 25 MHz

Host Bus Operation Host Bus Operation
00 1 Minute 1.32 Minutes
01 Disabled (default) Disabled (default)
10 1 HCLKIN 1 HCLKIN
11 1 msec 1.32 msec

2 STPCLK # Signal Throttle Enable (CSTPCLKTHE): This bit enables/disables control of the
STPCLK# high/low times by the clock throttle timers. When bit 2= 1, the STPCLK # signal throttle
control is enabled. When enabled (and bit 1= 1, enabling the STPCLK # signal), the high and low
times for the STPCLK # signal are controlled by the Clock Throttle STPCLK # High Timer and Clock
Throttle STPCLK# Low Timer Registers, respectively. When bit 2= 0 (default), the throttle control of
the STPCLK # signal is disabled.

1 STPCLK # Signal Enable (CSTPCLKE): This bit permits software to place the CPU into a low power
state. When bit 1= 1, the STPCLK # signal is enabled and a read from the APMC Register causes
STPCLK # to be asserted. When bit 1 =0 (default), the STPCLK# signal is disabled and is negated
(high). Software can set this bit to 0 by writing a 0 to it.

0 SMI# Gate (CSMIGATE): When bit 0= 1, the SMI# signal is enabled and a system management
interrupt condition causes the SMI# signal to be asserted. When bit 0 =0 (default), the SMI # signal is
masked and negated. This bit only affects the SMI# signal and does not affect the detection/
recording of SMI events (i.e., this bit does not affect the SMI status bits in the SMIREQ Register).
Thus, SMI conditions can be pending when this bit is set to 1. If an SMI is pending when this bit is set
to 1, the SMI# signal is asserted.
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3.3.23 SMIEN—SMI ENABLE REGISTER
Address Offset: A2-A3h

Default Value: 0000h
Attribute: Read/Write
Size: 16 Bits

This register enables the generation of SMI (asserting the SMi# signal) for the associated hardware events
(bits[5:0]), external SMI signal (bit 6), and software events (bit 7). When a hardware event is enabled, the
occurrence of a corresponding event results in the assertion of SMI#, if enabled via the SMICNTL Register.
The SMI# is asserted independent of the current power state (Power-On or Fast Off). The default for all
sources in this register is disabled.

Bit

Description

15:8

Reserved

7

APMC Write SMI Enable: This bit enables SMI for writes to the APMC Register. When bit 7=1,
writes to the APMC Register generate an SMI. When bit 7 =0, writes to the APMC Register do not
generate an SMI.

EXTSMI # Signal SMI Enable: When bit 6= 1, asserting the EXTSMI # input signal generates an
SMI. When bit 6=0, asserting EXTSMI# does not generate an SMI.

Fast Off Timer SMI Enable: This bit enables the Fast Off Timer to generate an SMI. When bit 5=1,
the timer generates an SMI when it decrements to zero. When bit 5=0, the timer does not generate

| an SML.

IRQ12 SMI Enable (PS/2 Mouse Interrupt): This bit enables the IRQ12 signal to generate an SMI.
When bit 4= 1, asserting the IRQ12 input signal generates an SMI. When bit 4 =0, asserting IRQ12
does not generate an SMI.

IRQ8 SMI Enable (RTC Alarm Interrupt): This bit enables the IRQ8 signal to generate an SMI.
When bit 3= 1, asserting the IRQ8 input signal generates an SMI. When bit 3=0, asserting IRQ8
does not generate an SMI.

IRQ4 SMi Enable (COM2/COM4 Interrupt or Mouse): This bit enables the IRQ4 signal to generate
an SMI. When bit 2= 1, asserting the IRQ4 input signal generates an SMI. When bit 2=0, asserting
IRQ4 does not generate an SMI.

IRQ3 SMI Enable (COM1/COMS Interrupt or Mouse): This bit enables the IRQ3 signal to generate
an SMI. When bit 1=1, asserting the IRQ3 input signal generates an SMI. When bit 1=0, asserting
IRQ3 does not generate an SMI.

IRQ1 SMI Enable (Keyboard Interrupt): This bit enables the IRQ1 signal to generate an SMI. When
bit 0=1, asserting the IRQ1 input signal generates an SMI. When bit 0=0, asserting IRQ1 does not

generate an SMI.
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3.3.24 SEE—SYSTEM EVENT ENABLE
Address Offset: A4-A7h

Default Value: 00000000h
Attribute: Read/Write
Size: 32 Bits

This register enables hardware events as system events or break events for power management control. Note
that all of the functional bits in the SEE Register provide system event control. In addition, all bits provide
break event control. The default for each system/break event in this register is disabled.

System Events: Activity by these events can keep the system from powering down. When a system event is
enabled, the corresponding hardware event activity prevents a Fast Off powerdown condition. Anytime the
corresponding hardware event occurs (signal is asserted), the Fast Off Timer is re-loaded with its initial count.

Break Events: These events can awaken a powered down system. When a break event is enabled, the
corresponding hardware event activity powers up the system by negating STPCLK #. Note that STPCLK # is
not negated until the stop grant special cycle has been generated by the CPU. Thus, from the time that
STPCLK# is asserted until the stop grant cycle is returned, the occurrence of subsequent break events are
latched in the IB.

NOTE: ‘
Bit 30 in this register is used as a global break event and should be set to 1 if ISA cards that gener-
ate IRQ’s by driving them low and then high and keeping them high until another interrupt is generat-
ed, are supported. Refer to the bit description.

SRESET is always enabled as a break event. However, SRESET only causes a break event after a
stop grant special cycle has been received. If SRESET is asserted while STPCLK # is active and then
negated before the stop grant cycle is received, SRESET does not cause a break event.

Bit : Description

31 Fast Off SMI Enable (FSMIEN): When bit 31 =1 (enabled), an SMI causes a system event that re-
loads the Fast Off Timer and a break event that negates the STPCLK # signal. When bit 31=0
(disabled), an SMI does not re-load the Fast Off Timer or negate the STPCLK # signal.

30 INTR Enable (FINTREN): When bit 30 of this register is set to 1, INTR will be used as a global break
event. In this case, any IRQ that is generated will cause the system to power-up via the negation of |~
STPCLK#, regardless of the state of bits 0, 1, and 3 through 15 in this register. When this bit is set
to 0, INTR is not used as a break event and bits 0, 1, and 3 through 15 can be used to individually
enable/disable break events. Note that this bit has no effect on the setting of system events and
only effects the break event function.

29 Fast Off NMI Enable (FNMIEN): When bit 29=1 (enabled), an NMI (e.g., parity error) causes a
system event that re-loads the Fast Off Timer and a break event that negates the STPCLK # signal.
When bit 29 =0 (disabled), an SMI does not re-load the Fast Off Timer or negate the STPCLK #
signal.

28:16 | Reserved
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Bit Description

15:3 | Fast Off IRQ[15:3] Enable: These bits are used to prevent the system from entering Fast Off and
break any current powerdown state when the selected hardware interrupt occurs. When a bit=1
(enabled), the corresponding interrupt causes a system event that re-loads the Fast Off Timer and a
break event that negates the STPCLK # signal. When a bit= 0 (disabled), the corresponding interrupt
does not re-load the Fast Off Timer or negate the STPCLK # signal.

2 Reserved

1:0 | Fast Off IRQ[1:0] Enable: These bits are used to prevent the system from entering Fast Off and
break any current powerdown state when the selected hardware interrupt occurs. When a bit=1, the
corresponding interrupt causes a system event that re-loads the Fast Off Timer and a break event
that negates the STPCLK # signal. When a bit= 0 (disabled), the corresponding interrupt does not re-
load the Fast Off Timer or negate the STPCLK # signal.

3.3.25 FTMR—FAST OFF TIMER REGISTER
Address Offset: A8h

Default Value: OFh
Attribute: Read/Write
Size: 8 Bits

The Fast Off Timer is used to indicate (through an SMI) that the system has been idle for a pre-programmed
period of time. The Fast Off Timer consists of a count-down timer and the count down value programmed into
this register. The Fast Off Timer count down value is (x + 1) where x equals the value programmed in the Fast
Off Timer register and the unit of measurement is in minutes or msec, depending on the value of bits 4-3 in
the SMI Control register. The Fast Off Timer count down value is loaded into the Fast Off Timer when an
enabled system event occurs. When the timer expires, an SMI special cycle is generated. When the Fast Off
" Timer is enabled (bits[4:3]1 =00, 10, or 11 in the SMICNTL register), the timer counts down from the Fast Off
Timer count down value. The count time interval is programmable (via the SMICNTL Register). When the Fast
Off Timer reaches 00h, an SMI is generated and the timer is re-loaded with the Fast Off Timer count down
value. If an enabled system event occurs before the Fast Off Timer reaches 00h, the Fast Off Timer is re-load-
ed with the Fast Off Timer count down value. Note that the Fast Off Timer should never be programmed to a
value of 00h.

NOTE:
Before writing to the FTMR Register, the Fast Off Timer must be stopped by setting bits[4:3] to 01 in
the SMICNTL Register. The Fast Off Timer will begin decrementing when the these bits are subse-
quently set to 00, 10, or 11.

Bit Description

7:0 | Fast Off Timer Value: Bits[7:0] contain value x, where the Fast Off Timer count down value is (x + 1).
A read from the FTMR Register returns the value last written.
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3.3.26 SMIREQG—SMI REQUEST REGISTER
Address Offset:  AA-ABh

Default Value: - 00h
Attribute: Read/Write
Size: 16 Bits

The SMIREQ Register contains status bits indicating the cause of an SMI. When an enabled event causes an
SMI, the IB automatically sets the corresponding event’s status bit to 1. Software sets the status bits to 0 by
writing a 0 to them.

The SMI handler can query the status bits to see what caused the SMI and then branch to the appropriate
routine. As the individual routines complete, the handler resets the appropriate status bit by writing a 0 to the
corresponding bit.

Each of the SMIREQ bits is set by the IB in response' to the activation of the corresponding SMI event. If the
SMI event is still active when the corresponding SMIREQ bit is set to 0, the IB does not set the status bit back
to a1 (i.e., there is only one status indication per active SMI event).

When an IRQx signal is asserted, the corresponding RIRQx bit is set to a 1. If the IRQx signal is still active
when software sets the RIRQx bit to 0, RIRQx is not set back to a 1. The IRQx may be negated before
software sets the RIRQx bit to 0. If the RIRQx bit is set to 0 at the same time a new IRQx is activated, RIRQx
remains set to 1. This indicates to the SMI handler that a new SMI event has been detected.

NOTE:
The SMIREQ bits are set, cleared, or read independently of each other and independently of the
CSMIGATE bit in the SMICNTL Register.

Bit . Description .
15:8 | Reserved

7 APM SMI Status (RAPMC): The IB sets this bit to 1 to indicate that a write to the APM Control
Register caused an SMI. Software sets this bit to a 0 by writinga 0 to it.

6 EXTSMI# SMI Status (REXT): The IB sets this bit to 1 to indicate that EXTSMI# caused an SMI
Software sets this bit to a 0 by writinga O to it.

5 Fast Off Timer Expired Status (RFOT): The IB sets this bit to 1 to indicate that the Fast Off Timer
expired and caused an SMI. Software sets this bit to a 0 by writinga 0 to it.

4 IRQ12 Request SMI Status (RIRQ12): The IB sets this bit to 1 to indicate that IRQ12 caused an SMI.
Software sets this bit to a 0 by writing a 0 to it.

3 IRQ8 # Request SMI Status: The IB sets this bit to 1 to indicate that IRQ8 # caused an SMI.
Software sets this bit to a 0 by writing a 0 to it.

2 IRQ4 Request SMI Status: The IB sets this bit to 1 to indicate that IRQ4 caused an SMI. Software
sets this bit to a 0 by writing a 0 to it.

1 IRQ3 Request SMI Status: The IB sets this bit to 1 to indicate that IRQ3 caused an SMI. Software
sets this bit to a 0 by writing a 0 to it. ‘

0 IRQ1 Request SMI Status: The IB sets this bit to 1 to indicate that IRQ1 caused an SMI. Software
sets this bit to a 0 by writing a 0 to it.
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3.3.27 CTLTMRL—CLOCK THROTTLE STPCLK# LOW TIMER
Address Offset: ACh

Default Value: 00h
Attribute: Read/Write .
Size: 8 Bits -

The duration of the STPCLK # asserted period when bit 2 in the SMICNTL Register is set to 1is (x + 1) where
x equals the value programmed in this register. The value in this register plus 1 is loaded into the STPCLK #
Timer when STPCLK# is asserted. However, the timer does not start until the Stop Grant Bus Cycle is
received. The STPCLK# timer counts using a 32 ps clock.

Bit Description
7:0 | Clock Throttle STPCLK # Low Timer Value: Bits[7:0] define the value x, where the Clock Throttle 1 )
STPCLK# Low Timer count down value is (x + 1). (x + 1) defines the duration of the STPCLK #

asserted period during clock throttling.

3.3.28 CTLTMRH—CLOCK THROTTLE STPCLK# HIGH TIMER
Address Offset: AEh

Default Value: 00h
Attribute: Read/Write
Size: 8 Bits

The duration of the STPCLK# negated period when bit 2 in the SMICNTL Register is set to 1is (x + 1) where
x equals the value programmed in this register. The value in this register plus 1 is loaded into the STPCLK #
Timer when STPCLK# is negated. The STPCLK# timer counts using a 32 us clock.

Bit Description

7:0 | Clock Throttle STPCLK # High Timer Value: Bits[7:0] define the value x, where the Clock Throttle
STPCLK# High Timer count down value is (x + 1). (x + 1) defines the duration of the STPCLK #
negated period during clock throttling.

3.4 ISA-Compatible Registers

This section describes the ISA-Compatible registers consisting of the DMA, interrupt controller, timer/counter,
X-Bus control, NMI control, clock/reset, and advanced power management registers. Some of the registers
are only accessible from the CPU/PCI Buses while others can be accessed by the CPU, PCI, or ISA Buses
(see Table 7).

3.4.1 DMA REGISTER DESCRIPTION

The IB contains DMA circuitry that incorporates the functionality of two 82C37 DMA controllers. The two DMA
controllers consist of two logical channel groupschannels [3:0] (Controller 1DMA1) and channels [7:4] (Con-
troller 2DMA2).

I ADVANGCE INFORMATION 1-237



82420EX “ i n'l'el R

This section describes the DMA registers. Unless otherwise stated, a CPURST sets each register to its default
value. In addition, the DMA Master Clear Command (address 00Dh for channels [3:0] and ODAh for channels
[7:4]) permits software to set the DMA Command, DMA Status, DMA Request, and internal First/Last Flip-
Flop Registers to their default values. The DMA Master Clear Command also sets the mask registers to their
default values.

3.4.1.1 DCOM—DMA Command Register

1/0 Address: Channels [3:0]—08h
) Channels [7:4]—0DOh
Default Value:  00h
Attribute: Write Only
Size: 8 bits

This 8-bit register enables/disables the DMA channel groups, selects the priority scheme for responding to
DMA requests, and selects the DMA request signal (DREQ) sense level. Following a CPURST or DMA Master
Clear, both DMA1 and DMAZ2 are enabled in fixed priority and the DREQ sense level is active high.

Bit Description

7 | DACK# Active Level (DACKI[3:0,(7:5)] #): Bit 7 controls the DMA channel request acknowledge
(DACK #) assertion level. When bit 1=1, DACK# is an active high signal. When bit 1 =0 (default),
DACK# is an active low signal. o

6 DREQ Sense Assert Level (DREQI3:0, (7:5)]): Bit 6 controls the DREQx signal assertion level that
the DMA controller detects as an active DMA channel request. Note that the DREQ channel assertion
sensitivity is assigned by channel group, not per individual channel. When bit 6 =0 (default), the
DREQx sense assert level is active high. When bit 6 =1, the DREQx sense assert level is active low.
Following CPURST, the DREQx sense assert level is active high.

Reserved: Must be 0 when programming this register.

4 DMA Group Arbitration Priority: For priority resolution, the DMA consists of two logical channel
groups—channels [3:0] (Controller 1—DMA1) and channels [7:4] (Controller 2—DMAZ2). Each group
can be assigned fixed or rotating priority. Thus, both groups can be assigned fixed priority, one group
can be assigned fixed priority and the other rotating priority, or both groups can be assigned rotating
priority. When bit 4 =0 (default), fixed priority is assigned to the channel. For fixed priority, the priority
ordering is 0 (highest priority), 1, 2, 3, 5, 6, and 7 (lowest priority). Channels [3:0] of DMA-1 assume the
priority position of Channel 4 in DMA-2, thus taking priority over channels 5, 6, and 7. Following
CPURST, each group is initialized in fixed priority.

When bit 4 =1, rotating priority is assigned to the channel group. For rotating priority, the priority chain
rotates so that the last channel serviced is assigned the lowest priority in the channel group ([3:0] or
[7:5]). Channels [3:0] rotate as a group of 4. They are always placed between Channel 5 and Channel
7 in the priority list. Channel [7:5] rotate as part of a group of 4. That is, channels [7:5] form the first
three positions in the rotation, while channels [3:0] comprise the fourth position in the arbitration.

Reserved: Must be 0 when programming this register.

DMA Channel Group Enable: When bit 2=1, the DMA channel group is disabled. Note that disabling
channel group [7:4] also disables channel group [3:0], which is cascaded through channel 4. When bit
2 =0 (default), the DMA channel group is enabled. Following CPURST, both channel groups are
enabled. '

1:0 | Reserved: Must be 0 when programming this register.
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3.4.1.2 DCM—DMA Channel Mode Register
1/0 Address: Channels [3:0]—0Bh

Channels [7:4]—0D6h

Default Value:  Bits[7:2] =0, Bits[1:0] = undefined
Attribute: Write Only

Size:

8 bits

The Channel Mode Register controls DMA transfer type, transfer mode, address increment/decrement, and
autoinitialization. The DMA transfer mode for channel 4 defaults to cascade and cannot be programmed for
any mode other than DMA transfer mode.

Bit

Description.

7:6

DMA Transfer Mode: Bits [7:6_] select the DMA transfer mode as shown below.

Bits[7:6] DMA Transfer Mode

00 Demand (default)
01 Single

10 Block

11 Cascade.

Address Increment/Decrement Select: Bit 5 controls address increment/decrement during multi-
byte DMA transfers. When bit 5=0 (default), address increment is selected. When bit 5=1, address
decrement is selected. )

Autoinitialize Enable: When bit 4=1, the DMA restores the base page, address, and word count
information to their respective current registers following a terminal count (TC). When bit4=0
(default), the autoinitialize feature is disabled and the DMA does not restore the above mentioned
registers.

3:2

DMA Transfer Type: This field selects verify, write, or read data transfer types as shown below. Write
transfers move data from an 1/0 device to memory. Read transfers move data from memory to an 170
device. Verify transfers are pseudo transfers; addresses are generated as in a normal read or write
transfer. However, with Verify transfers, the ISA memory and I/0 cycle lines are not driven. When the
channel is programmed for cascade (bits[7:6] = 11), the transfer type bits are irrelevant.

Bits[3:2] DMA Transfer Type

00 Verify (default)
- 01 Write
10 .  Read
11 lilegal: do not write

1:0

DMA Channel Select: This field select the DMA Channel Mode Register that will be written by
bits[7:2] as shown below. These bits are undefined after a hard reset.

Bits[1:0] DMA Channel Select

00 Channel 0(4)
01 Channel 1(5)
10 Channel 2(6)

11 Channel 3(7)
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3.4.1.3 DREQ—DMA Request Register

1/0 Address: Channels [3:0]—08h
Channels [7:4]—0D2h
Default Value:  Bits[1:0] = undefined, Bits[7:2] =0
Attribute: Write Only
Size: 8 bits

The DMA Request Register is used by software to initiate a DMA request. The DMA responds to the software
request as though DREQXx is asserted. These requests are non-maskable and subject to prioritization by the
priority encoder. When a TC is generated, the channel’s request bit is set to 0. For software DMA requests, the
channel must be in Block Mode. Note that the DMA Request Register status for DMA1 and DMA2 can be
obtained from bits[7:4] of the DMA Status Register. The request bit for each channel is set to its default value
by a CPURST or a Master Clear. The register is not affected by the RSTDRV output.

Bit Description

7:3 | Reserved: Must Be 0 when programming this register.

2 DMA Channel Service Request: When bit 2= 1, a software DMA transfer is requested for the channel
specified by bits[1:0]. When bit 2= 0 (default), software DMA transfers are not requested for the
channel specified by bits[1:0].

1:0 | DMA Channel Select: This field selects the DMA channel to be written by bit 2 as shown below.

Bits[1:0] DMA Channel Select

00 Channel 0(4)
01 Channel 1(5)
10 Channel 2(6)
11 Channel 3(7)

3.4.1.4 WSMB—Write Single Mask Bit Register

1/0 Address: Channels [3:0]—0Ah
. Channels [7:4]—0D4h
Default Value:  Bits[1:0] = undefined, Bit 2=1, Bits[7:3]1=0
Attribute: Write Only
Size: 8 bits

The WSMB Register permits the masking of the incoming DMA requests (DREQx) for each channel. A chan-
nel's mask bit is automatically set when the Current Byte/Word Count Register reaches terminal count, unless
the channel is programmed for autoinitialization. This register is set to its default value by a CPURST or a
Master Clear. Setting the entire register disables all DMA requests until a Clear Mask Register instruction
allows them to occur. This instruction format is similar to the format used with the DMA Request Register.

NOTE:
Individually masking DMA channel 4 (DMA controller 2, channel 0) automatically masks DMA chan-
nels [3:0], as this channel group is logically cascaded onto channel 4. Setting this mask bit disables
the incoming DREQ’s for channels [3:0].
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Bit

Description

7:3

Reserved: Must be 0 when programming this register.

2

Channel Mask Select: When bit 2= 1 (default), DREQ is masked (disabled) for the channel selected
by bits[1:0]. When bit 2= 0, DREQ is not masked (enabled) for the channel selected by bits[1:0].

1.0

DMA Channel Select: This field selects the DMA channel to be written by bit 2 as shown below.

Bits[1:01 DMA Channel Select

00 Channel 0(4)
01 Channel 1(5)
10 Channel 2(6)
11 Channel 3(7)

3.4.1.5 WAMB—Write All Mask Bits Register
1/0 Address: Channels [3:0]—O0Fh

Channels [7:4]—O0DEh

Default Value:  Bit[3:0] =1, Bit[7:4] =
Attribute: Read/Write

Size:

8 bits

This register enables/disables the incoming DREQXx signals. All four channels can be simultaneously enabled/
disabled instead of enabling/disabling each channel individually, as is the case with the Write Single Mask Bit
Register.

Unlike the WSMB Register, the WAMB Register includes a status read to check the current mask status of the
selected DMA channel group. A channel’s mask bit is automatically set to 1 when the Current Byte/Word
Count Register reaches terminal count, unless the channel is programmed for autoinitialization. All mask bits
are set to 1 (disable) by CPURST or a Master Clear. Setting these bits to 1 disables all DMA requests until a
Clear Mask Register instruction enables the requests.

1.

2.

NOTES:

Individually masking DMA channel 4 (DMA controller 2, channel 0) automatically masks DMA chan-
nels [3:0], as this channel group is logically cascaded onto channel 4.

Masking DMA controller 2 with a write to address ODEh also masks DREQ assertions from the DMA
controller, as this channel group is logically cascaded onto channel 4. When DMA channel 4 is
masked, so are DMA channels [3:0]. , .

'

Bit

Description

7:4

Reserved: Must be 0 when programming this register.

3:.0

Channel Mask Bits: Setting the bit(s) to a 1 (default) disables the corresponding DREQ(s). Setting the
bit(s) to a 0 enables the corresponding DREQ(s). When read, bits[3:0] indicate the DMA channel [3:0]

([7:4]) mask status.
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3.4.1.6 DS—DMA Status Register

1/0 Address: Channels [3:0]1—08h
Channels [7:4]—0D0h

Default Value:  00h

Attribute: Read Only

Size: 8 bits

This register indicates which channels have reached terminal count and which channels have a pending DMA
request.

Bit Description

7:4 | Channel Request Status: When a valid DMA request is pending for a channel (on its DREQ signal
line), the corresponding bit is set to 1. When a DMA request is not pending for a particular channel, the
corresponding bit is set to 0. The source of the DREQ may be hardware or a software request. Note
that channel 4 does not have DREQ or DACK lines, so the response for a read of DMA2 status for
channel 4 is irrelevant.

3:0 | Channel Terminal Count Status: When a channel reaches terminal count (TC), its status bit is set to
1. If TC has not been reached, the status bit is set to 0. Note that channel 4 is programmed for
cascade, and is not used for a DMA transfer. Therefore, the TC bit response for a status read on
DMA2 for channel 4 is irrelevant. Bits[3:0] are set to 0 upon CPURST and on a read of the DS
Register.

3.4.1.7 DB&CA—bMA Base And Current Address Registers (8237 Compatible Segment)

1/0 Address: DMA Channel 0—000h, DMA Channel 1—002h, DMA Channel 2—004h,
DMA Channel 3—006h, DMA Channel 4—0COh, DMA Channel 5—0C4h,
DMA Channel 6—0C8h, DMA Channel 7—0CCh

Default Value:  Undefined .

Attribute: Read/Write

Size: 16 bits per channel

Each channel has a 16-bit Current Address Register. This register contains the value of the 16 least significant
bits of the full 27-bit address used during DMA transfers. The address is automatically incremented or decre-
mented after each transfer and the intermediate values of the address are stored in the Current Address
Register during the transfer. The Host CPU reads/writes the register in successive 8-bit bytes. This register is
not accessible by ISA Bus masters. The programmer must issue the Clear Byte Pointer Flip-Flop Command to
reset the internal byte pointer and correctly align the write prior to programming the Current Address Register.
Atfter clearing the Byte Pointer Flip-Flop, the first read/write accesses the low byte (bits[7:0]), and the second
read/write accesses the high byte (bits[15:8]). Note that a mixed sequence of read and write cycles continues
to toggle the Byte Pointer Flip-Flop, and successive reads and writes from this register alternate between the
low byte and the high byte. An autoinitialize re-initializes the Current Address Register back to its original value
following a TC. Autoinitialize occurs only after a TC.
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Each channel has a Base Address Register located at the same address as the corresponding Current

Address Register. These registers store the original value of their associated Current Address Registers. -

During autoinitialize these values are used to restore the Current Address Registers to the original values. The
Base Registers are written simultaneously with their corresponding Current Address Register in successive
8-bit bytes. The Base Registers are write only.

Bit Description

15:0 | Base and Current Address([15:0]: These bits represent the 16 least significant address bits used
during DMA transfers. Together with the DMA Low Page Register, they form the ISA-Compatible
24-bit DMA address. As an extension of the ISA-Compatible functionality, the DMA High Page
Register completes the 27-bit DMA address generation, supporting DMA transfers throughout the full

128 MBytes of main memory. Upon CPURST or Master Clear, the value of these bits are undefined.

3.4.1.8 DB&CBW—DMA Base And Current Byte/Word Count Registers (8237 Compatible Segment)

1/0 Address: DMA Channel 0—001h, DMA Channel 1—003h, DMA Channel 2—005h,
DMA Channel 3—007h, DMA Channel 4—0C2h, DMA Channel 5—0C6h,
DMA Channel 6—0CAh, DMA Channel 7—0CEh

Default Value:  Undefined

Attribute: Read/Write

Size: 16 bits per channel

Each channel has a 16-bit Current Byte/Word Count Register that determines the number of transfers to be
performed. The actual number of transfers is one more than the number programmed in the Current Byte/
Word Count Register (i.e., programming a count of 100 results in 101 transfers). The byte/word count is
decremented after each transfer. The intermediate value of the byte/word count is stored in the register during
the transfer. When the value in the register goes from 0000h to FFFFh, a TC is generated.

Following the end of a DMA service, the register may also be re-initialized by an autoinitialization back to its
original value. Autoinitialize can only occur when a TC occurs. If itis not autoinitialized, this register has a count
of FFFFh after TC.

For transfers to/from an 8-bit 170, the byte/word count indicates the number of bytes to be transferred. This
applies to DMA channels [3:0]. For transfers to/from a 16-bit /0, with shifted address, the byte/word count
indicates the number of 16-bit words to be transferred. This applies to DMA channels [7:5].

Each channel has a Base Byte/Word Count Register located at the same 1/0 address as the corresponding
Current Byte/Word Count Register. These registers store the original value of their associated Current Byte/
Word Count Registers. During autoinitialize, these values are used to restore the Current Registers to their
original values. The Base Registers are written simultaneously with their corresponding Current Register in
successive 8-bit bytes. The Base Registers cannot be read by external agents.

Bit Description

15:0 | Base and Current Byte/ Word Count: These bits represent the 16 byte/word count bits used when
" | counting down a DMA transfer. Upon CPURST or Master Clear, the value of these bits are undefined.
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3.4.1.9 DMLPG—DMA Memory Low Page Registers

1/0 Address: DMA Channel 0—087h, DMA Channel 1—083h, DMA Channel 2—081h,
: DMA Channel 3—082h, DMA Channel 5—08Bh, DMA Channel 6—089h,
DMA Channel 7—08Ah
Default Value: Undefined
Attribute Read/Write
Size: 8 bits per channel

Each channel has an 8-bit Low Page Register. The DMA memory Low Page Register contains bits[23:16] of
the 27-bit address. The, register works in conjunction with the DMA controller’s High Page Register and
Current Address Register to define the complete address (27 bits) for the DMA channel. This register is static
throughout the DMA transfer. Following an autoinitialization, this register retains the original programmed
value. Autoinitialize takes place only after a TC.

Bit Description

7:0 | DMA Low Page Address Bits[23:16]: These bits represent the eight second most significant address
bits when forming the 27-bit address for a DMA transfer. Upon CPURST or Master Clear, the value of
these bits are undefined.

3.4.1.10 DMHPG—DMA Memory High Page Register

1/0 Address: DMA Channel 0—487h, DMA Channel 1—483h, DMA Channel 2—481h,
DMA Channel 3—482h, DMA Channel 5—48Bh, DMA Channel 6—489h,
DMA Channel 7—48Ah

Default Value:  Undefined

Attribute Read/Write

Size: 8 bits per channel

Each channel has an 8-bit High Page Register. The DMA Memory High Page Register contains the three most
significant bits of the 27-bit address. The register works in conjunction with the Current Address Register and
Low Page Register to define the complete 27-bit address for the DMA channel. This register is static through-
out the DMA transfer. Following an autoinitialization, this register retains the original programmed value.
Autoinitialize occurs only after a TC.

Bit Description
7:3 | Reserved: Must be 0 when programming this register.

2:0 | DMA High Page [26:24]: These bits represent the three most S|gn|f|cant address bits when forming -
the 27-bit address for a DMA transfer. Followmg the programming of a channel’s Current Address
Register or Low Page Register, this register is initialized to 00h. Upon CPURST or Master Clear, the
value of these bits are undefined.
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3.4.1.11 DCLBP—DMA Clear Byte Pointer Register

1/0 Address: Channels [3:0]—00Ch
Channels [7:4]—0D8h

Default Value:  Undefined

Attribute: Write Only

Size: 8 bits

Writing to this register executes the Clear Byte Pointer Command. This command is executed prior to writing/
reading new address or word count information to/from the DMA. This command initializes the byte pointer
flip-flop to a known state so that subsequent byte accesses to the 16-bit register contents address upper and
lower bytes in the correct sequence.

The clear byte pointer command clears the internal flip-flop used to address the upper or lower byte of the 1
16-bit Address and Word Count Registers. The latch is also cleared at power-on by CPURST and by the

Master Clear Command. The Host CPU may read or write a 16-bit DMA controller register by performing two
consecutive accesses to the I/0 port. The Clear Byte Pointer Command precedes the first access. The first

170 write to the register address loads the least significant byte, and the second access automatically access-

es the most significant byte.

Bit ' Description

7:0 | Clear Byte Pointer: No specific pattern. The command is invoked with a write to the I/0 address.

3.4.1.12 DMCL—DMA Master Clear Register

1/0 Address: Channel [3:0]—00Dh .
Channel [7:4]—0DAh .

Default Value:  Undefined

Attribute: Write Only

Size: 8 bit

This software command has the same effect as the hardware reset. The Command, Status, Request, and
Internal First/Last Flip-Flop registers are cleared and the Mask Register is set. The DMA controller enters the
idle cycle.

Bit Description

7:0 | Master Clear Command: No specific pattern. This command is invoked with a write to the I/0

address.

3.4.1.13 DCLM—DMA Clear Mask Register

1/0 Address: Channel [3:0]—00Eh
Channel [7:4]—0DCh

Default Value:  Undefined

Attribute: Write Only

Size: 8 bit

This command clears the mask bits of all four channels, enabling them to accept DMA requests. I/0 port OEh
is used for channels 0-3 and |/0 port ODCh is used for channels 4-7.

Bit Description

7:0 | Clear Mask Register Command: No specific pattern. This command is invoked with a write to the I/0

port address.
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3.4.2 TIMER/COUNTER REGISTER DESCRIPTION

There are three counters that are equivalent to those found in the 82C54-Programmable Interval Timer. The
counters are controlled by timer/counter registers that can be accessed from either the CPU, PCI Bus, or ISA
Bus.

3.4.2.1 TCW—Timer Control Word Register

1/0 Address: 043h
Default Value:  Undefined
Attribute: Write Only
Size: 8 bits

The Timer Control Word Register specifies the counter selection, the operating mode, the counter byte pro-
gramming order and size of the count value, and whether the counter counts down in a 16-bit binary or binary-
coded decimal (BCD) format. After writing the control word, a new count can be written at any time. The new
value takes effect according to the programmed mode. -

There are six programmable counting modes. Typically, Timer Counters 0 and 2 are programmed for Mode 3,
the Square Wave Mode, while Counter 1 is programmed in Mode 2, the Rate Generator Mode. .

Two latch commands are selected through the Timer Control Word Register. The Read Back Command is
selected when bits[7:6] = 11 and the Counter Latch Command is selected when bits[5:4] = 00. When either of
these two commands are selected, the meaning of the other bits in the register changes.

Following CPURST, the control words for each register are undefined and each timer must be programmed for
the counters to be in a known state. Note however, that some counter/timer functions are set to known states
following CPURST. Each counter OUT signal is set to 0 (and the Timer Counter 2 OUT status bit in the NMISC
Register is 0). The SPKR output, interrupt controller input IRQO (internal), and the internally generated refresh
request are each set to 0 following CPURST. ) ‘
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Bit

Description

7:6

Counter Select: The Counter Selection bits select the counter the control word acts upon or the Read
Back Command as shown below.

Bits[7:6] Counter Select

00 Counter 0
01 Counter 1
10 Counter 2
1 Read Back Command

5:4

Read/Write Select: This field selects the count register read/write programming mode or the Counter
Latch Command as shown below. The read/write programming selection chosen indicates the
programming sequence that must follow when initializing the counter specified in bits[7:6]. If a counter
is programmed to read/write two byte counts, note that a program must not transfer control between
writing the first and second byte to another routine that also writes into that same counter. Otherwise,
the counter will be loaded with an incorrect count. The count must be completely loaded with both
bytes. Note that the actual counter programming occurs by accessing I/0 addresses 040h, 041h, and
042h for counters 0, 1, and 2, respectively.

Bits[5:4] Read/Write Programming Select

00 Counter Latch Command

01 R/W Least Significant Byte (LSB)
10 R/W Most Significant Byte (MSB)
11 R/W LSB, Then MSB

3:1

Counter Mode Selection: This field selects one of six possible modes of operation for the counter as
shown below.

Bits[3:1] Counter Mode

000 Out Signal On End of Count

001 Hardware Re-triggerable one-shot
X10 Rate Generator (divide by n counter)
X11 Square Wave Output

100 Software Triggered Strobe

101 Hardware Triggered Strobe

Binary/BCD Countdown Select: When bit 0=0, a binary countdown is used. The largest possible
binary count is 216, When bit 0= 1, a binary-coded decimal (BCD) count is used. The largest BCD
~count allowed is 104.
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Read Back Command

The Read Back Command provides the count value, programmed mode, and current states of the OUT pin
and Null count flag of the selected counter or counters. The Read Back Command is written to the Timer
Control Word Register that latches the current states of the above mentioned variables. The value of the
counter and its status may then be read by 1/0 access to the counter address.

Status and/or count may be latched on one, two, or all three of the counters by selecting the counter during
the register write. The count latched remains latched until read, regardless of further latch commands. The
count must be read before newer latch commands latch a new count. The status latched by the Read Back
Command also remains latched until after a read of the Counter Access Ports Register. Thus, the status and
count are unlatched only after a counter read of the Timer Status Byte Format Register, the Counter Access
Ports Register, or the Timer Status Byte Register and Counter Access Ports Register in succession.

Both count and status of the selected counter(s) may be latched simultaneously by setting both bit 5 and bit 4
to 0. This is functionally the same as issuing two consecutive, separate Read Back Commands. As mentioned
above, if multiple count and/or status Read Back Commands are issued to the same counter(s) without any
intervening reads, all but the first are ignored.

If both count and status of a counter are latched, the first read operation from that counter returns the latched
status, regardless of which was latched first. The next one or two reads (depending on whether the counter is
programmed for one or two byte counts) returns the latched count. Subsequent reads return an unlatched
count. - j

Bit - Description

7:6 | Read Back Command: When bits[7:6] = 11 during a write to the Timer Control Word Register, the
Read Back Command is selected. As noted above, the normal meanings (mode, countdown, R/W
select) of the bits in the control register at I/0 address 043h change when the Read Back Command is
selected. Following the Read Back Command, I/0 reads from the selected counter’s 1/0 addresses
produce the current latch status, the current latched count, or both if bits[5:4] = 00.

5 Latch Count of Selected Counters: When bit 5= 1, the count is not latched. When bit 5=0, the
current count value of the selected counters is latched.

4 Latch Status of Selected Counters: When bit 4 =1, the status is not latched. When bit 4=0, the
status of the selected counters is latched. The status byte format is described in Section 3.4.2.2,
Interval Timer Status Byte Format Register.

3 Counter 2 Select: When bit 3=1, Counter 2 is selected for the latch command selected with bits 4
and 5. When bit 3=0, status and/or count is not latched.

2 Counter 1 Select: When bit 2=1, Counter 1 is selected for the latch command selected with bits 4
and 5. When bit 2=0, status and/or count is not latched.

11 Counter 0 Select: When bit 1=1, Counter 0 is selected for the latch command selected with bits 4
and 5. When bit 1=0, status and/or count is not latched.

0 Reserved: Must be 0 when programming this register.
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Counter Latch Command

The Counter Latch Command latches the current count value at the time the command is issued. This com-
mand is used to insure that the count read from the counter is accurate (particularly when reading a two-byte
count). The count value is then read from each counter’s count register (via the Counter Access Ports Regis-
ter). One, two, or all three counters may be latched with one Counter Latch Command.

If a Counter is latched once and then, some time later, latched again before the count is read, the second
Counter Latch Command is ignored. The count read is the count at the time the first Counter Latch Command
was issued.

The count must be read according to the programmed format. Specifically, if the counter is programmed for
two byte counts, two bytes must be read. The two bytes do not have to be read one right after the other (read,
write, or programming operations for other counters may be inserted between the reads).

NOTES:

1. If a counter is programmed to read/write two byte counts, a program must not transfer control
between reading the first and second byte to another routine that also reads from that same counter.
Otherwise, an incorrect count will be read. Finish reading the latched two-byte count before transfer-
ring control to another routine.

2. The Timer Counter Register bit definitions are different during the Counter Latch Command than for a
normal Timer Counter Register write.

Bit Description

7:6 | Counter Selection: This field selects the counter for latching by the Counter Latch Command as
shown below.

‘Bits[7:6] Counter Select

00 Counter 0

01 Counter 1

10 Counter2

11 Not Used; Do Not Write

5:4 | Counter Latch Command: When bits[5:4] =00 during a write to the Timer Control Word Register, the
Counter Latch Command is selected. As noted above, the normal meanings (mode, countdown, R/W
select) of the bits in the control register at I/0 address 043h change when the Counter Latch
Command is selected. Following the Counter Latch Command, I/0 reads from the selected counter’s
1/0 addresses produce the current latched count.

3:0 | Reserved: Must be 0 when programming this register.
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38.4.2.2 TMSTAT—Interval Timer Status Byte Format Register

1/0 Address: Counter 0—040h
. Counter 1—041h

: Counter 2—042h
Default Value:  Bits[6:0] = undefined, Bit 7=0
Attribute: Read Only
Size: 8 bits per counter

Each counter’s status byte can be read following an Interval Timer Read Back Command. The Read Back
Command is programmed through the Timer Control Word Register. If latch status is chosen (bit 4=0, Read
Back Command) as a read back option for a given counter, the next read from the counter’s Counter Access
Ports Register returns the status byte. The status byte returns the countdown type (either BCD or binary), the
counter operational mode, the read/write selection status, the Null count (also referred to as the count register
status), and the current state of the counter OUT pin.

Bit Description

7 Counter OUT Pin State: When bit 7=1, the OUT pin of the counter is 1. When bit 7=0 (default) the
OUT pin of the counter is 0.

6 | Count Register Status: Null Count (also referred to as the Count Status Register) indicates when the
last count written to the Count Register (CR) has been loaded into the counting element (CE). The
exact time this happens depends on the counter mode. However, until the count is loaded into the
counting element (CE), it can’t be read from the counter. If the count is latched or read before the load
time, the count value returned does not reflect the new count written to the register. When bit 6=0,
the count has been transferred from CR to CE and is available for reading. When bit 6 =1, the Null
count condition exists. The count has not been transferred from CR to CE and is not yet avallable for
reading.

5:4 | Read/Write Selection Status: Bits[5:4] reflect the read/write selection made through bits[5:4] of the
Timer Control Word Register. The binary codes returned during the status read match the codes used
to program the counter read/write selection.

Bits[5:4] Read/Write Programming Select Status

00 Counter Latch Command

01 R/W Least Significant Byte (LSB)
10 R/W Most Significant Byte (MSB)
11 R/W LSB, Then MSB

3:1 | Mode Selection Status: Bits[3:1] return the counter mode programming made through bits[3:1] of the
Timer Control Word Register. The binary code returned matches the code used to program the
counter mode, as listed under the bit function above.

Bits[3:1] Counter Mode

000 Out Signal On End of Count

001 Hardware Re-triggerable one-shot
X10 Rate Generator (divide by n counter)
X11 Square Wave Output

100 Software Triggered Strobe

101 Hardware Triggered Strobe

0 | Countdown Type Status: Bit O reflects the current countdown type——elther 0 for binary countdown or
a 1 for binary coded decimal (BCD) countdown.
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3.4.2.3 CAPS—Counter Access Ports Register
1/0 Address: Counter 0, System Timer—040h

Counter 1, Refresh Request—041h
Counter 2, Speaker Tone—042h

Default Value:  Undefined
Attribute: Read/Write

Size:

These 1/0 addresses provide access for a) writing count values to the Count Registers, b) reading the current
count value from the counter by either an I/0 read, after a counter-latch command, or after a Read Back

8 bits per counter

Command, and c) reading the status byte following a Read Back Command.

82420EX

Bit

Description

7:0

Counter Port Byte: Each counter I/0 address is used to program the 16-bit Count Register. The order
of programming, either LSB only, MSB only, or LSB then MSB, is defined by the Timer Control Word
Register. This register /0 address also reads the current count from the Count Register and returns
the status of the counter programming following a Read Back Command.

3.4.3 INTERRUPT CONTROLLER REGISTER DESCRIPTION

The 82420EX PClset contains an ISA-Compatible interrupt controller that incorporates the functionality of two
82C59 interrupt controllers. The interrupt registers control the operation of the interrupt controller and can be

accessed from the CPU or PCI Bus. In addition, some of the registers can be accessed from the ISA Bus.

3.4.3.1 ICW1i—Initialization Command Word 1 Register
1/0 Address: INT CNTRL-1—020h

INT CNTRL-2—0AO0h
Default Value: ~ Undefined
Attribute: Write Only
Size: 8 bits per controller

A write to Initialization Command Word 1 starts the interrupt controller initialization sequence. Addresses 020h
and OAOh are referred to as the base addresses of CNTRL-1 and CNTRL-2, respectively. An 1/0 write to the
CNTRL-1 or CNTRL-2 base address with bit 4 equal to 1 is interpreted as ICW1. For the 82420EX PClset-
based ISA systems, three I/0 writes to “base address + 1 must follow the ICW1. The first write to “base
address + 1" performs ICW2, the second write performs ICW3, and the third write performs ICW4. ICW1

starts the initialization sequence during which the following automatically occur:

1.

a M ON

ICW1 has three significant functions in the 1B interrupt controller configuration. ICW4 is needed, so bit 0 must
be programmed to a 1. Since there are two interrupt controllers in the system, bit 1 (SNGL) must be pro-
grammed to a 0 on both CNTRL-1 and CNTRL-2, to indicate a cascade configuration. The IB provides
separate registers (ELCR Registers) to program level or edge sensitive interrupt IRQ lines. Thus, bit 3 (LTIM in
the 82C59) is not used. Bit 4 must be a 1 when programming ICW1. This bit indicates that ICW1, and not

The Interrupt Mask Register is cleared.

. IRQ7 input is assigned priority 7.
. The slave mode address is set to 7.
. Special Mask Mode is cleared and Status Read is set to IRR.

. 1f IC4 was set to 0, then all functions selected by ICW4 are set to 0. However, in the 1B implementation,

ICW4 must be programmed and IC4 must be set to a 1.

OCW2 or OCW3, will be programmed during the write to this port.
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Bit

Description

75

ICW/OCW Select: Bits[7:5] are MCS-85 implementation specific bits. These bits are not used and
should be 000 when programming the interrupt controller.

ICW/OCW Select: Bit 4=1 selects ICW1. OCW2 and OCW3 are also addressed at the same port as
ICW1. A “1” on this bit at any time will force the interrupt controller to interpret the write as an ICW1.
The controller will then expect to see ICW2, ICW3, and ICW4. After the fixed initialization sequence to
ICW1, ICW2, ICW3, and ICW4, the controller base address is used to write to OCW2 and OCW3. Bit 4
is a “0” on writes to these registers.

Edge/Level Bank Select (LTIM): This bit is disabled. Its 82C59 Interrupt Controller function is
replaced by the Edge/Level Triggered Control Registers (ELCR). The ELCR registers allow the
interrupts to be programmed for edge or level mode on an interrupt by interrupt basis.

ADI: Bit 2 (ADI) is a MCS-85 implementation specific bit. This bit is not used and should be 0 when
programming the IB.

Single/Cascade Select (SNGL): SNGL must be programmed to a 0 to indicate that two interrupt
controllers are operating in cascade mode on the IB.

ICW4 Write Required (ICW4): This bit must be set to a 1. IC4 indicates that ICW4 needs to be
programmed. The IB requires that ICW4 be programmed to indicate that the controllers are operating
in an 80x86 type system.

3.4.3.2 ICW2—Initialization Command Word 2 Register
1/0 Address: INT CNTRL-1—021h

INT CNTRL-2—0A1h
Default Value:  Undefined
Attribute: Write Only
Size: 8 bits per controller -

ICW2 is used to initialize the interrupt controller with the five most significant bits of the interrupt vector
address. The value programmed for bits[7:3] is used by the Host CPU to define the base address in the
interrupt vector table for the interrupt routines associated with each IRQ on the controller. Typical ISA ICW2
values are 08h for CNTRL-1 and 70h for CNTRL-2

Bit

Description

7:3

Interrupt Vector Base Address: Bits[7:3] define the base address in the interrupt vector table for the
interrupt routines associated with each interrupt request level input. For CNTRL-1, a typlcal value is
00001b, and for CNTRL-2, 01110b.

The interrupt controller combines a binary code representing the interrupt level to receive service with
this base address to form the interrupt vector that is driven onto the bus. For example, the complete
interrupt vector for IRQ0 (CNTRL-1), would be 0000 1000b (CNTRL-1 [7:3] = 00001b and 000b
representing IRQO). This vector is used by the CPU to point to the address information that defines the
start of the interrupt routine.

2:0

Interrupt Request Level: When writing ICW2, this field should be 000. During an interrupt
acknowledge cycle, this field is programmed by the interrupt controller with the interrupt code
representing the interrupt level to be serviced. This interrupt code is combined with bits[7:3] to form
the complete interrupt vector driven onto the data bus during the second INTA# cycle. The 3-bit binary
codes are: 000 represents IRQO (IRQ8), 001 IRQ1 (IRQ9), 010 IRQ2 (IRQ10), 011 IRQ3 (IRQ11), 100
IRQ4 (IRQ12), 101 IRQ5(IRQ13), 110 IRQE(IRQ14), and 111 IRQ7 (IRQ15).
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3.4.3.3 ICW3—Initialization Command Word 3 Register

1/0 Address: INT CNTRL-1—021h
Default Value:  Undefined

Attribute: Write Only

Size: 8 bits

The meaning of ICW3 differs between CNTRL-1 and CNTRL-2. On CNTRL-1, the master controller, ICW3
indicates which CNTRL-1 IRQ line physically connects the INTR output of CNTRL-2 to CNTRL-1. ICW3 must
be programmed to 04h, indicating the cascade of the CNTRL-2 INTR output to the IRQ2 input of CNTRL-1.

An interrupt request on IRQ2 causes CNTRL-1 to enable CNTRL-2 to present the interrupt vector address
during the second interrupt acknowledge cycle.

Bit Description

7:3 | Not Used: Must be 0.

2 | Cascaded Interrupt Controller IRQ Connection: Bit 2 must always be programmed to a 1. This bit
indicates that CNTRL-2, the slave controller, is cascaded on interrupt request line two (IRQ2). When
an interrupt request is asserted to CNTRL-2, the IRQ goes through the priority resolver. After the slave
controller priority resolution is finished, the INTR output of CNTRL-2 is asserted. However, this INTR
assertion does not go directly to the CPU. Instead, the INTR assertion cascades into IRQ2 on
CNTRL-1. IRQ2 must go through the priority resolution process on CNTRL-1. If it wins the priority
resolution on CNTRL-1 and the CNTRL-1 INTR signal is asserted to the CPU, the returning interrupt
acknowledge cycle is really destined for CNTRL-2. The interrupt was originally requested at CNTRL-2,
so the interrupt acknowledge is destined for CNTRL-2, and not a response for IRQ2 on CNTRL-1.

When an interrupt request from IRQ2 wins the priority arbitration, in reality an interrupt from CNTRL-2
has won the arbitration. Because bit 2 of ICW3 on the master is set to 1, the master knows which
identification code to broadcast on the internal cascade lines, alerting the slave controlier that it is
responsible for driving the interrupt vector during the second INTA# pulse.

1:0 | Not Used: Must be 0.

3.4.3.4 ICW3—lInitialization Command Word 3 Register

1/0 Address: INT CNTRL-2—0A1h
Default Value: Undefined

Attribute: Write Only

Size: 8 bits

On CNTRL-2 (the slave controller), ICW3 is the slave identification code broadcast by CNTRL-1 from the
trailing edge of the first INTA # pulse to the trailing edge of the second INTA# pulse. CNTRL-2 compares the
value programmed in ICW3 with the incoming identification code. The code is broadcast over three internal
cascade lines. ICW3 must be programmed to 02h for CNTRL-2. When 010b is broadcast by CNTRL-1 during
the INTA# sequence, CNTRL-2 assumes responsibility for broadcasting the interrupt vector during the second
interrupt acknowledge cycle.
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As an illustration, consider an interrupt request on IRQ2 of CNTRL-1. By definition, a request on IRQ2 must
have been asserted by CNTRL-2. If IRQ2 wins the priority resolution on CNTRL-1, the interrupt acknowledge
cycle returned by the CPU following the interrupt is destined for CNTRL-2, not CNTRL-1. CNTRL-1 will see the
INTA# signal, and knowing that the actual destination is CNTRL-2, will broadcast a slave identification code
across the internal cascade lines. CNTRL-2 compares this incoming value with the 010b stored in ICW3.
Following a positive decode of the incoming message from CNTRL-1, CNTRL-2 drives the appropriate inter-
rupt vector onto the data bus during the second interrupt acknowledge cycle.

Bit . Description

7:3 | Reserved: Must be 0 when programming this register. .

2:0 | Slave Identification Code: The Slave Identification code must be programmed to 010b during the
initialization sequence. The code stored in ICW3 is compared to the incoming slave identification code
broadcast by the master controller during interrupt acknowledge cycles.

3.43.5 ICW4—Initialization Command Word 4 Register
I/0 Address:  INT CNTRL-1—021h

. INT CNTRL-2—0A1h
Default Value:  01h
Attribute: Write Only
Size: : 8 bits

Both interrupt controllers must have ICW4 programmed as part of their initialization sequence. Minimally, the
microprocessor mode bit (bit 0) must be set to a 1 to indicate an Intel architecture-based platform. Failure to
program this bit will result in improper controller operation during interrupt acknowledge cycles. Additionally,
the Automatic End of Interrupt (AEOQI) may be selected, as well as the Special Fully Nested Mode (SFNM) of
operation.

Bit Description

7:5 | Reserved: Must be zero when programming this register.

4 Special Fully Nested Mode (SFNM): When bit 4 = 1, the special fully nested mode is enabled. When
bit 4=0, the special fully nested mode is disabled (this is the normal mode).

Buffered Mode (BUFM): Must be 0 (non-buffered mode).
Master/Slave in Buffered Mode: Must be 0.

Automatic End of Interrupt (AEO): When bit 1=1, the automatic end of interrupt mode is selected.
When bit 1=0, the normal end of interrupt is selected. This bit should normally be programmed to 0.

0 Microprocessor Mode: The Microprocessor Mode bit must be programmed to 1 to indicate that the
' interrupt controller is operating in an Intel Architecture-based system. Never program this bit to 0.
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3.4.3.6 OCW1—Operational Control Word 1 Register
1/0 Address: INT CNTRL-1—021h

INT CNTRL-2—0A1h
Default Value:  00h
Attribute: Read/Write
Size: 8 bits

OCW1 sets and clears the mask bits in the Interrupt Mask Register (IMR). Each interrupt request line may be
selectively masked or unmasked any time after initialization. Note that masking IRQ2 on CNTRL-1 also masks
all of controller 2’s interrupt requests (IRQ[15:8]). Reading OCW1 returns the controller's mask status.

The IMR stores the bits that mask the interrupt lines to be masked. The IMR operates on the IRR. Masking of a
higher priority input does not affect the interrupt request lines of lower priority. Unlike status reads of the ISR
and IRR, for reading the IMR, no OCW3 is needed. The output data bus contains the IMR when a read occurs
to 1/0 address 021h or 0A1h (OCW1). All writes to OCW1 must occur following the ICW1-ICW4 initialization
sequence, since the same |/O addresses are used for OCW1, ICW2, ICW3 and ICW4. '

Bit Description

7:0 | Interrupt Request Mask (Mask [7:0]): When a 1 is written to any bit in this register, the corresponding
IRQx line is masked. For example, if bit 4= 1, IRQ4 is masked. Interrupt requests on IRQ4 will not set
channel 4’s interrupt request register (IRR) bit as long as the channel is masked. When a bit=0
(default), the corresponding IRQx mask bit is cleared, and interrupt requests are accepted by the
controller. Note that masking IRQ2 on CNTRL-1 also masks the interrupt requests from CNTRL-2,
which is physically cascaded to IRQ2.

Bit Interrupt Bit Interrupt

0 IRQO 4 IRQ4
1 IRQ1 5 IRQ5
2 IRQ2 6 IRQ6
3 IRQ3 7 IRQ7

3.4.3.7 OCW2—0Operational Control Word 2 Register
I1/0 Address:  INT CNTRL-1—020h

INT CNTRL-2—0AOh
Default Value: Bit[4:0] = undefined, Bit[7:5] =001
Attribute: Write Only
Size: 8 bits

OCW?2 controls both the Rotate Mode and the End of Interrupt Mode, and combinations of the two. OCW2
also selects individual interrupt channels during three of the seven commands. The three low order bits
(labeled L2, L1 and LO) are used when bit 6 is set to a 1 during the command. Following a CPURST or ICW
initialization, the controller enters the fully nested mode of operation. Non-specific EOl without rotation is the
default. Both rotation mode and specific EOl mode are disabled following initialization.
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Bit

Description

75

Rotate and EOI Codes: These three bits control the Rotate and End of Interrupt modes and
combinations of the two as shown below. Bit 7= R(rotate), Bit 6= SL, and Bit 5=EOI.

Bits[7:5] Rotate and EOI Modes BIt[7:5] Rotate and EOl Modes
001 Non-Specific EOl Command 000 Rotate in Auto EOI Mode (clear)
011 Specific EOl Command 111 Rotate on Specific EOl Command*
101 - Rotate on Non-Specific EOl Command 110  Set Priority Command*
100  Rotate in Auto EOI Mode (set) 010 No Operation
NOTE:

*Interrupt Select Levels are used.

4:3

OCW2 Select: When selecting OCW2, bits 3 and 4 must both be 0. If bit 4 is a 1, the interrupt controller
interprets the write to this port as an ICW1. Therefore, always ensure that these bits are both 0 when
writing an OCW2.

2:0

Interrupt Level Select (L2, L1, LO): L2, L1, and LO determine the interrupt level acted on when the SL
bit is active. A simple binary code, outlined below, selects the channel for the command to act on. When
the SL bit is inactive, these bits do not have a defined function. In this case, programming L2, L1 and LO
to O is sufficient.

Bits[2:0] Interrupt Level Bits[2:0] Interrupt Level
000 IRQO(8) 100 IRQ4(12)
001 IRQ1(9) 101 IRQ5(13)
010 IRQ2(10) 110 IRQ6(14)
011 IRQ3(11) 11 IRQ7(15)
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3.4.3.8 OCW3—Operational Control Word 3 Register
1/0 Address: INT CNTRL-1—020h

INT CNTRL-2—0AOh
Default Value:  Bit[6,0] =0, Bit[7,4:2] = undefined, Bit[5,1] =1
Attribute: Read/Write
Size: 8 bits

OCWa3 serves three important functions—Enable Special Mask Mode, Poll Mode control, and IRR/ISR register
read control. First, OCW3 is used to set or reset the Special Mask Mode (SMM). The Special Mask Mode can
be used by an interrupt service routine to dynamically alter the system priority structure while the routine is
executing, through selective enabling/disabling of the other channel’s mask bits.

Second, the Poll Mode is enabled when a write to OCW3 is issued with bit 2 equal to 1. The next 1/0 read to
the interrupt controller is treated like an interrupt acknowledge—a binary code representing the highest priority
level interrupt request is released onto the bus.

Third, OCW3 provides control for reading the In-Service Register (ISR) and the Interrupt Request Register
(IRR). Either the ISR or IRR is selected for reading with a write to OCW3. Bits 0 and 1 carry the encoded
command to select either register. The next I/0 read to the OCW3 port address returns the register status
specified during the previous write. The register specified for a status read is retained by the interrupt control-
ler. Therefore, a write to OCW3 prior to every status read command is unnecessary, provided the status read
desired is from the register selected with the last OCW3 write.

Bit Description

7 Reserved: Must be zero when programming this register.

6 Special Mask Mode (SMM): If SMME =1 and SMM = 1 the interrupt controller enters Special Mask
Mode. If SMME =1 and SMM =0 (default), the interrupt controller is in normal mask mode. When
SMME =0, SMM has no effect.

5 Special Mask Mode Enable (SMME): When ESMM = 1 (default), the SMM bit is enabled to set or
reset the Special Mask Mode. When ESMM =0, the SMM bit becomes a “‘don’t care”.

4:3 | OCW3 Select: When selecting OCW3, bit 3 must be a 1 and bit 4 must be 0. If bit 4= 1, the interrupt
controller interprets the write to this port as an ICW1. Therefore, always ensure that bits[4:3] =01
when writing an OCW3.

2 Poll Mode Command: When bit 2=0, the Poll command is not issued. When bit 2=1, the next 1/0
read to the interrupt controller is treated as an interrupt acknowledge cycle. An encoded byte is driven
onto the data bus, representing the highest priority level requesting service.

1:0 | Register Read Command: Bits[1:0] provide control for reading the In-Service Register (ISR) and the
Interrupt Request Register (IRR). When bit 1=0, bit 0 does not affect the register read selection.
When bit 1=1, bit 0 selects the register status returned following an OCWa read. If bit 0=0, the IRR is
read. If bit 0=1, the ISR is read. Following ICW initialization, the default OCW3 I/0 address read is
“read IRR”. To retain the current selection (read ISR or read IRR), always write a 0 to bit 1 when
programming this register. The selected register can be read repeatedly without reprogramming
OCWa3. To select a new status register, OCW3 must be reprogrammed prior to attempting the read.
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3.4.3.9 ELCR1—Edge/Level Triggered Register

1/0 Address: INT CNTRL-1—4DOh
Default Value:  00h

Attribute: Read/Write

Size: 8 bits

The ELCR1 Register selects either edge triggered or level sensitive operations for the IRQ[7:3] signals. In
edge triggered mode, the interrupt is recognized by a low to high transition. In level sensitive mode, the
interrupt is recognized by a low level. Note that IRQO, IRQ1 and IRQ2 are not programmable and are always
edge sensitive. The default for IRQ[7:3] is edge triggered.

Bit Description

7:3 | Bit 7 - Bit 3: IRQ[7:3] ECL: Bit 7 to bit 3 select edge trigger or level sensitive modes for IRQ[7:3],
respectively. When a bit is 1, the corresponding IRQx is in the level sensitive mode and when a bit is 0,
the corresponding IRQx is in the edge trigger mode. !

2:0 | Reserved: Must be 0 when programming this register.

3.4.3.10 ELCR2—Edge/Level Triggered Register

|1/0 Address: INT CNTRL-2—4D1h
Default Value:  00h

Attribute: Read/Write

Size: 8 bits

The ELCR2 Register selects either edge triggered or level sensitive operations for the IRQ[15,14,12:9] sig-
nals. In edge triggered mode, the interrupt is recognized by a low to high transition. In level sensitive mode, the
interrupt is recognized by a low level. Note that IRQ13 and IRQ8 are not programmable and are always edge
sensitive. The default for IRQ[15,14,12:9] is edge triggered.

Bit : Description

7:6 | Bit 7 - Bit 6: IRQ[15,14] ECL: Bit 7 and bit 6 select edge trigger or level sensitive modes for
IRQ[15,14], respectively. When a bit is 1, the corresponding IRQx is in the level sensitive mode and
when a bit is 0, the corresponding IRQx is in the edge trigger mode.

5 | Reserved: Must be 0 when programming this register.

4:1 | Bit 4 - Bit 1: IRQ[12:9] ECL: Bit 4 to bit 1 select edge trigger or level sensitive modes for IRQ[12:9],
respectively. When a bit is 1, the corresponding IRQx is in the level sensitive mode and when a bit is O,
the corresponding IRQx is in the edge trigger mode.

0 Reserved: Must be zero when programming this register.

3.4.4 X-BUS REGISTER DESCRIPTION

There are two X-Bus registers described in this section—the Reset X-Bus IRQ[12,1] Register and the
Coprocessor Error Register. These registers can be accessed from the CPU, PCl Bus, or ISA Bus.
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3.4.4.1 RIRQ—Reset IRQ[12,1]

1/0 Address: 60h
Default Value: NA
Attribute: Read only
Size: 8 bits

Address locations 60h and aliased address 62h are used to clear the mouse interrupt (IRQ12) and keyboard
interrupt (IRQ1). When the mouse interrupt function is enabled (bit 4 in the X-Bus Chip Select Register is 1),
the mouse interrupt function is provided on the IRQ12/M input signal. In this mode, a mouse interrupt gener-
ates an interrupt through IRQ12 to the Host CPU. A read of 60h releases IRQ12. If bit 4=0 in the X-Bus Chip
Select Register, a read of 60h or 62h has no effect on IRQ12/M. Note, however, that a read of these
addresses always clears the keyboard interrupt (IRQ1). Reads and writes to this register flow through to the
ISA Bus.

Bit Description
7:2 | Reset IRQ[12,1]: No specific pattern. A read of address 60h executes the command.

1:0 | Reset IRQ[12,1]: No specific pattern. A read of address 60h executes the command.

3.4.4.2 CPERR—Coprocessor Error Register

1/0 Address: FOh
Default Value: NA
Attribute: Write only
Size: 8 bits

Writes to this address are monitored by the IB. Writing to address FOh causes the IB to drive IGNNE # low to
the CPU (informing the CPU to ignore future coprocessor errors). The IB also negates IRQ13 (internal to the
IB). Note, that IGNNE # is not asserted unless FERR # is active. Reads and writes to this register flow through
to the ISA Bus.

Bit Description

7:0 | Ignore Coprocessor Error Command: No special pattern required: A write to address FOh executes
" | the command.

3.4.5 NMI REGISTER DESCRIPTION

An NMl is an interrupt requiring immediate attention and has priority over the normal interrupt lines (IRQx). The
IB indicates error conditions by generating a non-maskable interrupt. NMI interrupts (special cycles) are
caused by the following conditions:

1. System errors on the PCl Bus. SERR # is driven low by a PCI resource when this error occurs.

2. Parity errors on the add-in memory boards on the ISA expansion bus. IOCHK # is driven low when this error
occeurs. : .

3. Main memory parity errors, through the SERR# signal.

There are two 8-bit registers that support NMI—The NMI Status and Control (NMISC) Register and the NMI
Enable and Real Time Clock Address (NMIERTC) Register. These registers can be accessed from the CPU,
PCI Bus, or ISA Bus. Note that masking the NMI signal for all sources via the NMIERCT Register does not
affect the input NMI status conditions (i.e., bits 6 and 7 in the NMISC Register). This means that, if NMI is
masked and then unmasked, an NMI will occur if an NMI had previously been detected. To ensure that all NMI
requests are serviced, the NMI service routine software flow should be as follows:
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1. NMl is detected by the CPU on the rising edge of the NMI input.

2. The CPU reads NMI status via the NMISC Register to determine the NMI source. Software may then set the
status bits that caused the NMI to 0. Between the time the CPU reads the NMI sources and sets them to a
0, an NMI may have been generated by another source. In this case, the NMI signal remains asserted. |If
this happens, the new NMI source will not be recognized by the because there was no edge on NMI.

3. Software must then disable the NMI signals in the NMIERTC Register. This causes the NMI output to
transition low then high if there are any pending NM! sources.

3.4.5.1 NMISC—NMI Status and Control Register

1/0 Address: 061h
Default Value: ~ 00UO 0000
Attribute: Read/Write
Size: 8 bits -

This register provides status of various system components, speaker counter (Counter 2) output control, and
gates the counter output that drives the SPKR signal.

Bit ) Description

7 | RO | SERR# NMI Source Status: System agents on the PCI Bus (PCI devices or main memory)
assert the SERR # signal to report system errors. When the SERR # signal is asserted (and bit
2 of this register is 0), this bit is set to a 1. In addition, if bit 7 of the NMIERTC Register is 1, an
NMI is generated. Software can clear this bit and the interrupt by setting bit 2 to 0 and then
setting bit 2 to 1. This bit is read only. When writing to this register, bit 7 must be 0.

6 | RO | IOCHK# NMI Source Status: Expansion boards on the ISA Bus assert IOCHK# to request
high priority servicing (e.g., parity errors on memory cards). When the IOCHK # signal is
asserted (and bit 3 of this register is 0), this bit is set to a 1. In addition, if bit 7 of the NMIERTC
Register is 1, an NMl is generated. Software can clear this bit and the interrupt by setting bit 3
to 0 and then setting bit 3 to 1. This bit is read only. When writing to this register, bit 6 must be
0. )

5 | RO | Timer Counter 2 OUT Status: This bit reflects the current state of the Interval Timer Counter 2
OUT signal. Counter 2 must be programmed following a CPURST for this bit to have a
determinate value. This bit is read only. When writing to this register, bit 5 must be 0.

4 | RO | Refresh Cycle Toggle: The Refresh Cycle Toggle signal toggles from either 0 to 1 or 1 to 0
following every refresh cycle. This bit is read only. When writing to this register, bit 4 must be 0.

3 | R/W | IOCHK# NMI Enable: When bit 3= 1, IOCHK # NMTI’s are disabled and cleared, and bit 6 of
this register is disabled (always reads 0). When bit 3= 0 (default), bit 6 is enabled and, if bit 7 of
the NMIERTC Register is 1, the IOCHK# NMI is enabled.

2 | R/W | PCI SERR# Enable: When bit 2=1, SERR# NMI’s are disabled and cleared, and bit 7 of this
register is disabled (always reads 0). When bit 2= 0 (default), bit 7 is enabled and, if bit 7 of the
NMIERTC Register is 1, the SERR# NMI is enabled.

1 | R/W | Speaker Data Enable: This bit enables/disables the SPKR output signal. When bit 1=1, the
SPKR output signal is enabled and equivalent to the Counter 2 OUT signal. When bit 1=0
(default), the SPKR output is disabled and always 0.

0 | R/W | Timer Counter 2 Enable: When bit 0= 1, Timer Counter 2 counting is enabled. When bit 0=0
(default), Counter 2 counting is disabled.
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3.4.5.2 NMIERTC—NMI Enable and Real Time Clock Address Register

1/0 Address: 070h
Default Value:  Bit[6:0] =undefined, Bit 7=1
Attribute: Write Only

Size:

This register enables/disables all NMIs and provides a real time clock address pointer field to address memory
locations. Do not modify the contents of this register without considering the effects on the state of the other

8 bits

bits. Reads and writes to this register address flow through to the ISA Bus.

82420EX

Bit Description

7 NMI Enable (NMIE): This bit provides a mask of the NMI output signal. When bit 7= 1 (default), NMl is
disabled for all sources and the NMI signal is negated. When bit 7=0, NMIs are enabled. Setting this
bit to 1 does not clear or disable the NMI status conditions. Thus, if NMI is disabled then enabled via
this register, an NMI will occur if one of the NMI status bits (6 or 7) is set in the NMISC Register.

6:0 | Real time Clock Address: Used by the Real Time Clock on the Base 1/0 component to address

memory locations.

3.4.6 POWER MANAGEMENT REGISTER DESCRIPTION

This section describes two power management registeré—APMS and APMC Registers. These registers are
located in normal 1/0 space and must be accessed (via the CPU or PCl Bus) with 8 bit accesses. Note that the
rest of the power management registers are located in PCI configuration space (see Section 3.3, PCI Configu-

ration Registers).

3.4.6.1 APMC—Advanced Power Management Control Port

I/0 Address: 0B2h
Default Value:  00h
Attribute: Read/Write

Size:

This register passes data (APM Commands) between the OS and the SMI handler. In addition, writes can
generate an SMI and reads can cause STPCLK# to be asserted. The IB operation is not affected by the data -

8 Bits

in this register.

Bit

Description

7:0

APM Control Port (APMC): Writes to this register store data in the APMC Register and reads return
the last data written. In addition, writes generate an SM|, if bit 7 of the SMIEN Register and bit 0 of the
SMICNTL Register are both is set to 1. Reads cause the STPCLK # signal to be asserted, if bit 1 of the
SMICNTL Register is set to 1. Reads do not generate an SMI.
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3.4.6.2 APMS—Advanced Power Management Status Port

1/0 Address: 0B3h
Default Value:  00h
Attribute: Read/Write
Size: 8 Bits

This register passes status information between the OS and the SMI handler. The IB operation is not affected

by the data in this register.

Bit ‘ Description

7:0 | APM Status Port (APMS): Writes store data in this register and reads return the last data written.

4.0 FUNCTIONAL DESCRIPTION

This section describes the 82420EX PClset func-
tions and hardware interfaces including the PClset
memory and |/O address map, system arbitration,
DMA, interrupt controller, Timer/counter, power
management, and clock/reset. The Clock/Reset
section also covers the strapping options for the dif-
ferent hardware configuration modes and provides
tables listing the state of each 82420EX PClset out-
put or bi-directional signal during a hard reset. The
Host Bus, PCI Bus, ISA Bus, X-Bus, and the PSC/IB
Link interfaces are described. The L2 cache and
main memory DRAM interfaces and associated
memory arrays are covered.

4.1 Memory and I/0 Address Map

The 82420EX PClset interfaces to three system
Buses—CPU, PCl, and ISA Buses. The 82425EX
PSC provides positive decode for certain 1/0 and
.memory space accesses on the CPU and PCI Bus-
es. These decodes include accesses to the PCI Lo-
cal Bus IDE (CPU only), main memory (CPU, ISA,
and PCI), ISA-Compatible registers (CPU, ISA, and
PCl), and the PSC’s I/0 Control Registers (CPU
only). In addition, the PSC subtractively decodes
certain CPU/PCI cycles.

The 82426EX IB provides positive decode for cer-

tain ISA I/0 and memory space accesses. These
decodes include accesses to the ISA-Compatible
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registers (for ISA master and DMA initiated cycles),
main memory (for ISA and DMA initiated cycles),
BIOS, X-Bus, and system events for SMM support.
Note that DMA devices and ISA masters can not
access the PCl or CPU Buses.

4.1.1 MEMORY ADDRESS MAP .

The PSC positively decodes accesses to main mem-
ory space (128 MBytes maximum as programmed in
the DRB Registers). Accesses in the following
ranges are forwarded to the PCl Bus: TOM to
128 MBytes, (2 GByte minus 128 MByte) to (2 GByte
plus 128 MByte), and 4 GByte to (4 GByte minus
128 MByte). .

All other memory spaces are not intended for use.

NOTE:
The PSC does not decode host CPU ad-
dress signals A[29:27].

All CPU/PCI accesses to the 0-640 KByte main
memory region are forwarded to main memory (Ta-
ble 10). Accesses to the video region (640-
768 KBytes) are subtractively decoded to the ISA
Bus. Accesses to the 768 KByte to.1 MByte region
are controlled by attribute bits in the PAM Registers.
Accesses to the region between 1 MByte and
128 MByte are either sent to main memory or sub-
tractively decoded to either PCI or ISA.
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Table 10. CPU/PCI 0 to 128 MByte Address Map

Memory Segment Decode

16-128 MBytes Positive decode(1:2)

Top of Hole to 16 MBytes Positive decode(1,2)

Bottom of Hole to the Top of Hole Subtractive decode

1 MByte to the Bottom of Hole Positive decode(1.2)

768 KByte to 1 MByte Positive decode or subtractively decoded to ISA®)

640-768 KByte (Video) Subtractively decoded to ISA '

0-640 KByte Positive decode(4)
NOTES:

1. As programmed in the DRAM Row Boundary Register.

2. For memory accesses that are > top of DRAM <16M, the PSC subtractively decodes and forwards to ISA.

3. The 82420EX allows 13 programmable memory and cacheability attributes on 13 memory segments of various sizes in
the ISA compatiblity hole (768 KBytes to 1 MByte). Refer to the PAM Register description.

4. Always in DRAM.

All ISA master and DMA accesses to memory locations 0-640 KByte are forwarded to main memory. ISA
memory accesses from 1 MByte to the top of memory are forwarded to main memory, except for accesses to
the programmable memory hole. ISA accesses from 768 KByte to 1 MByte (except for EO0O00-EFFFFh, if
forwarding is enabled) and accesses above the top of main memory are confined to the ISA Bus.

Table 11. DMA and ISA Master Accesses to Main Memory

Memory Space Response
Top of main memory to 128 MByte Confine to ISA
1 MByte to top of main memory Forward to main memory(1)
768 KBytes to 1 MByte Confine to ISA()
640-768 KByte (video) Confine to ISA
0-640 KByte Forward to main memory

NOTES:

1. Except accesses to programmed memory hole.

2. If bit 6 is 0 in the XBCSA Register and bit 6 is 1 in the PIRQO Register, accesses to E0000-EFFFFh are forwarded to
main memory.

The 82420EX supports one hole in main memory, as defined by the MEMHOLE Register. CPU accesses in the
memory hole are forwarded to the PCl Bus and, if not claimed, forwarded to the ISA Bus. PCl master accesses
in the memory hole are subtractlvely decoded to ISA, if necessary. ISA master accesses are confined to the
ISA Bus.

I ADVANCE INFORMATION 1-263



82420EX

4.1.2 BIOS MEMORY SPACE

The 82420EX PClset supports 512 KBytes of BIOS

space. This includes the normal 128 KByte space
plus an additional 384 KByte BIOS space (known as
the enlarged BIOS area). All BIOS regions that are
not shadowed in main memory are subtractively de-
coded.

The 128 KByte BIOS memory space is located at
000E0000-000FFFFFh (top of 1 MByte), and is ali-
ased at FFFEO000-FFFFFFFFh (top of 4 GByte).
This 128 KByte block is split into two 64 KByte
blocks. CPU/PCI accesses to the top 64 KByte re-
gion (00O0OF0000-000FFFFFh) that are not claimed
by main memory or PCl, are forwarded to ISA. The
subsequent ISA cycle always generates a BIOS chip
select (asserts BIOSCS #).

CPU/PCI accesses to the bottom 64 KByte region
(O00E0000-000EFFFFh) that are not claimed by
main memory or PCl are forwarded to ISA. The sub-
sequent ISA cycle generates a BIOS chip select, if
lower BIOS is enabled (via the XBCSA Register).

The additional 384 KByte region resides at
FFF80000-FFFDFFFFh. When enabled (via the.

XBCSA Register), CPU/PCI memory accesses to
this region are subtractively decoded to the ISA Bus
and BIOS chip select is generated.

All ISA BIOS accesses within the FOO00-FFFFFh
region are confined to the ISA Bus, even if BIOS is
shadowed in main memory. Accesses to the E0000-
EFFFFh region are confined to the ISA Bus, when
this BIOS region is enabled (via the XBCSA Regis-
ter). When the region is disabled, accesses are for-
warded to main memory, if forwarding is enabled (via
the PREV Register). Note that bit 6 in the XBCSA
Register overrides bit 4 in the PREV Register.

4.1.3 VIDEO FRAME BUFFER

The Video Frame Buffer can be mapped in the fol-
lowing ranges:

1. In the standard VGA range.

2. In a defined memory hole. In this case, DRAM
size is limited to 128 MByte Memory minus the
hole size. For example, if there is a 2 MByte
Frame Buffer hole, somewhere between 1 MByte
and 16 MByte, then the maximum DRAM size al-
lowed is 128 MByte minus 2 MByte equal
126 MByte.

1-264

L]
intal.
3. Above Top of Memory, but under 128 MByte. In

this case, maximum DRAM size is limited to
128 MByte minus the Frame Buffer Size.

4. Above 128 MByte. There are three non-aliased
ranges above 128 MByte, which can be used for
Frame Buffer:

(2 GByte minus 128 MByte) to

2 GByte ‘ When HA[31:27] =01111
2 GByte to (2 GByte plus )
128 MByte) When HA[31:27] = 10000

(4 GByte minus 128 MByte) to
(4 GByte minus .5 MByte)
: When HA[31:27]=11111

4.1.4 1/0 ACCESSES

The PSC positively decodes access to the 1/0 con-
trol registers, PCI configuration registers, and ISA-
Compatible Registers. For details concerning ac-
cessing these registers, see Section 3.0, Register
Description. In addition, the PSC positively decodes
CPU 1/0 accesses to the IDE ports, when enabled.
For IDE port accesses, see Section 4.5, PCl Local
Bus IDE. '

4.1.5 SMRAM: PROTECTED SMM MEMORY
BLOCK

The 82420EX PClset supports a dedicated
64 KBytes of SMM memory, called SMRAM. The
SMRAM is accessible only when certain conditions
are met. In normal operations, the SMRAM is hid-
den. SMRAM can be located at the AO0O00-FO0000h
segment. The SMRAM can be enabled/disabled
and programmed via the SMRAM Control Register.

When SMRAM is hidden, the whole memory space
can be accessed, excluding the SMRAM block.
When the SMRAM is visible, most of the memory
space is visible, in addition to the SMRAM block.
Only the memory block that shares the same bus
address ranges with SMRAM cannot be accessed in
this case. '

SMRAM is visible under the following conditions:

e The CPU is in SMM, performing a memory cycle
in the SMRAM range, while the SMRAM is not
manually closed. This is indicated by
SMIACT # =0, HLDA=0, HA is in the SMRAM
range (as programmed by SMBASE field of the
SMRAMCON Register), and SMCLS=0. The
SMCLS bit only affects data cycles and is ignored
for code read cycles.
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e The CPU is not in SMM, performing a memory
cycle in the SMRAM range, while the SMRAM is
manually opened. This is indicated by
SMIACT# =1, HLDA=0, HA is in the SMRAM
range, and the SMOPN=1.

e On each CPU access when SMIACT # is assert-
ed (or SMOPN=1), the main memory address is
compared to the selected SMM memory address
as determined by the SMBASE field. These bits
allow the user to select from eight different
64 KByte main memory locations used for SMM
memory.

4.2 PSC/IB Link Interface

The PSC and IB communicate using the PSC/IB in-
terface. Interface communications include CPU/PCI
accesses of the IB internal registers, CPU/PCI cy-
cles forwarded to the ISA Bus, and ISA master or
DMA accesses to main memory. The PSC/IB Link
interface is a point-to-point communication connec-
tion between the PSC and the IB.

Four sideband signals synchronize data flow and
bus ownership—Link Request (LREQ#), Link Grant
(LGNT#), Command Valid (CMDV #), and Slave Idle
(SIDLE#). LREQ# and LGNT# are used by the IB
to arbitrate for link mastership. Only the IB drives
LREQ# while only the PSC drives LGNT #. CMDV #
is driven by the current link master, while SIDLE # is
driven by the current link slave. Commands, ad-
dresses, and data are transferred between the PSC
and IB using the host address bus signals (A[17:2]).

4.3 Host CPU Interface

The 82420EX PClset provides a host interface to all
of the Intel486 family of processors and upgrades.

4.3.1 HOST BUS SLAVE DEVICE

The PClset can be configured (via the HOST Device
Control Register) to support an Intel486 Host Bus
Slave device (specifically, a graphics device). Two
special signals (HDEV # and HRDY #) as defined by
the VL Bus specification are used in the interface to
the Host Bus slave. The PSC can be configured to
monitor HDEV # for all memory and /0 ranges that
are not positively decoded by the PSC. The PSC can
be configured to monitor HRDY # and return RDY #
to the CPU, based on HRDY #. The host device may
include an |I/0 range, memory range or both 1/0 and
memory ranges. In all cases, these ranges must
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not be programmed (positively decoded) by the
PSC. The host device’s memory ranges are non-
cacheable. :
NOTES:
1. DMA, ISA Masters and PCI masters cannot
access the Host Bus device.

2. The PSC does not contain a time-out
mechanism to recover a cycle when
HDEV # is asserted but HRDY # is not as-
serted. When the Host Bus device asserts
HDEV #, it is assumed that the HRDY # as-
sertion will follow.

3. Host Bus Device—Read and Write fastest
timing. During a CPU read (fastest timing
programmed), the Host Bus device must
not start driving the data bus until two Host
Bus clocks after the active ADS# period.
This is required so the L2 cache can drive
the data bus for a 0 wait-state L2 read.
During a CPU write, the Host Bus device
can respond with HRDY # in the cycle fol-
lowing ADS#, to achieve a 0 wait-state
write cycle.

4. If the Host bus slave device is implement-
ed on the motherboard, the graphics con-
troller and video DAC chip must be ac-
cessed through the host bus. The graphics
ROM must also be accessed through the
host bus or integrated into system BIOS. If
the graphics ROM is not integrated into
system BIOS, and the graphics ROM is
shadowed into DRAM, the host device
must not respond with HDEV# when the
graphics ROM area is accessed. If the
graphics ROM is not shadowed, the PSC
PAM registers must be programmed not to
respond to the graphics ROM area.

5. If the host bus slave device is implemented
using a connector, the graphics controller
and video DAC chip must be accessed
through the host bus. The graphics ROM
can be accessed through the ISA bus.
However, when accessing the ROM BIOS,
the card in the connector must latch the
address with ADS#.

6. Not all host bus slave devices use all of the
host address lines for decode. If this is the
case, note that PCl memory and system
memory is limited by the number of ad-
dress lines used by the host bus device for
decode (e.g. if [25:2] are only used by the
host device, usable system memory is lim-
ited to 64 MByte, as the host device will
alias anything above 64 MByte).
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4.3.2 L1 CACHE SUPPORT

The 82420EX PClset provides signals that support |

the CPU’s L1 cache. For the S-Series CPUs, the sig-
nals are the PCD, KEN#, and EADS# signals. For
the D-Series and P24T CPUs, the signals are the
KEN#, EADS#, CACHE#, and HITM#. The P24T
and the D-Series CPUs include certain signals that
are not connected to the PClset. These signals are
fixed to 1 or 0, depending on the system configura-
tion as discussed in Table 12.

4.3.3 SOFT AND HARD RESETS

The 82420EX PClset generates soft reset (SRESET)
and hard resets (PCIRST#, RSTDRV, and
CPURST).

Soft Reset

SRESET/INIT is generated under the following con-

ditions: )

1. Programming the TRC Register (see TRC Regis-
ter Description).

Table 12. L1 Cache Signals Not Connected to the PSC

intal.

2. Keyboard KBDRST #: This signal from the key-
board controller is used to generate a soft reset
to the CPU via the PSC’s SRESET/INIT signal.

3. Shutdown special cycle: When the CPU executes
a shutdown special cycle, SRESET is generated.

Hard Reset

The IB generates a hard reset under two conditions:

1. PWROK; When PWROK is driven low, the IB as-
serts PCIRST#, RSTDRV, and CPURST. These
hard reset signals remain asserted until 2
HCLKIN cycles after the rising edge of PWROK.

2. Programming the TRC Register (see TRC Regis-
ter description).

Reset Distribution

Figure 4 and Figure 5 show how the hard and soft
resets are distributed in the system. The specific im-
plementation depends on the CPU type as shown in
the figures.

To ensure that SMI# is not generated during

. SRESET, an external “OR" gate must be used as

shown in Figure 6.

Signal Description

INV ‘INV input is tied to 1 for P24T and D-Series processor configuration. When INV=1, the.
cache line is invalidated as a result of snoop-hit cycle.

HIT The CPU asserts HIT to indicate that an Inquire cycle hits a line. The PSC only needs to know
when the L1 cache line needs to perform write-back, as a result of Inquire cycle. Since the
need to perform write backs is indicated by HITM#, the HIT is not needed in the PSC.

FLUSH# The PSC does not support L1 hardware flush. Since SMRAM must be configured in a non-
cacheable region, there is no need for automatic FLUSH # in a 82420 PClset-based system.
Therefore, FLUSH # can be tied to 1. The PSC recognizes the-FLUSH special cycles and
responds with RDY # to allow external logic to activate FLUSH # (if desired).

BLEN # BLEN# is tied to O for P24T and D-Series configurations to enable bursted write-back cycles.

WB/WT# | WB/WT# is tied to 1 for P24T and D-Series configurations to set all cache lines in write-back
mode. Individual lines can be configured in write-through mode by software only.

EWBE # P24T External Write Buffer Empty input is used to enforce correct cycle ordering in
concurrent systems. In 82420 PClset-based systems, there is only a single active master at a
time. Thus, the PSC does not use the EWBE # signal.

PWT PWT is used as an indication to cache a line in a write-through mode. The PSC L2 Cache
update mode can not be set on a line by line basis and thus PWT is not used.
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PSC IB
KBDRST#
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290488-14
Figure 4. Reset Distribution for CPU’s with Hard Reset and Soft Reset Inputs
Intel486 ™
ISA PCI
RST Device Device
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SRESET RSTDRV PCIRST#
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KBC
290488-15
Figure 5. Reset Distribution for CPU’s with One Reset Input
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Figure 6. SMI# Gated with SRESET

4.3.4 KEYBOARD CONTROLLER (A20)

The 82420EX supports the generation of A20M# via
the keyboard contr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>