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ABSTRACT

This memorandum, whioh is in two parts, describes some recent
developments in the design of correlation computers.

In the first part, the underlying theory of the correlation
function and its calculation are summarized; and the effects of
finite averaging time, sampling, and quantization are discussed.
Theoretical analysis, based on the work of Widrow, and experi-
mental evidence are introduced to show that for many applica-
tions no significant change occurs in the correlograms for
quantization above 4 or 8 levels, contrasting sharply with the
pPrevious practice of specifying 100- to 200-level quantization.
For certain applications, even two-level quantization yields
significant results. A classification of types of correlation
computers is introduced and is followed by a detailed survey
and description of the many components and circuits which may
be used to perform the required mathematical operations. Using
the component survey as a basis, two correlator designs for a
particular requirement - one analog and the other analog-
digital - are outlined and discussed in detail. A comprehen-
sive bibliography is included.

The second part of the memorandum concerns the design and
operation of a two-level real-time correlator. This correlator,
which was constructed to experiment with two-level guantization,
is designed around the ability of the magnetic-core shift regis-
ter to accept and store, in time sequence, information which
has been given in the form of the binary digits ONE and ZERO.

Inputs in analog form are sampled and quantized to two levels
(one bit) and inserted into a ten-element shift register.
Parallel outputs from all cores are multiplied by the output
of the last core, thus forming products with different time
displacements. The products are averaged in low-pass filters,
and the resulting ten-point correlogram is displayed continu-
ously on an oscilloscope or with a voltmeter. The correlator
was tested with perliodic and random inputs;'and the evaluation
of the results indicates the practicality of two-level quanti-
zation and the possibilities for real-time electronic
correlation,. '
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FOREWORD

The material in this memorandum is the result of two different
studies made during 1957 in the Servomechanisms Laboratory.

The material in Part I is adapted from a study, "Correlation
Computer Design Study," by J. F. Kaiser performed for the
Communication Biophysics Group of the Research Laboratory of
Electronics, M.I.T. Funds for this work were provided by the
Caspary Research Grant to M.I.T. Although this study was made
for a particular correlation application (bio~electri¢ poten-
tials), the excellent summary of basic theory and techniques
makes it valuable for any correlation problem. Those portions
of the study which are of general interest have been adapted
for use in this memorandum, and only the specific design
details of a correlator for the bio-electric application have
been omitted. Permission of Professor W. A. Rosenblith of the
Research Laboratory of Electronics for use of this material is
gratefully acknowledged. ' '

The material in Part II is a study performed as a Master's
Thesis by Mr. R. K. Angell and supported by the Air Force under
Contract AF33(616)-3950. This thesis was a direct outgrowth of
the study in Part I and was undertaken in order to demonstrate
the practicality of a two-level real-time correlator, sometimes
referred to herein as a "one-bit correlator". The thesis was
supervised by Mr. J. F. Kaiser. The equipment was constructed
splely to demonstrate the principle, and its success indicates
that two-level correlators of this type could be designed for
many correlation problems and would have great advantages in
speed and complexity over existing methods.

This work has been supported as part of the airborne data-
processing studies under Task 50678 of Contract AF33(616)-3950
because of the growing significance of correlation techniques
in modern information processing. Correlation techniques are
appearing in more and more of the literature concerning recon-
naissance, intelligence, identifiication and location of unknown
electromagnetic transmissions, and tranSmission of information
at signal-to-noise levels much less than unity. The material
should be of interest to anyone performing correlation analysis
of data of any kind.

John E. Ward
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PART I

CONSIDERATIONS IN THE DESIGN OF CORRELATION COMPUTERS

by

James F. Kalser



CHAPTER I

INTRODUCTION

This study of schemes for realizing the correlation
computation was undertaken to review the present state of the
art of computation, both analog and digital, and to review
the theory of the basic correlation computation as a statisti-
cal tool with the intended goal of arriving at the correlation
computer design which will best suit the requirements of its
users. The most important design considerations are speed and
accuracy of computation, versatility and reliability of its
operation, and the economy of construction and operation. 1In
short, what is desired is the fastest, most accurate, simple,
and reliable correlation computer.

In choosing a method for correlation computation, it is
apparent that the choice must depend heavily upon the form of
the input data, the form desired of the output data, and the
time scale of the data--considerations which arise in the use of
the machine. To permit the most flexibility in the choice of a
design or method of computation, we have chosen to separate the
overall problem into two parts. The first part concerns that
of properly applying the correlation coﬁputer to a data reduc-
tion task., Considerations are those of accuracy and those of
the choice of the length of data to be correlated and the num-
ber and time separation of the computed correlation values.

The second part concerns the design of a correlator which will
perform the single correlation oomputatibn as'rapidly as
possible.

This study is arranged into three sections. The first
section deals with the thebretical concepts of correlation.
The effects of finite averaging time, sampling, quantization,
and averaging method are discussed. Spectral analysis is also
considered. In the second secfion, the discussion centers on

the various schemes used for correlation computation with
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emphasis on their inherent advantages and disadvantages in
respect to our problem specification. The components used to
realize the individual operations are examined in detail. Con-

clusions as to design are stated in the third section.



CHAPTER II

THEORETICAL ASPECTS OF CORRELATION ANALYSIS

A. THE CORRELATION FUNCTIONS

The correlation functions that provide the basis for the

analysis of random time functions are defined (15)* as

+T
¢12(T) = 1lim g;s‘ fl(t)fz(t+f)dt (crosscorrelation)
I——'oo
=T
+T
¢11(T) = 1im g; S‘ fl(t)fl(t+7)dt (autocorrelation)
=~ g

If‘fl(t) and fz(t)~are integrable square (which is almost
always met in practical situations), then ¢12(T) and ¢11(7)
~are defined for all T and possess Fourier tfansformb that are

commonly called power—density‘spectra. These spectra are

respectively
@00 =z | eptn) & ar o ity eperewam)
)
©
¢Hl(w) = g: S' @11(7) coswT dT (power-density spectrum)
. © »

In using correlation techniques, some investigators prefer
to base their analysis on interpretation of the relevant corre-
lation functions, while others prefer interpfetation of the
spectral functions. Disregarding for the moment the relative
merits of each method, the literature appears to be in general
agreement that'computation of spectra is most feadily accom-
plished from the correlation fumctions rather than from the
data directly. With this opiniem as a basis, we shall now
consider the computational problems that exist in the practical
calculation of the correlation func tions.

* Numbef in parentheses refers ‘to numbered items in ‘the

Bibliography.
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The integral expressions for the correlation functions are
seen to be based on a time average, This requires that the
time function being correlated must be one generated from a sta-
tionary process, i.se., a‘process whose statistical characteris-
tios are time invariant. If the time function is not station-
ary, interpretation of the correlation function in its simple
form becomes difficult if not impossible.

The correlation integration is carried out over limits
tending toward infinity. Thus, information over all time is
required of the time function. Practically, this is impossible;
and one must be satisfied with analysis of a finite amount of
data. The questions which arise are what is the effect of a
finite averaging time and what is the effect of using an imper-
fect integrator to perform the integration operation?

Because of the availability of high-speed digital comput-~
ing machines, the investigétor must be acquainted with the
problems and effects of the sampling and quantizatton opera-
tions on the time functions, these operatioﬁs being required
on the data for digital computations, .

This section will treat these problems in sufficient
detail to give the investigator some idéa of:thefmagnitude and

type of error introduced by each.

B. TIME SERIES CHARACTERISTICS

The use of the time average in the calculation of the
correlation functions assumes most heavily thaé thé@time funo-
tions have statistical characteristics that;aré‘time invariant.
From the practical point of view, such stationary time func-
tions are not met exactly in most physical processes. By ocon-
tinuously monitoring the data, one often observes both bursts
of variation and relative changes in the level of variation.

It is then necessary to decide whether to correlate over short
periods where the variation level appears to be relatively
constant, or to correlate over a very long period and obtain an

average correlogram for the process. If the latter correlation



is chosen, much longer computation time is required; and it is
necessary to interpret the effects of averaging the different
levels of variation. On the other hand, if short correlations
are taken, a view of how the correlation changes with level of
variation is obtained at the sacrifice of slightly higher
variance of error.

Provided the length of record of the short runs is at
least an order of magnitude (factor of ten) greater than the
period of the lowest frequency or time constant of the process
other than those corresponding to changes in level of variation,
then the average correlation for the process may be obtained by
simply adding and averaging the short-time correlations. This
second method of looking at several short-time correlations has
several important advantages over computation of one long-time
correlation. First, it gives one more of a feel for the
effects of change in activity on the correlation. Second, it
may result in important savings in computation time if it is
shown early that the short term correlations differ only
slightly from one another. This factor is extremely important
from an economic point of view since it is deSifable to obtain
as much interpretable information as possible from a unit of
computation time. ,

In support of the ideas just discussed, reference is made
to Figs. 1 and 2, which show two common types Qf correlogram
(correlation function) characteristics. * In each figure the
correlogram at the top was obtained from a 60-éecond run length.
The second and third correlograms oorrespohd to computation
over the first 7-1/2 seconds and the last 7/12 seconds, respec-
tively. The change in correlogram characteristics with time is

most obvious. For example, in Fig. lc the apparent modulation

* These particular data, which were obtained from physical
experiments on cell potential activity in the human body, are
used because they are typical of the data to be correlated
in many applications and also because they were readily
available. These same sets of data are used throughout this
report when recourse to an example is necessary to illus-
trate a point in discussion.
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of the periodic cdmponent is missing whereas both Figs. la and
1b show this phenomenon clearly. Likewise, from Figs. 2a, 2b,
and 2c, the first ?-1/2 seconds of data gives a much more varia-
ble correlogram than does the last 7~1/2 seconds of data. The
last 7~1/2 seconds of data, however, gives a correlogram having
much the same features as the long 60-second correlation.

These examples point out ciearly the advantages to be gained

in short-term correlation and what sacrifices are made to

obtain them. _

One source of error in correlation that results from non-
stationary series is caused by drift or very slow change in the
value of the mean of the signal. This slow variation ocan be
removed by coupling the signal to the correlator through a high-
pass RC filter. The break frequency of this filter is chosen
to be lower than the lowest frequency of interest in the corre-
lation by at least a faotor of two., Filters of identical
characteristics should be used in each of the .two inpuf chan-

nels to the correlator.

C. EFFECTS OF FINITE AVERAGING TIME, SAMPLiNG, AND IMPERFECT
INTEGRATION ON THE ACCURACY OF THE CORRELATION

The accuracy of the correlation coméutétioﬁ»depends on the
averaging time interval, the number and spacing of samples if
sampling techniques are used, and the characteristics of the
integrator or averaging device. Much material has appeared in
the literature discussing in detail the first three items (14,
15, 16, 17, 19, 20, 21, 24). Of these references, (20) gives
perhaps the most complete and readable discussion of these
effects, ‘

From the literature, the following general conclusions can
be drawn. For random signals the rms error in the correlation
determination varies to a first approximafibn inversely as the
square root of the record length. For periodic or determinis-
tic;signals the rms error varies inversely as the first power
Bf fhe record length. Exact determiﬁation of the rms error in

the correlation computation requires knowledge of not only the
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Precise correlation fynction for the process but also of the
fourth-order probability density distribution. Hence, exaot
determination of rms error oan be made for only the simplest
theoretical cases.

If one assumes a fixed data length, calculation of the
correlation function by the use of samples and summation
results in a higher value of rms error than if the computation
were done ocontinuously. This is easy to understand if one
looks upon the samplihg operation as discarding some of the
information in the data. The rms computation error for the
sampled case varies inversely as the number of samples for
deterministic signals and inversely as the square root of the
number of samples for the random signals. These variations are
approximate; exact calculatiom of efrorvagain requires'knewl- |
edge of both the second- and,fourth-order<probability‘dis€ribu-
tions of the ihput data.

"If the integration required in the correlation computation
is to be accomplished approximately by the use of a filter,
then in general a longer reoord length is required for the same
accuracy of computation.

We can therefore conolude (neglecting inacouraciee in. the
components) that for a specified accuracy ofncorrelation compu-’ -
tation the speed at which the computation can’be carried out is
"directly dependent on the speed at . whlch the data can enter the
computation., For a fixed data speed, the oontinuous-type
. correlator utilizing a pure integrator gives the most accurate
result., ’ |

Because calculation of the variance requires knowmedée of
both second- and fourth-order probability dietribution func-
tions of the signals, the exact evaluation of the variance for
a practical case becomes very difficult. To give some standard
against. . which one can approximately assess the variance for
practicai cases, the signal can be assumed to be band limited
noise such as would be obtained if white noise were passed

through a low-pass filter.
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The autocorrelation function of such a signal is given by

polr) = @ 2, "¥11" |
where vz = mean square value of the signal
w, = bandwidth of the signal in rad/sec
T = oorrelation time shift

If we denote by L the record length, then the expreésion for
the variance 0‘¢2 of the correlation determination as a func-

tion of T and L becomes

-2W, T
2 1 1
o T [ 11 ~{1 + e (1 ZwIT{}

' -2w,. L -2W, T
1 1 1 1,1 2 2
- “-'——‘-wz ) {2 e + e (2+w1'r+wl'r }]

In the cases of interest to us

>
wlL 1

Hence, the variance becomes approximately

; 2 0_’-& ~2w, T
= — +
a'(P wlL 1 +e (1 20)11‘)

For very small T shifts

P wlL o_2

whereas for large T shifts, wy T 1
2 b o !
o = or =L -
L o ? oL
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Figure 3 shows graphically the rms computation error og
as a function of the record length for both 7 = 0 and w11 » 1.
The rms error value as determined from this graph represents
an uppetr bound on the rms error that is encountered in prac-

tical situations. This rms error value refers only to the

2.0 *

1.0 >
AN

08 > ¥:0 | sTOCHASTIC

\ \ w‘t,,,} SIGNAL

2 \
2
ou \ %\ -
PERIODIC SIGNAL __"\
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0.03 N\ N
\ \\\\\\\\
\
\
\ \
\ .
0.02 \

A\)
\ .
\ . \\

0.0t A : .
[ 1] 1.0 10 100 1000 10000

Fig. 3 RMS Computation Error as a Function of Record Length

calculation of single pbints on the correlation curve. From
knowledge of this error value, little_caﬁ be-infqrred about how
the shape or overall characteristics of the correlation curve
for a finite record length deviate from thé true correlation
characteristic. As da rule, the fit will be closer than that
indicated by the value of the variance. |

For periodic signals the variance diminishes with the
square of the record length. For example, if the signal is

assumed to have the form

1}

£(t) A cos(wt + 8)

2

then ?f(T) = %r cos WT
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The variance of ¢, as a function of record length bécomes

c 2 - éi (s:LnuJL)2
P 8 wL
2 .
A
thus U'¢ = ISigijL‘
2 |2
2
but Pmax %T
o v
whence e A |sin(uL |
¢max JE wL

Thus, for wlk = nm, where n is an integer #0, the variance

is equal to zero. As an upper bound to the rms error we use

fléiﬁ-w-&l 0 <uL < I
o 2 wL
-—L = <
cPmax 1 ud < wL
. L JE wL 2

A plot of this function is shown in Fig. 3. Thus, for example,
a record length of only 5 periods of the freQuency W can result
in a 2.2% rms computation error, in the correlation coefficient
as an upper rms limit. If we recall the correlation function
of Fig. lc where a very pronounced periodicity-of approximately
w = 63 radians/seo is present, it is easy to understand in one
sense why the obtained correlation is so smooth. Lw for this
case is 460 corresponding to a rms error of 0.15% if the
periodic component is assumed to be the only component of
importance.

One must be very careful in applying the results of these
two simple cases to practical situations primarily because the
processes usually encountered are nonstationary and of wide
variability in statistical makeup. The two cases are presented
only to sdrve as a broad guide.

To give an example of how the results might be misleading,
refer agaiﬁ to Figs. la and 1b. There appears to be a marked

modulation to the envelope characteristic of the periodic
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component, This could be characterized by two signals of
nearly equal frequencles beating with one another. The

expression for such a signal component could be written as

fl(t) = cos wlt(l + a cos wzt)

or

- a _
fl(t) = cos wlt + oos(w1 wz)t +

+
> oos(wl wz)t

a
2
where w, > w,. 1In such a case it ocan be shown that the
value of the variance of the computed ocorrelation function is
2 of the modulation.

If the modulation is of very low frequency, extremely long

mostly dependent on the low frequency w

record 1engths‘must be used to reduce the: theoretical variance
to a tolerable value., We know from experience that extremely.
long reoords»are not required to show the presence of the modu-
lation; yet from calculation of the“variandé alone, we may be
seriously in error with only moderate record lengths. From
the experience gained by different members of the Servomechan-
isms Laboratory, the rule-of-thumb critérion that fhe record
length should be at least 8 to 10 times the méximum time shift
has been found to give very satisfactory results. |

If sampling techniques are used, the same.pulé'applies
to record length with the additional requireﬁent tﬁat:the
number of samples be at least 103 and p:eférably‘greater than
10” for good correlation results (3, 8,'15).

D. SPECTRUM ANALYSIS

"Although the general or main charactéristiéé of the
autocorrelation function appear to be affected only slightly
by the use of finite records of moderate length,lthe fact
that errors or variability are present should caution the
investigator in trying to read too much.out of small irregu-~
larities in the correlation function., We feel that there is
much to gain in understanding the information in the correla-

tion if the spectrum or Fourier transform of the correlation
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is studied. The spectral study would not be intended to
replace the correlogram study, but instead, to augment it
énd thus add greater insight into the problem. .
Investigators using spectral graphs (18, 20, 22, 23) have
found that the numerical computation of the spectra from the
computed autocorrelation function can be carried out in general
ea31er and faster than by the use of schemes 1nvolving band
pass fllterxng and averaging of the original time function. f
This is especially true when use is made of special purpose‘ﬂ
‘analog or digltal computers. Thus, the computation of spectra
would follow logically the present computation of{autocorrela—
tion functions. - | ’ -
The spectra, as are the functions from which they are
obtained " are affected by the use of a flnlte record length.
The most 1mportant effect is that of limitlng the frequency

resolutlon to a mlnlmum posslble value w res of
w = L { o (Reference 18)
res _ 3. S
u'f |

max

where L is the record length and dex,;s.the maximum t ime
shift of the correlatmon function. This resolution is seldom
achieved in practical cases because of ‘the excessive amount of
calculation required. In the more usual situation, the number
of oomputed p01nts of the spectral function is made equal to
the number of computed values of the correlatlon function-~-
usually in the range of flfty to two hundred pclnts. In this
case, the maxlmum frequency resolutlon obtalnable in the
spectrum is equal to the rec1proca1 of the maximum time Shlft
of the correlation function. To realize this resolution, a
special weighting function (23) is introduced in the trans-
formation,computation in order to reduce the effects of trun-
cation of the correlation function, The introduction of the
special weighting function adds 1ittlelto the complexity of
thenFourier transformation computation.ﬂiThe effects of the
addition of this weighting function on the cbtained spectral

function is discussed in detail by Ross (23).
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An example of the use of spectra in the correlation
studies will be pointed out in the next section where  the

effects of quantization are considered in some detail,

E. QUANTIZATION AS APPLIED TO THE COMPUTATION OF CORRELATION
FUNCTIONS

l. Theoretical Considerations
If it is first assumed that the data to be correlated is
in a continuous analog form, then in order to pefform the ocor-

relation computation digitally the data must first be sampled
at discrete evenly spaced points and then the magnitude of the
sample digitized or‘quanfiied. The effects of sampling have
already been disoussed. The problem remains as to wtat
effects does quantization introduce. It would be advantageous
to know how coarsely one is permitted to quantize the data
without introducing excessive errors in %he correlation ocompu-
tation. If a special-purpose digital machine is to be built
to perform the computation, it is known that the size and com-
pPlexity decrease and the speed increases as tha size (bit
length) of the input number is reduced. It is then to one's
advantage to use as small a number (as coarse a quantiiation)
as is tolerable in view of the errors introduced.

The theoretical study of the effects of quantization
carried out by Widrow (24) suggest that extremely coarse quan-
 tization is permissible in the correlation coﬁputatidn with
the resultant statistical errors being calculable, For simple
first~order processes, it is shown that the ndise introduced
by quantization is completely uncorrelated with the statistiocs
of the process if a certain relation exists between the quan-
tization coarseness and the characteristic function of the
amplitude distribution of the input. If the relation is satis-
fied, then the moments of all orders of the unquantized signals
are calculable from the moments of the quantized signal and
information on the quantization coarseness. .

For higher-order processes the correlation between quanti-
zation noise and quantized signal is a function of the
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correlation of the quantizer input signal with itself. For
signals with Gaussian distributed amplitudes, Widrow (24)
gives the following relation that approximates olosely‘the
correlation of gquantization noise as a function of the

correlation coefficient of the quantizer input signal:

2/ 0
..Lyn'z g——( _\l-2->

2 2
= e qa o
N
where oy < normalized correlation of quantization noise
with signal
o = standard deviation of quantizer input signal

qQ = quantization box width

Ulz = normalized correlation coefficient of the
quantizer input signal

A plot of this relation for different values of the correlation
of quantized noise 1s shown in Fig. 4. The use of this figure
ls as follows. If a box size or quantization coarseness of
say Q@ = 20 is used, then one can, by reading off the inter-
sectiog of the slanting lines with the ordinates determined
by (?ﬂ = L4, obtain the correlation value of quantization noise
to be expected for any normalized correlation coefficient of
the signal being quantized. Thus, we see that for q = 2 ¢
(extremely coarse quantization) the noise introduced by quan-
tization is less than 1% correlated with the signal fof all
correlation coefficient of the signal less than 0.1 in
magnitude. |

Van Vleck* (68) has shown that for twp—level quantization
the correlation function R(7) of the quantized signal is simply
related to the correlation function @(7) of the continuous

signal as

1 [o(7)]

R(T) = % sin

Thus, in the two~level case for correlation values less than

0.54, R(1) is within 5% of (7).

* A derivation of this result is included on page 147 of this
memorandum.
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The importance of this result is immediate to the problem
of correlation. If the noise introduced by the quantization
process is completely uncorrelated, then the only effect of
quantization is to change the values of the even moments of

the input signal an amount calculable directly from the

1.0Or O
50% 20% 10% 5% 2%
0.8+ 8}
1%
0.5%
0.6} 6
0.2%
2
q ()
6 0.| %o
o4} af
0.01%
0.2¢+ 2t
PERCENT CORRELATION OF
////é QUANTIZATION NOISE SHOWN ON CURVE
o L. O A A 1 A
1.0 0.8 0.6 0.4 0.2 . (o]
1.0 0.98 0.96 0.94 — 0.92 . 0.90
%2
0-2

Fig. 4 Quantization Box Size vs. Correlation'Coefficient of
Quantizer Input Signal with Correlation of Quantization Noise
as a Parameter :

quantization size. All other obtained points on the correlation
curve (i.e., other than at 7 = 0) are theoretically unaffected
by the quantization, a very interesting and useful result. A
series of experimental tests, that wili be mentioned subse-
quently, were carried out which verified this theoretical

result quite well,

The errors in the even moments of the correlation for 7 = 0
of the quantized signal are found simply by considering the
flat-topped distribution of the quantization noise. This dis-
tribution is shown in Fig. 5. The moments are given by

00

n n
y = S y plyl)dy
- 00



19

but
-
_1___9.<y<9.
J q 2 2
ply) =
\O y<‘%a Y>%
therefore
(o n odd
y" = 9 >
2 n
E S' y dy n even
L o]
or
n.
—_ a
n o= (2) n en
y o + 1 ev

Thus, the mean sguare and mean fourth values of the noise are,

respectively
2 _ 4q.
y 7 1z
— b
bo_ og_
AT

It must be recalled that these theoretical results assume
that the distribution of amplitudes of the input signal or
signals satisfies the "Nyquist Condition" with respect to
quantization size. Signals whose distributions are Gaussian
or very nearly Gaussian satisfy this condition approximately
up to extremely coarse quantization. Fortunately, most of
the data from the physical processes of nature.have ampl itude
distributions that are approximately Gaussian. The distribu-
tions which can cause serious errors when quantization is
introduced are those possessing discontinuities or large
ohangés in slope. Fig. 6 gives several examples of these

types of amplitude distributions.

2. Experimental Results

To obtain a feeling for the implications aof quantizatioh

and to test the validity of theoretical results, a series of
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tion Function of Quantization
Noise

W(x)
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Probability Distribu-
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Fig. 6
Not Satisfying the "Nyquist
Condition"

Amplitude Distributions

correlograms was computed with
the aid of the Whirlwind I
digital computer. The data
were taken from tape record-
ings of the cell potential
activity during two different
experiments,

of the data exemplified the

The correlograms

two extremes encountered in
this type of study.
denoted by Run A,
what appears to be a well-

defined behavior; the other,

Run B, a much more complex

One,

represents

structure. ,

The correlogram computa-
tions were aimed ‘at finding
the effect on the correlation
characteristics of quahtiza-
tion of varying degrees of
coarseness and at determining
the effects of bias and satu-
ration that would occur in a
praqtical:realiiétion of a
. The

correlations were obtained

quantized computation.

from the summation of 650
products of'sample pairs.
Each éorrelation consisted of
100 evenly spaced computed
The sample size (650

points) is regarded as small

values.

for this type computation (15),
and hence care must be exer-
cised in the interpretation of

the results.
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The first graph, Fig. 7, shows the effett of quantization
coarseness on the correlation characteristics of the Run B”
data. It is seen that quantization to 3 bits (8 levels)
results in only minor amplitude differences with no apparent
changes in overall characteristics. For 2-bit (4 levels)
quantization, the variations in amplitude deviation are some-
what greater but still the general characteristics are retained.
For the extreme case of one-bit (2 levels) quantization coarse-
ness, Fig. 8 shows that only the major charaoteristicé of cor-
relation are intact. The theoretical results of the previous
section indicate that better correlation should be obtained.
The discrepancy between theory and experiment in this situation
is believed to be due primarily to the small sample size.

Aside from this, the results of one-bit quantization are quite
startling and interesting.

The comparison between correlations was made on the
general basis of how closely the curves conform to one another.
An additional check into the effects of the quantization is
made by observing the power density spectra:of the correla-
tions. As shown in Fig. 9, quantization down to three bits
introduces no detectable changes in the frequency character-
istics of the spectra. The minima and maxima apﬁear unchanged
frequency-wise. One-bit quantization appearsvto”reduce the
frequency definition as‘notable differenées are present,
especially at the higher frequencies. This, again, is believed
due to the small sample size.

The data of Run A was subjected to the .same procedure as
outlined above. Quantization was adjusted to Ee 8 bits,

3 bits, 2 bits, and one bit, respectively. The results are
showt in Figs. 10 through 12. '

It is imquiateiy apparent #that the same general
conclusions as reachwsd for the Run B data apply here directly.
Quantization to thrgé}bitswcauses no ¢hangés in the important
characteristics of‘tﬁefpgprela&ion and otly slight difference
amplitude variations. The spectra (Fig. 12) show that in all

cases the apparent modulation of the cositiusoid is unaffected
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by coarseness of quantization. The only perceptible effect
in the spectral study was that in the one-bit case the dis-
crepancies were large primarily at the high frequencies. 1In
all cases, the relative magnitudes of the two adjacent maxima

at 8 and 10 cps were preserved.

\ ~——— 256 LEVELS (BBITS)
os—4\—4r——— -=——- 7 LEVELS (3BITS)
xxxx 2 LEVELS (18IT)

o
o

o
>

NORMALIZED AMPLITUDE
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- .
x
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-" - 5 ’l
N\ * $ 33 .
LE 1: X x
¥ - W - )

Xy X X'

8 2 16 20 24
FREQUENCY (CYCLES PER SECOND)

Fig. 9 Power Density Spectra, Run B

From the similarity of results obtained from these tests
on two sets of data of quite differeént correlation character-
istics, it can be concluded that very Satisfactbry correlations
can be computed digitally using quantizatidnvas coarse as
8 levels (3 bits). Quantization to 4 levels (2 bits) appears
to give good results and there is every indication that this
result should improve if the sample size is increased to a
moderate value.

Because duantization to 2 levels (one bit) gives a
surprisingly fair correlation,work in the form of a master's
thesis was conducted toward the construction and evaluation of
such a device which would cempute and display ten values of
the correlation function simultaneously. The results of this

thesis are included in their entirety in Part II of this



24

é, @)

-4
-8

-4

xx

QUANTIZATION

— 256 LEVELS (8 BITS)
8 LEVELS (3 BITS)
4 LEVELS (2 BITS)

X%xx
CX-X-X.]

Figs.

0 &
b
] o
0'

QUANTIZATION
L 2 LEVELS (I BIT)
o 0.2 08 ' o.‘s\j ‘ o.;a\j L\_/ 1.0

t_

5 SECONDS

10 and 11 Correlogram, Run A



memorandum,

as a simple and rather inexpensive device capable of giving

good estimations of the correlation functions.
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Fig. 12 Power Density Spectra, Run A

Beéause any practical design must utiiize a quantizing

eleﬁeﬁt, a study was carried out to determine the effects of
~data bias shift and data-mean-square-value shift on the
correlétion characteristic when only a finite number of

quantization levels are available. For the first run the

"level" size or "box" width was chosen sucﬁ that 98% of the
data pointé fell within the total number of boxes to be used
k3 and 7 for the Run B'data and 3 for the Run A data). Any
data points falling outisite the end boxes (top and bottom
‘levels)’were interpretied’ as: being inside the respective end

box. This type of run-is:termed a "straight" fun. A graph

25

The one-bit correlator should prove very valuable

illustrating this ad justment of box width is shown in Fig. 13a

for a nearly Gaussian’dlstribution of signal amplitudes.
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To determine the effect
of a shift in bias and the
resulting box saturation, a
bias of one-half a box width
wix) was added to the data as
ad justed for a straight run,
The resulting amplitude dis-

tribution over the boxes is
shown in Fig. 13b. The effect
being investigated by this

maneuver is not only the

—_ a-,——io—ao-e—i-—a. X

(a) STRAIGHT

resultant change in correlo-
gram bias but the shape of the

correlogram as determined by

= t * H y saturation in the end box B,.
-—-B_|—-‘4—-ao—-.“—-8|——-——— ’ . 1
(b) SHIFTED 1/2 LEVEL In order to try to
isolate the effects of end box

saturation, the -data of the
straight run was multiplied by

a constant factor such that

* i i * 8% of data points covered
——‘B-r-—l'—Bo—-oL—B' 9 % ‘ i P 2
+ oxe
(C) 4/3X STRAIGHT n 1 boxes wt;erle they had

covered n boxes before. The
test was then rﬁn still using
only n'bdxes. Saturation was

‘ thus present in both end boxes
e 8, l B— _. (the effgptivq end box width

(d) 4/3X STRAIGHT, SHIFTED 1/2 LEVEL thus 'beiﬁg_ 1-1/2 boxes). This

‘ operation is shown in Fig. 13c.

Fig. 13 Changes Made in the - _
Amplitude Distribution to Study For a fimal run the ampli
the Effects of Bias, Amplifi- fied data of Run 3 was again

cation Factor and‘Sa;uration shifted one-half a box width,
thus doubly saturating the
right end box and returning
the left end box to roughly
the unsaturated condition.
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This manipulation is shown in Fig. 13d. Figure 13 was prepared
using 3 levels for the quantization.

Figure 14 illustrates the correlations obtained by
applying the sequence of four manipulations to the Run A data.
The first observation is that the general character, including
the envelope modulation, of the correlation is retained
throughout all the operations. At only three levels of quan-
tization this result is very rewarding because it indicates
that the bias and saturation effects are not extreme at all.
The shift in correlation level for the second and fourth runs
was approximately the value computed from the square of the
bias set in. If the data had an initial mean value of ?, then
it can easily be shown that the change in correlation value
for an added bias b is simply 2fb + B2,

It is noticed that the effect of saturating the end boxes
as in Run 3 gave a wider variation in the correlogram. This
was to be expected since the end boxes are now being used more
than in the first run., Despite the heavy saturation effect in
the right end box for Run 4, the general correlation character-
istic was quite well preserved. In all cases the major
frequency information remained fixed in the spectrum.

The same sequence of operations was'applied:to the Run B
data first with quantization at 7 levels and then at 3 levels.
The correlograms of Run B at 7 levels, Fig. 15, strongly
support all the conclusions reached on the 3-level Run A
results. At 7 levels the different correlations remarkably
display all the moderate and major rises and falls of straight
correlation. Amplifying the data as ih fhns fhree and four
agaln results in a slightly increased corfelation amplitude
due to greatef use of the end boxes. '

The correlograms of Run B at 3 levels showed much
increased variability over that at 7 levels. For this réason,
a ﬁbﬁer spectrum presentation of the results is chosen.

Fig. 16 shows these results in detail. It should first be
mentioned that the amplitude s¢ale factor for runs two and
four differs from that of runs one and three by a factor

slightly greater than 2.
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The first general comment is that the power density
spectra have roughly the same general shapes. For runs 2;
3, and 4 the spectra are noticeably different from xun 1
in regards to location of peaks and valleys in the range

of frequencies from 7 cps to 11 cps. The maxima at 5 cps
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Fig. 16 Power Density Spectra, 3[Levels,fRun B

and 22 cps (the major peaks) remained intact throﬁghout the
various operations. Little else can be said concerning these
results other than it must be recalled that all computed points
are the summation of only 650 sample products. This relatively
small sample size can account for much of the variability noted
in the 3-level results. :

In summarizing the results of these experimental studies
of quantization effects, it is first pointéd'out that these
results are based on correlations determined from only 650
sample pairs--a fairly small sample size. All conclusions are
made in cognizance of this fact. '

First, correlations obtained with quantization as coarse
as 7 levels (3 bits) were excellent when compared with both the
analog results and the 256-level results. There are no detecta-

ble changes in the frequency information contained in the data
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as a result of this quantization. A change in hias or scale
factor of 7% (1/2 level) produces no noticeable or uncomputa -
ble change in the correlations, frequency information again
being unaffected. The change in mean-square value dye to
quantization is computable and is relatively small foyr the
7-level case. As a whole, the 7-leval study supports the
theoretical results rather closely. It is recalled that the
normalized value of the correlation functions were usually
considerably less than 0,5, especially in the case of the

Run B data.

Second, ﬁhe quantizations at 4 levels (2 bits) produced
correlations ;Eose variability although large could possibly
be acceptable in lieu of the fact that this wvariability could
partially, at least, be attributable to the small sample size.,
Again frequency information appeared to be unaffected by bias
shifts and saturation effects. '

The results of one-bit quantization were satisfactory
enough to merit additional study in the form of a thesis
investigation. A simple real-time correlator is brought into
the realm of possibility by the encouraging]résﬁlts of these
studies. It should also be noted that the variability of the
2-level quantization results over the 256-level results was
less than the variability between the sectional correlograms
for the first eighth and last eighth of the datal



CHAPTER IIL

STUDY OF BASIC SYSTEM TYPES FOR CORRELATION COMPUTATION

A. INTRODUCTION

This section begins with a discussion of the dependence
of correlator type on the input and desired output information.
The various schemes available for realizing each correlator
type are discussed as to their advantages and disadvantages.
The section closes with a rather comprehensive listing of most
of the currently used techniques (that are applicable) for
performing the operations of delay and storage, multiplication,

integration, and recording.

B. SYSTEM BREAKDOWN

The proéedure of obtaining the corrélation function of a
set of data involves three basic steps. ‘The fitst step con-
sists of transforming the data into a form fhét,the correlator
can use. If automatic analog or digital computers are to be
used, the data must be transcribed to the form‘that each
computer can interpret and operate upon. Thé second step
consists of performing the correlation cbmputation. The third
and final step is the transformation of thé oomphteryresults
to a form suitable for interpretation or other use. This form
may be a plotted curve, a tabular listiné; é scope plot, a
punched tape, etc. |

The choice of a device to perform the vactual correla-
tion computation then is seen to depend upon both the form . of
the input data and on the desired form of the output results.
The form and character of the input data impose the more
stringent restrictions on the type of correlator than does the
output requirement. The restrictions in design due to these
specifications are discussed in detail in the pertinent sec-

tions which follow.

31
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C. SYSTEM SPECIFICATION

For the purposes of disbussion it will be assumed that thd
correlator is to be used as an investigative tool for thsa
analysis of experimental datea - frfom physical processes. A diffi-
culty, then, that is encountered is that the investigator often
does not know what part of the corrvelation function or what part of
the power spectrum contains the information he is seeking. He
is therefore in a sense forced to look at the oorrelatiqn funo-
tion in rather fine detail over a sizable range in time delay.
This uncertainty and wide variation requires that the ocorre-
lator be designed such that the spacing between computed values
and the number of computed yvalues can be varied over wide
limits. It is not uncommon.for a correlation to contain
upwards of one hundred computed points. The spacing should be
‘chosen so that there are at least four computed points per the
highest £re§uenqy to be discerned in the data. Nyquist's
sampling theorem requires an absolute minimum of two points
per cycle. On this basis the total number of ¢omputed points
should be equal to the pfoducf of the ratio of the highest
frequency to lowest frequency of interast‘and:thélnumber of
points per oycle of the highest frequency{w i ’

To make possible a time scale c¢hange, the test data can be
recorded on magnetic taﬁe} This permits the investigator to
use more efficiently the correlation computer by allowing him
to run the data in as fast as the computerwcan process it. A
frequency modulation écheﬁe is usually uéed_in the recording
to enable the low frequencies:to be recordéd,‘and to help
prevent loss of information during subsequent re-recording and
playback., | :
| For purposes of discussion, the form desired of the output
of the correlator is assumed to be a point-by-point plot of the
correlation function, As will be pointed out later, it may
also be advantageous if the output is also recorded in a form
that will easily permit further computation by a general-
purpose digital computer. Such a form might be a punched paper

tape or a digital magnetic tape record.
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With the input and output specifications thus spelled out
literally, it is desired to determine the correlation computer
which will perform the single correlation computation as
rapidly as possible. The design is to have the versatility,
and flexibility previously mentioned, and must be as simple
and reliable as possible while retaining a computational acou-~
racy commensurate with data length and data statistics as
outlined in Chapter II.

D. BASIC SCHEMES FOR PERFORMING THE CORRELATION COMPUTATION

To the writer's knowledge, there are four principal types
of correlation oompufers. The classification is made on the
basis of the mathematical manner in which the correlation
coefficient is computed.

The first type is essentially the straight analog correla-
tion computer. Its operation is as follows. A value of time
delay T is chosen and fixed. The data is then continuously
multiplied by itself shifted in time by 7. The continuous
product is then continuously integrated. Affer a fixed length
of time T the computation is stopped, and‘the'cqrrelation
coefficient value is read as the analog of the final value of
the integrator. The next point is computed using the same data
but a different value of T. Descriptions of several successful
correlators of this type are found in references 1, 6, 7, 9, 10,
11, 12, 13, 26. -

The second type of calculation scheme 6anists of a slight
modification of the first type. In this system instead of com-
puting the éorrelation on a point-by-point basis, the value of
time shift 7 is slowly and continuously. varied. Thus, the
correlation function is generated continuously. In this scheme
a very long data length is required. For the correlation to be
meaningful, the statistics of the data must be reasonably time
invariant over the long run. As a general'rule, this scheme
has no advantage in time saving and accuracy over Scheme 1 for
comparable analog compopents. A correlator of this type is

discussed in detail in (5).
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- The third type of correlation scheme is based on the
sampling principle. The data 1s sampled at a rate such that
the ad jacent samples can be assumed to have statistics inde-
pendent of one another. The sampling interval thus chosen is -
then greater than the maximum time shift of interest. The
‘correlation coefficient is then built up by summing a fixed
number of products of the sample of the time function and the
sample of the time function shifted by 7 units of time. The
number of samples required for a fairly stable correlation
function result has been discussed in Chapter II and is usually
in excess of several thousand. Thus, this scheme requires a
record length at least several thousand times the maximum T
shift. Correlators of this type are discussed in (3) and (8),
and find their greatest use where the input information is
located in a high frequency pass band and where a very long
record length is available. v

The fourth type consists of a slight variation of the
third type, and is aimed toward a more efficient use of the
record length. In this scheme the data is sampled'at intervals
corresponding to the minimum time shift increﬁent.‘ Independ-
ence of adjacent samples is not assumed or required, Again the
computation consists simply of a summation of a fikéd'number of
products of samples. This scheme is usually employed'when‘the
computation is performed on a general—purpdsé digital computer,
The record length required by this scheme is nearlY'% times
that required by the third type where N denotes the number of
computed points. , o _

Correlator designs of types two and three reduire very long
record lengths and are thus highly dependent on the station-
arity of the recorded time signals. Correlators of types one
and four,on the other hand, can be used with relatively short
record lengths and tend to be much more efficient in the proc-
essing of the available data. The remainder of the discussion

is confined to correlator designs of type one and type four.

»
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E. DISCUSSION OF POSSIBLE SYSTEM DESIGNS AS TO COMPONENTS

The type-one system is essentially a continuous analog
computing system whereas the type-four system is basically
a discrete computing system belng most likely digital 1in fonm..'
althoughr discrete analog systems are possible. Because the
basic correlation computation consists of four fundamental
mathematical operations and because these operations can each
be accomplished by many oompbnents. the possible number of
correlator designs is very great. The designs may involve
entirély analog components or all digital components, or may
be a hybrid type utilizing both analog and digital techniques.

It is necessary to make a few general comments first
before discussing the systems and components in detail. It
is assumed first that the input to the correlator is to be
data recorded on magnetic tape in frequency modulated form.
Because of bandwidth limitations in the reéording scheme ,
the highest frequency component of the input data is limited
to 5 kilocycles per second for a 30—ips ﬁape‘spéed. Thus,

a goal of the correlator design must be a dapability of
processing input data at this maximum rate.: Fdr an analog
system this specification sets the bandw1dths required of the
individual computing components. For a digital system this
specification partly establishes the minimum sampling and
computation rate. The other factors which affeét the sampling
rate are the record length and desired minimum spacing between
computed correlation values.

Regardless of the sampling rate, any type-four system will
not be considered satisfactory unless it can pefform about on
an equal basis with the type-one system. Performance is meas-
ured directly in terms of speed and accuracy of computation.
Cbnsidefations such as versétility, reliaﬁility, cost, and
coniplexity become important in system comparison only after

approximate equality of performance is established.
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S
A:second Qoint to be brought. out is that both type-one and:

type-four correlators compute the valuds of the correlation
function at discrete points. Because the input data rate is
assumed to be limited not by the computation process but by the
data recording or storage means the time fo compute one point
on the correlation function is about the same for both systems.
If total computation time is to be reduced by computer design,
simultaneous computation of several points must be done. This

is termed multiplexing. One consideration therefore in ochoos-

ing a design must be based on how simply the single point
computation method may be multiplexed. The total computation
time can be reduced using this means by a factor of N where N
is the number of simultaneobsly computed points.

In discussing analog type eleﬁebts, attention must be paid
to the problems of accuracy, bandwidth, drift, and dependency
on tube characteristics. For digital elements there is essen-
tially no drift problem, but attentidn must be -directed now to
*éomplexity»as a function of the bit size of-the'daté nﬁmbersv
and to the time required to perform the particular digital
operations., It should also be recalled that the&input'data is
essentially of analog form. T&e desired output is an analog
plot and possibly a digitél tabulation if sp9ctra are to be
calculated later. Thus, if digital means aré‘xo be used, both
analog-to-digital and digital-to-analog converters would be
required. ‘ |

As an aid in evaluating and discussing the different
systems, two data runs typical of the nearlextreﬁes that a
correlator for the data discussed in Chapter II might encounter

- are considered. These typical runs are:

. COMPUTER _TIME

Short. Run Real Time 100:1 Speed up 10:1 Speed up
Highest frequency 50 cps 5,000 cps 500 ops
Maximum time shift 1 sec 0.01 sec 0.1 sec
‘Record length 10 sec 0.1 sec 1 sec
Number of points desired 200 200 200
A : 5 m sec .05 m sec «5 m sec

Sample rate for 5,000 500 s/sec 50,000 s/sec 5,000 s/seo
samples min,
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COMPUTER TIME_, .

Lo Run Real Time 100:1 Speed up 10:1 Speed up
Highest frequency 50 cps 5,000 cops 500 ops
Maximum time shift 2 set .02 seoc .2 8sec
Record length 2,000 sec 20 sec 200 sec
Number of points desired Loo Loo Loo
A 5 m sec .05 m sec .5 m sec
Sample rate for 5,000 2-1/2 s/sec 250 s/sec 25 s/sec

samples min,

The important conslderations implied by these runs are:

(1) For very short runs the sampling rate may have
to exceed the reciprocal of the minimum time
shift AT in order to obtain a sufficient number
of samples.

(2) If a fixed sampling rate is used, then the
number of samples will vary directly as the
run length, This may be by a factor of
1,000 to 1. -

(3) 1If the correlation function is computed one
point at a time, total computation time may
be as long as 2,2 hrs or as short as 20 seo.

In review, the type-one system evaluates the integral

T
1 S
910010 =F ) £(8) £,(6 + T)at
[¢]
The specific operations that are involved are:
(1) delay of £, (t) by a fixed time 7

(2) continuous formation of the product of f, (t)
with the delayed signal f, (t + 7)

(3) integration of the continuous product over the
finite time interval 0 < t+ < T

(4) division by T to obtain the value of the
correlation function wla(T)

Figurebl7 illustrates in block-diagram form this computation
sequence.
The type-four system forms the correlation function as

: N
®12(7) = %’Zfl‘tn) (g * 1)

n=1
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This computation is based on discrete operations with the
samples of the two time signals fl(t) and fz(t). The integra-
tion is replaced by a summation over a finite number of sample-
pair prbducts. Again, Fig. 17 illustrates the block diagram

of this computation procedure.

DELAY »
. ____*[:::;:::}____+
APE MULTIPLY INTEGRATE .

READER R (SUMMATION)

RECORD

TIMER

Fig. 17 Correlation Computation Block Diagram

l. Delay System

The first operation to be realized in either system is
that of the délay of the input signal. If.thé'data is assumed
to~be in analog form, then the delay migﬁt be accomplished by
a tapped artificial delay line (1, ?7); or by a set displacement
between two reading heads on the data tabe} or by a fixed dis-

placement between the reading heads on a rotating magnetic drum.
| The use of a delay line is restricted to the situation
where the time delay between adjacentxpoinfs is fixed. Since
a maximum of 400 points per correlation is desired, the 1line
would necessarily be very long and complex. The maximum delay
of 0.4 sec would be extremely difficult to obtain. Corrections
for phase shift and attenuation would have to be included for
each tap. Thus, the delay line would be most impractical for
the proposed system. ‘

The use of two variably displaced reading heads on the
data tape has been used (10) with moderate sucess. The prob-
lems encountered are those of change in tape dimensions with

temperature, humidity, and tension and those of mechanical

C
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interference between roading and recording heads., This 1at%er
pfoblem becomes especially trying if several read heads are
used with a multiplexing scheme. The tape on such a delay
device is operated in codtact with the heads and at speeds from
60 to 150 ips--the faster speeds giving greater mechanical dis-
tances for identical time delays. The use of a tape delay of
this design should be considered when thought is given to
multiplexing. '

The third type of delay unit is the magnetioc drum. This
type is currently in use in the present correlator and is
thoroughly des¢ribed in the literature (11, 12, 27). The
advantages of this type of drum are excellent dimension or
délay stability and a resolution of better than 3000:1 in the
head spacing. The drum however is very susceptible to dust and
dirt as the spacing between head and surface must be held to
under 0.001", This spacing accuracy requirement makes the
mechanical design very critical. More will be said of the drum
in Chapter IV. The drum thus offers a very flexible medium for
the time delay operation. ‘ ;:.

If a digital scheme is to be used, then thefdata can
either b# stored by the meahS'outline&‘aﬁbve and ‘converted to
digital form on use, or can first be stored in digital form
after sampling and quantizing. Storage of data by digital
means has been achieved in high—speed.digital computers in a
large varietyrof ways(61). The storage size required is equal
to the product of the bit size of the numbérs and the number
of numbers to be simultaneously stored. To keep storage at a
minimium, the number of stored data poinﬁs can Be limited to the
number of computed poihts on the correlation curve. As was
pointed out inisections C and D of Chdpter II, in order to
obtain a sufficient number of samples. for the short runs, the
time between samples should be equal to the time between com-
puted correlation values. Thus, for a storage of this limited
type, a mechanism is required either to shift the data from
storage eleﬁént to storage element or to sequentially shift the

computation to the correct memory cells., The first mechanism
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is, in general, much easier to realize. For it a magnetic
shift register (28, 29, 32) could be used. For a maximum num-
ber of correlation points of 400 and for a data bit size of |
3 bits, as substantiated by tests outlined in Chapter II,

Sec. E, a total of 1200 memory elements would be required to
obtain the greatest delay. Variation in sampling rate is accom-
pPanied then by variation in the shifting rate of the register.‘
With such a device outputs are available simultaneously for
computation of all the correlation points. No additional heads
must be added as in the case of. the magnetic drum delay system.
The resolution of this type delay system is equal to the total
number of computed points——fop our example, 400. To achieve a
resolution equal to that of a typical magnetic drum system
(about 3000:1), a magnetic shift register scheme would reqdire
9000 elements. This large a memory may be too costly and
unwieldly from a circuitry point of view,.

A more practical system for obtaining high resolution
would be to combine a drum delay system with,?:magnetic shift
register system. The drum system would bevuseditb obtain the
fixed set of long delays required. Schemes could be devised
to insure that the long delays were a fixed integer multiple of
the shift time increment. '

For applicable magnetic shift register units, the element
'cost, not including any supporting circuitry, is approximately
#10 per bit. Thus, a 1200-cell memory eiement wouid have a
base cost of approximately #12,000. This figure is considera-
bly greater than the comparable magnetic drum delay system.

If quantization to two bits is permitted, the cost would still
be around the 8,000 figure. '

Thus, it is apparent that the magnetic drum déléy system
offers the most versatile type of delay properties and is as
a whole less expensive to build than a digital storage system
of equivalent capability. It should be pointed out, however,
that the design of the drum system becomes increasingly

involved when the number of read heads is increased as would
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be required in multiplexing, whereas the multiplexing feature
is inherent in the magnetic memory without the addition of any
extra equipment insofar as the memory is concerned.

Other-type digital memory systems such as relays, ring
counters, hard tube flip-flops, acoustics delay lines, electro-
static systems, ferroelectric cells and capacitor-diode types
were lnvestigated but were not considered for this problem

because of cost, complexity, speed, and other factors.

2. Multipliers
The classification of multipliers logically breaks down

into two parts: analog and digital. For the purposes of dis-
cussion, the analog multipliers have been further subdivided
into four groups. The first group consists of the straight
analog multiplying technigues, such as variable -4 tubes,
crossed-field schemes, and FM modulation methods. The second
group comprises those devices which use bhe quarter-square
principle. Sampling types, pulse width-height schemes, time
division, and time-share multipliers constitute the third group.
Miscellaneous methods such as coincidencé éounting, log-antilog
circuits, and electrodynamometers are included in the fourth
group. Digital multipliers are then considered in the second
part. ' ‘

| Before listing the deﬁailed performanée characteristics
of the particular multipliers, a summary of the>important con-
siderations is given. Because the storége elemqnt which
furnishes inputs to the multiplier has been ass&ﬁed to have a
bandwidth of approximately 5 kc for p 1 db, the analog-type
multiplier must have & bBandwidth of twice this frequency, or
10 kc.

A second &6hsideration whiéh somewhat eases the require-
mernts on the Hiultipliser and leads to a moir8 simple design is
the fact thak the ihput signal is usually pdssed through a
"high pass filtef first to eliminate any very slowly changing
biaé levels which could cause serious error ih the correlation

determination. Thus, the associated amplifietrs working with
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the basic multiplier circuitry need not be pure d-c¢ amplifiers,
This, in general, permits a wider bandwidth to be obtained in
the amplifier design with a simpler construction. The inputs
to the multiplier may be both positive and hegative. Thus,
four-quadrant operation of the multiplier is desired. One-
quadrant operation could be forced if sufficient bias was added
to each input signal and if the component of the output that is
proportional to the two inputs was subtracted out. The accu;
racy ﬁhat can be realized by such a procedure is less than that
of a oomparable four-quadrant device.

The general specification as to accuracy is set at tl% or
less. Susceptibility to drift, sensitivity to change in parts
or environment, number of tubes or transistors required,
approximate cost, and relative ease in multiplexing are also
considered. It is pointed out that the multiplier is followed
by an integrator. Hence, only the time average value of the
multiplier output need be accurate. Thus, a multiplier output
with considerable ripple would be toierable if the ripple had
zZero éverage value.

General discussions of the many types of multipliers are
found in the literature (33, 34, 35, 60). The results of a
more detailed literature investigation are set fofﬁh in Table I
which follows. | |

Multipliers utilizing the log-antilog principle (54, 55,
56, 57) are not considered suitable to the correlation applica-
tion because they are restricted to onerquadrant operation and
because an inherent accuracy of less than 5% is difficult to
obtain, Electrodynamometer types (6) are subject to low fre-
‘quency limitations and to an’'inherent low pass filter type
integrating characteristic and, thus, are not usable for our
application., Multiplication using the method of coincidences
(33, 58) is limited primarily to one-quadrant operation. In
order to obtain an acouracy of 1% or less with modulating
frequencies of the order to 50 kc, at least one minute of record

data must be processed (58). At these frequencies the
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TABLE I
ACCURACY
QUAD- % FULL SENSITIVITY TO NUMBER OF REFERENCE
GROUP TYPE RANTS FREQUENCY RESPONSE SCALE DRIFT PART REPLACEMENT TUBES MULTIPLEXING PROBLEMS NUMBERS
DEPENDS ON DISCRIMINATOR DEPENDS ON DIODE |0 TUBES FOR EACH ADDITIONAL
- - o o,
FM-AM DOUBLE MODULATION 4 15 KC - 15 % | ernAverens B e 24 o uBES Fof 36
i . MUST BE ADJUSTED DEPENDS ON DIODE 3 TUBES AND 4 TRANSFORMERS
FM-AM DOUBLE MODULATION 4 10 KC-7 2% | EVERY 2 HOURS BALANCE 9 FOR EACH ADDITIONAL MULTIPLICAND 37
A-1 DOUBLE AMPLITUDE MODULATION 4 30 KC 05% | 0.15% FULL SCALE NO DETAILS 20 7 TUBES PER MULTIPLICAND 38
0.1% FULL SCALE PER HOUR
CROSSED FIELDS - PHOTOCELL 4 5 KC 2% | (PRIMARILY IN PHOTOCELL AND RN N HOTOCELL PLUS A CATHODE RAY TugE | NO GAIN 40
OPERATIONS AMPLIFIER)
REQUIRES A SPECIAL TUBE
ELECTRON BEAM TUBE 4 70KC - -3DB 2% _ S — FOR EACH PRODUCT 41
, 4- 6B8 10, 11,
SQUARE LAW VACUUM TUBE 4 10 KC 2% | SLIGHT CRITICAL MATCH OF 6B8'S NO GAIN
2 OTHERS 2
SQUARE LAW VACUUM TUBE 4 I5CPS TO 8OOKC + 1DB 2% | 2.5% OVER 165 MINUTES S o gﬁgg NO GAIN 5
I0KC (DEPENDS ON BANDWDH DUE TO DRIFT IN THE DEPENDS ON DIODE 4 OPERATIONAL AMPLIFIERS
DIODE NETWORK 4 0 3 .
ODE NETWOR OF OPERAT'L AMPLIFIER) 1% | OPERATIONAL AMPLIFIER CHARACTERISTICS 22 DIODES NO GAIN 2
A-2
LIMITED BY OPERATIONAL . DUE TO DRIFT IN THE DEPENDS ON TUBE 3 OPERATIONAL AMPLIFIERS
44
BEAM DEFLECTION SQUARE LAW 4 AMPLIFIERS % | OPERATIONAL AMPLIFIERS CHARACTERISTICS 2 SQUARE-LAW TUBES NO GAIN
DIODE NETWORK PLUS I100CPS FOR 3 OPERATIONAL AMPLIFIERS
OPERATIONAL AMPLIFIERS 4 I° PHASE SHIFT 01% | VERY LOW EASY TO CALIBRATE 2 SQUARE-LAW NETWORKs | O GAIN 45
PADDED THYRITE PLUS LIMITED BY 3 OPERATIONAL AMPLIFIERS
OPERATIONAL AMPLIFIERS 4 OPERATIONAL AMPLIFIERS 2% — TEMPERATURE  SENSITIVE 2 THYRITE NETWORKS NO GAIN 43
IKC MAX. . SWITCH CHARACTERISTICS 3 OPERATIONAL AMPLIFIERS
- 4
TIME DIVISION 4 20 KC REPETITION RATE 1% SENSITIVE TO TUBE CHANGES 6 TUBES 3 TUBES PER PRODUCT 6
TIME DIVISION PLUS . 2CPS(DUE TOHEAVY FILTRG)| |, | DUE TO DRIFT IN THE STABILITY OF SWITCH AND 2 OPERATIONAL AMPLIFIERS| ABOUT Yz OF BASIC CIRCUITRY MUST a5
PRECISION ELECTRONIC SWITCH 2KC CARRIER 1% | OPERATIONAL AMPLIFIERS ASSOCIATED RESISTORS PLUS SWITCHES BE REPEATED PER PRODUCT
SWEEP COMPARISON PLUS .
e S | | KC 0.2% CRITICAL IN COMPARATOR 15 TUBES 50
- . . CRITICAL MATCHING OF ___
A-3 SWEEP COMPARISON | 200 CPS 1% Doea AR A OR 15 TUBES 51
100 CPS TRANSISTOR SWITCHING 4 TRANSISTORS
DISPLACED TRIANGULAR WAVE 4 e PEPETITION RATE) 2% S CHARACTERISTICS 4 DIODES NO GAIN —LOW INPUT IMPEDANCE 52
SHOULD BE MATCHED PLUS WAVE GENERATOR
DISPLACED WAVE USING 4 400 CPS TIMING WAVE 5% | DUE TO TEMPERATURE CHANGES CORES AND TRANSISTORS 4 Tstaz'»?gg?ms SOME SAVING CAN BE OBTAINED 53
TRANSISTORS AND CORES ° MUST BE MATCHED 2 CORES
DISPLACED WAVE TIME DIVISION » |KC REPETITION RATE 5% | DUE TO TEMPERATURE CHANGES OF ’ TR‘II;I;:JSBIETORS VERY SIMPLE 9
. o —_—
USING TRANSISTORS TRANSISTORS AND POWER SUPPLIES | OPERATIONAL AMPLIFIER
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bandwidth of the device wduld be of the order of 1 kc.
Considering the amount of circuitry required, it is felt that
this method does not hold much promise for our application.

In comparing the different analog multipliers to the
specifications of our problem, it is seen that the multipliers
of Group 1, although having wide bandwidth performance, are all
more complex and, hence, more expensive to construct. The
drift of the devices are very deppndent on the tube character-
istics. The scheme which shows the mgst promise is that
described in (37) where it appears that accuracy and drift have -
been sacrificed at the expense of simplicity. Such schemes as

(36, 37, 38) do show savings in complexity when multiplexed.

Multiplier schemes, Group 2, using the quarter-square
principle can be built with sufficient bandwidth and accuracy
and with sufficient simplicity to meet the specifications.
However, this type is subject to both drift and-&ariation due
to changes in component characteristics. Multipliers of this
group offer no advantages in simplicity when ﬁultiplexed. To
perform ten multiplications, ten individualimultipliers are
necessary, requiring a total of ten times as maﬁy parts.

The multipliers listed in Group 3, those employing pulse
width and amplitude modulation, show the most promise when
multiplexing is considered. Accuracies in the order of 2% or
less can be achieved with a relatively simple désign. The per-
formance of this type multiplier beéomes dependént on component
characteristics only when accuracy much greater than 1% is
required. The output of the multiplier isjin general a rectan-
gle wave whose mean value is proportional to the product of the
two input signals. Since the multiplier is to be followed by
an integrator, the output wave need not be filtered first. The
time division multipliers described in the literature (46, 48,
49) were followed by filters to reduce ripple, hence the reason
for the low bandwidth specification as is shown in Table I.
This type multiplier is widely used in commercial analog com-
puters (60). Commeréial designs are available which could be

adapted for correlator use with a minimum amount of rebuilding.
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Summarily, the time-division type analog multiplier holdS
the most promise for a multiplexed computation scheme. If no
multiplexing is to be utilized, then the choice is between the
quarter-square multiplier (12) and the application of a modi-
fied commercial time division multiplier.

The second part of this section concerns the use of
digital schemes for performing the multiplication of the quan-
tized data. The two general types of multiplication schemes
are the direct multiplier and the stored multiplication'table.
In the first scheme, the multiplication is carried out in much
the same fashion as one normally does it by hand except that
the binary number system is used. The operations are simply
those of alternately shifting and adding. The pair of opera-
tions must be repeated as many times as there are binary digits
of the representative multiplier. It is this type of scheme
(or some modification thereof) that is utilized in the general-
purpose computers.

The size and complexity of the shift and ‘add-type
multiplier design depends on the bit size of the.numbers, the
speed at which the operations are to be pe:formed,,ﬁndrthe
nature of the input and desired output information.' It shall
be assumed that for the correlator design¥the‘inpuﬁfiﬁformation
is in the form of 3-bit numbers temporarily stofed'in a core
memory , and that the computation rate is»td bé 20,000 products
per second as an upper limit. This requires that the entire
multiplication operation takes place in a period of 50 u sec
minimum, | , .

A survey of general-purpose machines now in’operation (61)
shows that this figure of 50 p sec is reached by only the
faster and more elaborate machines. It is noted also that
these machine times are for multiplication of numbers usually
in excess of 12 bits in length. As an example of a more rebent
development, a group at Lincoln Léboratory has built a trans-
istor multiplier capable of handling 8-bit numbers. For their’
design about 660 transistors are required to obtain a 11 W sec

operating time. If the complexity of their circuit is reduced
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to around 400 transistors, the computation time lengthens to
about 25 W sec. By scaling down this type multiplier te handle
only 3-bit numbers, the complexity could probably be reduced to
about 200 transistors for a computing time of 20 to 30 u sec.
In scaling down a design only the number of flip-flops in the
multiplier decreases. The circuits which control the sequence
of operations performed during the multiplication are not
altered as the bit size of the numbers is decreased.

The estimate given above is felt to be fairly representa-
tive of multipliers using flip-flops of either transistor or
vacuum tube composition. It is possible to perform the opera~
tions with magnetic core elements serving as the flip-flops.

-Unless great engineering effort is expended toward an optimum
digital multiplier for the 3-bit task, the choice between
transistors, tubes, and cores appears to be on an even basis
and, hence, could be motivated by other considerations in the
system design. - o

Unless more elaborate and necessarilj mofe-complex
techniques ére used, the average multiplication time for the
shift and add-type multiplier will lie in the range of 20-40
B sec. Thus, if a multiplexing scheme isvtb be used, then it
becomes obvious that the digital multiplier cannot be time
shared between channels but that a separate multiplier must be
provided for each channel.

If the multiplier was fasf enough to bé time shared,
circuitry would have to be added both to'sWitchlsequentially
the inputs and outputs of the multiplier'énd toﬂprovide a means
of restoring the data information back invfhe core memory after
it had been read out as an input. The circuits needed to
restore this information, although reasonably simple, require
upwards of 12 4 sec to complete the operation. Thus, the
modest read out and restore times also tend to limit the extent
to which time-sharing can be used. It is hardly conceivable
that with current methods one could use a single multipliér to
perform more than three or four multiplications during the

50 4 sec minimum interval.
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The second type of multiplier consists of a programmed

multiplication table in matrix form. Description of matrices

used for multiplying and switching applications are discussed
briefly in (32)., Briefly the matrix consists of a number of
input lines equal to twice the total number of bits in both

input numbers and a number of output lines equal to the total

number of different products. A decoder is required to oonvert

the output line information back into binary form f&r transfer
to the accumulators. The matrix multiplier is the most .rapid
type of digital multiplier. Multiplication time can be below
1l 4 sec with little difficulty.

In order to get an idea of how complex the matrix
multiplier is, designs for both 2- and 3-bit multipliers have
been worked out. The matrix and decoder for the Z?bit multi-

plier are shown in Fig. 18. For a complete matrix multiplier,
the maximum number of elements necessary are given in Table II.
The number of diodes shown in the table could possibly be
reduced by improved design to a slightly smaller figure. How-
ever, it is felt that the figures given are fairly representa-

tive of actual design.

Table IIX

No. Diodes No. of
of Flip- Lines to
Bits in Matrix Decoder Total Flops Switch

1 2 0 2 3 3

2 L2 9 51 8 8

3 337 57 394 12 12

L 2032 269 2301 16 16

The matrix multiplier has the definite advantage of not
requiring very much in the way of control circuitry.
multiplication speeds are so fast,

easily be time shared.

The number of lines to be switched per

Since

such a multiplier could

product to perform this time sharing is shown in the last
column in Table II.

If, for the moment, the switching problem




b9

is neglected, it can be seen that the cost of a matrix multi-
plier for very small numbers is much less than that of a com-

parable shift and add type multiplier.
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Fig. 18 Two Bit Multiplier

From the prevfaus discussiort, it ¢an be concluded that the
2-bit matrix multiplier will, in general, be less expensive and
faster than the shift and add type multiplier. In the 3-bit
chse, the diode matrix'fype aﬁpears to be somiewhat simpler to
construct and pessibly less expensive thar #he shift and add
typss For number sizes greater than 3 bits, the matrix and
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decoder become extremely complex and costly, and thus
impractical. From the multiplexing standpoint, it is felt that
for both the 2-bit ocase and the 3-bit case it would be simpler
to build multiple matrices and decoders than to devise a time-
sharing system. As mentioned before, if a time-sharing scheme
is used in conjunction with a magnetic shift register storage,
then circuitry must be provided to write the information back
into storage after it has been read out, since read-out at any
time other than during the shift pulse destroys the information
in the oore.

For interest a hybrid type of matrix multiplier is shown
in Fig. 19. The multiplier accepts as its inputs the data in
ﬂigital form from the shift register storage elements. The
resistors on the right side are so chosen that the product
lines carry a voltaée proportional to the product when the line
is not grounded. Thus, the voltage across the resistor R3 will
have a magnitude proportional to the product of the digital
inputs. With a simpie'switching circuit,‘ﬁhe.output voltage
can be shaped into a rectangular pulse of coﬁstant width.
Hence, the area of the output pulse (its averagé value) would
constitute the desired product in analog fdrm;‘ This scheme has
the advantages that it is somewhat simpierAthan.the pure matrix
type and that the output is directly in aﬂalbg.form. For the
2-bit case, the design is straightforwérd; whereas for the
3-bit case, the design is somewhat more complicated by the
‘larger number of diodes needed. The finite valueq}of the
forward, and especially the back{resistance of the diodes must

be taken into account.

3. Integrators and Accumulators

If an analog system is being used, then the operation of
continuous integration with respect to time of the correlafion
product is to be carried out. This operation is most easily
realized by the widely used feedback integrator. Some of the
existing correlators using tbis scheme are (4, 8, 10, 11, 12).

In present-day analog computers all time integrators are of
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this form (45, 60). As a result, their design has been
developed to a fine degree. Various schemes have been utilized
to reduce drift and to extend the usable bandwidth. Two
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particular discussions of these schemes are contained in
(64, 65). Drift can be kept below 100 mv per hour and the
opéﬂ loop gain crossover frequency extended tovmore than 10 kc.
It is obvious that if multiplexing schemes are to be
ﬁtilized.fone integrator or accumulator must be available for
each simultaneously computed point. There is nothing to be
gained in design simplicity by multiplexing. Five points
simply require five separate integrator units.



Low~pass filters are not c¢onsidered practical as averaging
or integrating devices because of the extreme variability of
data frequencies and length. Filters become practical only
when the integrating time is reasonably small, say less than
several seconds.

If a digital multiplier is used whose output is a binary
number, then an accumulator or summing register 1ls required to
?erform the integration (summation). Such devices have been
constructed in a variety of forms and are the basic computing
blocks in the large general-purpose machines. The accumulator
circuitry involves both the simple logic elements and the neces-
sary control elements., These elements ¢can be built using
transistors, tubes, and/or magnetic cores.

The important design factors for the accumulator are the
total register capacity and the operating speed. The aperating
speed of 20,000 operations per second imposes no serious limita-
tions in the design. The register capacity is a function of
both the bit size of the product. and the total number of
samples to be summed. For the purposes of estimation, the
total number of samples is assumed not to exceed 50,000.

Two possible types of accumulators are envisioned. The
first is a simple adder into which all numbers are positive.
The second type is a reversible binary addef where the input
numbers may be either positive or negative. The second type
then may either count up or down, depending on thé'sign of the
product input. In general, the maximum count for the reversi-
ble counter will be less than that for the simple adder.

Table III relates bit size, sample size and register length for
each of the two types of accumulator. The assumptions made in
the preparation of this table are that the amplitude of the
data is Gaussian distributed and that the quantization range

is extended over five times the rms value of the data. For a
Gaussian distribution 98.7% of the points wili fall within this

range.



53

Thus, from the standpoint of register size there seems’td
be little difference between the two types--a difference of
approximately 3 bits in length. As far as accumulator design

Table III
Required Register Capacity (Bits)
Bit Size ‘Samples Mean Simple Adder §Reversible Binary
2 5,000 | zero ? 14 11
0 i+-25% i 15 12
| 2 50,000 | zero 18 15
+ 25% 18 15
3 5,000 zZero 17 14
+ 25% 17 15
3 50,000 | zero 20 17
+ 25% 20 18

goes, this difference is insignificant. Likewise, changing
the number size from 2 bits to 3 bits raises the accumulator
size by 3 bits in each case. . ,

The design of the accumulator is soméwhat simplified by
the fact that the input number size is limited to either a
4- or 6-bit number corresponding to quantization to 2 or 3
bits. This means the accumulator action need be only 4 or 6
bits long with the remaining summing action performed by a
simple binary ocounter counting the carries from the short
accumulator. Such a counter need not be fast aéting since
carriek can occur as fast as 20,000 times ﬁer second as an
absolut® maximum. The counter requirements become much less
severe 'as one proceeds down the counter.

This scheme is most simply accomplished if all input
Anumbers'dre positive. If someé numbers are negative, then the
‘design of both the counter -arid atcumulator necessarily become
more complex. For all input numbers positive, the length of
the acctmulator can be cﬁanged to accommodate a greater number
of samples simply by adding more elements to the counter chain,
fhe only coﬁﬁroi circuitry required is a reset at the end of
the add cycle:
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To obtain some idea of the complexity of an accumulator,
reference (66) was used as a basis for estimation. Per bit or
order of an accumulator, the logic elements required are
2 flip~flops, 3 AND cifcuits, 2 OR circuits, and a delay ele-
ment. Such logic elements if realized by either vacuum tubes
or transistors would comprise about 8 tube sectiops and
4 diodes. The counter is nothing more than a\chain of flip-
flops in ocascade,

It is reasonable to conclude that the cost of a digital
accumulator would be perhaps several times th;t of an analog
integrator having comparable performance. The digital accumu-
lator bhas the advantages thét it is free of such ailments as
drift; that it is in generalla more reliable element whose
output characteristics are practically independent of its
internal element characteristics; and that the output being in
digital form is directly available for recording on a.punched
tape. ‘

4. Division , . _
In computing the correlation coeffiéieﬁtq,'the integral
of the product must be'divided'by'ﬁhe:léngthvbf the integration
time in the continuous case, or by the number of samples in the
discrete or digital case. Since primarily'the relative shape
of correlation function is of interest, it istsufficient to
obtain the correlation within a constant of proportionality.
Thus, in the analog case only the length of integration time
must be held fixed for all calculated correlation points. This
can be accomplished by incorporating special signals on the
" data tapes signifying the start and completidn of computation.
For the digital system a counter must be incorporated to
stop the computation after a fixed number of samples have been
operated upon. A 16-bit counter would enable a count up to
65,535. By constructing an AND circuit from the different
parts of'the counter, the computer could be set to stop on any

number of samples up to this number.
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5. butput Equipment

For many purposes, the desired form of the output
information is a graphical plot capable of being reproduced.

As was pointed out in Chapter II, it is also extremely advan-
tageous in many cases to have the output information recorded
in such a form that further operations on the computed results
such as spectra computations can be accomplished with a minimum
of expense and effort. Since in all likelihood these subse-
quent computations would be carried out on a general-purpose
digital machine, the recording medium should be one that the
particular computer oan accept as an input. For purposes of
illustration, the following discussion concerns the input
requirements for general-purpose digital computers, such as the
IBM 704. For correlators connected directly to special-purpose
computers, many of these data handling problems would not be
present., ‘

Figures 20 and 21 show the block diagrams of the output
equipment for correlators of both the digital and analog
varieties. The two systems are almost identical except for the
location and type of the converter and the‘oohsfruction of the
switch and timer control. The construction of the swtich and
storage element and the converter depend: upon the operating
characteristics of the graphical recorder and the punch.

Figure 20 assumes that the punch is operaﬁéd from computed
data already in digital form—-resulfing from a digital computa-
tion. If, however, the correlation is accomplished by an
analog correlator as in Fig. 21, then an‘analog—to—d&gital
converter must be provided to code the_data'into an acceptable
form for punching. The subject of analog-to-digital conversion
is discussed at length in (32). The requirements on the con-
verter are very broad. First, it must convert at a rate that
exceeds the speed of the tape punch in accounting for the
multiple-character representation of the data numbers. For a
four-character representation, conversion must be at a rate
exceeding two per seéond. Since conversions at rates up to

50 kc are rather simply achievable, conversion rate is not a
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problem. The other requirement on the conversion device is
that it be able to convert the analog information to at most
a 10-bit binary quantity, or onme part in 1024. As far as the
eye is concerned, a plotting accuracy of about 0.5% should be
sufficient, which corresponds to an 8-bit representation.

In choosing an analog-to-digital converter, it is possible
to use to advantage the fact that the voltage being quantized
appears as the output voltage of the integrator. A possible
scheme is shown in Fig. 22, At the end of the correlation compu-
tation, the voltage at the output of the integrator is propor-

tional to the correlation coefficient. To quantize this voltage,

e T
.f .
o

+ COINCIDENCE

1 CIRCUIT
ACTIVATE____©p ¢ .‘

SWITCH (
+ START STOP
E2
PULSE BINARY
SOURCE GATE ‘ COUNTER

Fig. 22 Analog-Digital Converter

a fixed voltage E2 is applied to the input to the integrator at
the same instant a gate is opened to permit pulses from the pulse
source to enter the binary counter. The fixed input voltage will
be integrated by the integrator, and the result subtracted from
the output of the imtegrator until the net output voltage of the

integrator is equal to the fixed negative value -E At this time

the coincidence circuit will close the gate, thui stopping the
pulse train. The count in the binary counter is then the desired
digital representation of the integrator output. The integrator
is then reset +to have zero output before the next computation

is to proceed by using the integrator as the high-quality
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'linear sweep generator, both the sweep generator and sampler
are eliminated from conventional converter circuitry. The oon=
verter would then require only a.pulse source, coincidence
circuit, gate, and a binary ocounter of 10-bit length.

' The second type of data display often required is a repro-
ducible graphical plot of the computed correlation points. If
an analog system is used, the recorder can:be driven directly
from the output of the integrators. If a digital computing
scheme is used, then a digital-to-analog converter must be
added to drive the recorder. This converter need only convert
the last 8 bits of the accumuilator count to an analog voltage
because it is difficult to tell finer differencds by eye, and
also because recorders are seldom more accurate than tl%. Con-
\verters or decoders using multiple séurces“and weighted resis-
‘tors are discussed at-length=in‘(32), Again the reduiremeht

on 'the opefating speed of the converter is very loose; the
conversion rate must be greater than two per sécond.

If a recorder is to be used, the folloWing'charactéristiés
are important. For ease of readability the chart épalé should
be linear and rectangular. The paper should be traﬁsparent to
make for easy reproduction. An ink line on the chart and a
zéro c¢enter pen motion are desirable. If a sing}eicorralation
point is computed for each pass of the data, a consﬁaht speed
drive on the recorder chért appears to be the most1simple
solution.

If the system is multiplexed, the reqording problem
becomes much more complicated. It is then necessary to record
not one but several points successively for each pass of the
data tape. For the purpose of discussion, assume tﬁat there
are five simultaneous analog corrglafiqns being obtained. To
minimize the complexity of the switching and storage unit as
shown in Figs. 20 and 21, the accumulator or integrator values
should be recorded as quickly as possible., The most reasonable
scheme appears to be one employing'a stepping or ratchet drive
on the chart br strip recorder. Since the correlation 1s com-
puted at discrete, evenly spaced values of time shift, there
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would be no sacrifice in versatility by using the stepping
drive. In fact, the stepﬁing drive should be simpler and
cheaper to construct than the stable constant speed drive
contained in many strip recorders.

The advantages of a'stepping chart drive are positive
spacing between recorded points regardless of variations in
Pulse group spacing and simplicity of drive. Problems that
are introduced by this scheme are those of stylus drag errors
due to a static chart during recording and false indications
given by stylus overshoot. The first problem becomes negligi-
ble if the galvanometer torgue constant is sufficiently great.
The overshoot problem can be eliminated simply by introducing
enough series resistances to make dynamics critically damped.

A possible sequence of operations using a stepping chart
recorder is:

(L) record output of Integrator No. 1
(2) return stylus to zero position
(3) advance chart one step

(4) repeat sequences 1, 2, 3 for
integrators 2 through 5

By returning the stylus to the zero position after each
recorded point, a constant check on drift in the recorder drive
amplifier is made, Use of a high-performance galvanometer can
result in an operating time of approximately 0.5 seconds or
less for each recorded point. Thus, a group of five points
could be recorded in under three seconds. Keeping this total
recording time to such a low figure makes it poséible to ellmi-
nate any temporary storage of the computed data.

The remaining problem in the output equipment is that of
performing the necessary switching functibns for the plotting
and punching of the output data. The switching required for
the digital case, as shown in Fig. 20, is by far the more com-
plex than for the analog case of Fig. 21. The switching
schemes available for the digital case are the matrix plus gate
tubes, beam switching tubes, and the mechanical commutating

switch. For five accumuldtors of 10-bit capacity each, a total
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of 50 lines must be gated at the proper times to the correct
locations. If a matrix and gate tubes are used, upwards of

20 tuhes and 100 diodes would be required. Ten beam switching
tubes eould do the same task. A mechanical commutating switch
is feasible because the switching rates are rather low--about
twice pef second. If a stepping drive is used on the strip
recorder, a commutating switch could possibly be_ar%ven from
the same drive. For the analog case a commutating switch seems
to be the most practical switching scheme.



CHAPTER IV

RECOMMENDATIONS FOR A CORRELATOR DESIGN

A. GENERAL RESULTS

If the data being oortelated have frequency components
that extend over a very broad range, much time can be saved
if two modified'cbrrelaéiohs are taken instead of one single
correlation with a sufficiently large number of pointé to
resolve the highest and lowest frequencies. The first corre-
lation is obtained on the data after it has been passed thfbugh
a low-pass filter; the second correlation is obtained on the
data after it has been:passed through a high-pass filter which
is ‘the complement 6f the low-pass filter. (See Appendix.) The
~data after being passed through the low-pass filter ocan be re-
. rocorded with an additional speed up in ordér to utilize more
-effectively the tape and compﬁter capabilities. The éomplete
correlation function of the original data is then found by
. -simply adding. together the two-corrblations'oﬁ»the modified
data. | - |

It is well to mention again that the ihformétion contained
in the correlation function is only a small part of the total
information carried in the stochastic signals being investi-
gated. Actually, correlations' of all higher orders are
required to completely characterize statistically the sto-
chastic signal. No:results more striking than the results of
the one-.and two-bit correlaticéns are needed to help emphasize
this point. Thus, a very precisel& determined correlation
function may reveal little more information than one obtained
by less sophisticated means. ‘The effective and‘efficient use
of the correlator therefore resides in the intelligence and
finesse of the investigator.

The most encouragimg results of quantization studies
prompted a detailed ‘imvestigation into the design and constfuc—

tion of digital correlators that would meet the requirements

61
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1

of the particular correlation problem. The conclusion arrived
at 1s that the digital correlator offers a practical solution
to the problem when it is desired to compute several points
simultaneously. The two-bit correlator compares in cost and is
more reliable than its equivalent analog‘machine, For the sin-
g€le point correlation the analog machine appears to be the best
answer. The actual construction of a digital correlator would
require a rather large amount of ehgineering time if a reliable
and efficient design is to be used. The hardware cost and com-
plexity could be reduced somewhat from the "brute force" design
through the ingenuity and application of the broad experience
of a digital systems designer. The reliability of a digital
correlator would be superior to that of its analog[counterpaft
at least as far as the digital elements are concerned. This is
‘based on the experience of:the;operation of large general-
purpose machines, such as Whirlwind, where reliability is
extremely high. The advantages, disadvantages, and problems
associated with a digital design are brought out ih_a subse-~
quent section in this chapter where a possiﬁlé digital design
is considered in some detail. In both the anaibg.and digital.
designs, the construction of a digital output'mechanism is con~
sidered., This output would be used ta feed a- general-purpose

digital computer for performing the spectral computation.

B. AN ANALOG CORRELATOR

As was pointed out in Chapter III, a correlatgr of the
analog type represents the most efficient type correlator from
the standpoint of processing data obtalned from a bandwidth
limited  source. The discussion in this section therefore is
restricted to the déscription-of'a possible analog correlator
capable of computing several points simultaneously.

As a proposed design the use of a continubus data tape
loop and a multiplexing scheme are suggested. The block dia-~
gram of such a system is shown in Fig. 23. The operation and
design considerations of this system are now considered in

detail.
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A ocontinuous tape loep is used both as a mechanism for
storing the input data and for providing for relatively long
time shifts in the correlation. The taPe loop speed is chosen
on the basis of input data rate, of length of tape loop, and
of the effect on mechanical dimensions. High tape rates give
the possibility of high computation rates. If the usable band-
width of the tape record playback system is utilized, then the
length of tape and hence mechanical dimensions of the tape loop
device will be fixed.

The limiting factor in determining tape loop speed then
resides not in the tape loop design but in the performance of
the associated equipment in the correlation computer. For the
analog system these factors are the magnetic drum delay band~
width, multiplier bandwidth, and the required plotting and
resetting time interval of the correlator. For a magnetic drum
of the type used in (12), the upper limit is about 50 kc which
is adequate fdr»an FM system running at 30 ips but not suffi-
cient for an FM system operating with a 60-ips tape épeed.
Quarter-squére multiﬁliers can be built with bahdwidths in the
tens to hundfeds kc bandwidth. Time—division'ﬁultipliers are
rather difficult té construct to.handle frequencies above 1.0 kc.
For the purpose of discussion, it shall be assumed'that the
total time required for plotting the data and resetting the »
computing elements will not exceed three segbnds¢ Thus, for aA
30-ips tape speed, 90 inches of tape léngth‘arg reﬁuired between
the end and beginning of the data on the.loop; fof a 60-ips tape
speed, 180 inches, or 15 feet, of tape is required.

Before making a decision as to the tape speed for the loop,
a calculation of data tape length should be made. If the typi-
cal "long" and "short" runs are used, then one finds tape
lengths (for data only) of 600 inches and 3 inches, respectively.
The long run has a ratio of data length to maximum time shift of
1000:1~--a figure considered excessive for a single run.‘ If this
ratio is limited to 200:1, then a tape length of 120 inches is
required which is a quite feasible figure. If extremely long

records are to be correlated, then it 1s suggested that the
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record be broken down into shorter sections which a tape loop
could handle. This point will be returned to shortly. Thus,
it is noted that for tape speeds of 30 ips or 60 ips, as much
time 1is required to plot computed results and reset the system
as is required to perform the computation. This suggests that
a tape speed of 30 ips and a tape loop length of 120 inches be
chosen; the computation can be*ﬁccomplished as the data tape
completes one cirocuit and the readout of computed information
performed during a second pass of the data, thus conserving
tape length.

The control for the "compute" and "readout" cycles could
be accomplished from a recorded signal on a third channel of
the tape loop. A tape loop of this type is shown in Fig. 23.
If much longer record lengths are to be processed, a scheme
such as is shown in Fig. 24 could be used. Methods of this
type are utilized in the tape storage elements of several large
general-purpose digital computers. Tape tranqurts with con-
tinuous tape loops are now oommercially availaﬁie_

The use of a tape loop gives several major advantages:
no rewind time is required; the tape drive:deéign nded not be
compromised for fast start-stop operation} and by adding sever-
al read heads, the tape loop may be used to obtain delays
longer than those obtainable from tHe maénetic drum. The tape
drive consists simply of a powered capstan and .a tension éon—
trol. It can be designed for singlb—speéd operation or for
two-speed operation if the loop is tolbe,uséd to gain an addi-
tional time scale speed up. Two-speed operétion permits much
more versatility in the recording and playback speed ups. For
example, if the basic tape transport can operate at 0.3 ips,

3 ips, and 30 ips and the tape loop can operate at 10 ips and
30 ips, then data speed-ups of 1:3, 1:1, 10:3, 10:1, 100:3,

drd 100:1 are possible. The tape used for the tape loop should
be chosen to have good dimensional stability in the presence bf

variations in tensibi, temperature, and humidity.



6%

The next element to be considered is the magnetic cCrum
storage. The drum used in (12) was built after a very satis-
faotory design by Goff (11). If multiplexing is to be employed,
the mechanical deéign of the record and playback head carrier
becomes rather complex and involved. If it is assumed that
five simultaneous delays of different values are required, one
has a cholce of several différent schemes of head spacing as
represented by the time shifts shown in Fig. 25. From the
standpoint of mechanical interference, the first scheme 'is the
easier one to realize because only one carrier need be used.
From the standpoint of the plotting and read-out problem, the
second scheme is by far the simpler one, To perform the plot
of data computed as in the first scheme would require either
the ochart to exhibit'large excursions very rapidly. in both the
forward and reverse direotions, or the use of several
recorders~-~one for each set of delays. Such a scheme thus
appears impractical. .

A mechanical design to impleﬁent the seobnd me thod
requires a separate head carrier for each sépératé delay
desired. Figure 26 shows one crude design that would have the
flexibility required. Rotation of the'coﬂfro;‘shaft 62 ad justs
the initial stagger spacing of the heads; rptationuof shaft 91
advances all heads together. Mechanically, the problem is dif-
ficult because the spacing betweén the heads and the drum must
be kept below 0,001 inches and above the oqntéctlﬁoint‘ Such
spacing will be difficult to achieve for the several head
carriers moving simultaneously. The key to the design of a
satisf&ctory analog correlator rests in the SOlution of this
mechanical problem. | ‘ |

The application of the multiplexing scheme requires that
each computation channel have its own playback amplifier and
demodulator, multiplier, and integrator. Thekdemodulator would
be of a standard design to recover the signal from the recorded
frequency modulated signal. For a multiplexed system a
muitiplier utilizing the time division principle is preferred

because of the possible saving 6f components through
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multiplexing and because of its relative insensitiveness to
component characteristics. The integrator would be a simple

feedback type integrator as previously described.
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A problem that arises with the application of multip;exing
is that of calibration and drift in components. With the
single-point correlator the exact calibration factor need not
be known as long as it remains constant ovér thé entire run,

In the multiplexed system, each channel has its own demodulator
and multiplier; and extreme caré must be taken to ensure that
each channel haslidentical operating characteristics. The pro-
cedure of calibration will then be much more critical and,
unless automatic balancing schemes are used, will require
corrgspondingly longer setup timé. This fact is a disadvantage

for the analog system.
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C. AN ANALOG-DIGITAL CORRELATOR

The hybrid design proposed to overcome the difficulties
mentioned previously is shown in Fig. 27. The input and ontput

sections of the correlator are identical to those of the analog
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Fig. 27 Digital-Analog Correlator

design. The tape loop is used both as a continuous storage for
the data and as the coarse time delay element. The reading or
playback heads will number up to four or six, depending on tﬁe
rtotal'number of points desired in the correlation computation.
During operation only two of the playback heads dre used at any
one time. The signalé from thHeseé twd heads are demodlilatéd and
then quantigzed to 2- or 3-bit numbers.
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The delayed quantized signal is then fed to the shift
register through a switch. Rather than switch the five outputs
of the shift register after each data pass, the single input
line to the shift register is switched to_obtain the proper set
of delays. Because the shift register is a rather expensive
item, it is most desirable to limit the length to a reasonable
value and operate it in conjunctibn with a tape loop rather
than to build the line long enough to accommédate the maximum
time shift in the ocorrelation. As a result the line length was
chosen to be 100 units long. Thus, with the five adjacent out-
put lines, a total of twenty possible input lines are available
from the switch.

Because of the even function property of the autocorrela-
tion function, only one signal needs to be delayed. For orbss- -
correlation, the negative values of time shift can be had with
one register by simply interchanging the two input signals.

The total number of elements in the shift registervis equal to
the bit size of the imput data;multipliedbby.the'ragister
length,  For 2- and 3-blt numbers, the number of elements is
200 and 300, respeoctively. The ocost of 'such a,iine is about
the same as that of the basic magnetio drum; but the shift
register has no moving parts, and hence,'tendS'to be a much

" more reliable device. - 4

Although the shift-register-tape-loop combination does not
have the versatility of available time shift values as does the
magnetic drum system, considerable increase,in the?fange of
time shift values can be obtained if the read heads on the tape
loop are spaced nonuniformly, as shown in Fig. 28. Thus, with
six playback heads on the loop and a little ingenuity in mani-
pulation, a correlation containing better than 2200 points is
obtainable.

For the 2- and 3-bit situations, a multiplier of the
matrix type is chosen from the standpoint of economy and sim-
plicity of construction. The‘correlator scheme shown in
Fig. 27 utilizes the ﬁybrid matrix multiplier as described

previously (Fig. 19) because the resultant analog output is
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more edsily inhtegrated. Kécumulators tend to be more costly
than tne simple feedback integrators. The remaining part of
the system is identical to the analog system, and attention is
therefore directed to the discussion in the pertinent sections

of Chapter III for details of

SPACING
HEADS W21 4, 8 16 . , component operation. Had an
- accumulator and straight

o-° { “:;___ | matrix multiplier been used,
0-10 { i:::: the output equipment would be

. arranged as in Fig. 20. It

OQO{ — must be pointed out that the
hybrid multiplier, electronic

integrator system has a cali-
Fig. 28 Head Stagger Scheme bration problem, since all
channels must have identical
gain and dynamic characteristics. The problem here is of much
lower magnitude than in the all-analog correlator. The all-
digital system is subject to drift only as iﬁ‘affects the
demodulator and quantizer. The digital system in general will
tend to be a more reliable system with fewer maintenance and
calibration problems than the analog systems. The digital
system has no moving parts other than the tape<loob,:commutat~
ing switches, and recorder. The operation qf fhe”digital
system is much less dependent on tube chafacteristics than

the analog system.

D. COMPUTATION OF SPECTRA

As has been suggested elsewhere in this reﬁort, it is felt
that spectrum analysis should be used to support the correla-
tion function interpretation., In its study of many physical
processes, the Servomechanisms Laboratory has had the occasion
to develop a series of Fourier transform programs required to
compute the spectrum from the correlationlfunction. The pro-
grams were written to operate on the Whirlwind I computer.
Spectral studies require a Fourier transform computer program

of moderate variability. Because the correlation functions
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obtdined may vary in length, the program must be able o' handle
correlations of say 100, 200, 300, or 400 pts.

A problem that arises in the computation of spectra is
that of minimizing the errors that result from truncation
(finite correlation function length). This problem is consid-
ered im detail in a Servomechanisms Léboratory report (23), and
new weighting functions are introduced in the computation proce=-
dure to reduce the errors due to truncation. The new weighting
functions suppress the spurious oscillations due to truncation,
but also tend to slightly broaden sharp peaks occurring in the.
spectra. The weighting function does not cause frequency shift
pf the maj;r frequencies in the spectrum. Relative amplitudes
between peaks in the spectra are preserved to an interpreable
degree. By varying the weighting function used and by care~
fully measuring the amount the spectrum grows, one can not only
tell that the frequency components are densely packedbut canalso
make“very‘good estimates of the'!precise distribution and ampli-
tudes of the component frequencies, Thus, it,wquid bevhighly
desirable to be able to changé the weighting function in the

program.



APPEND IX

CORRELATION DETERMINATION USING FILTERS

This appendix contains a simple derivation of the relation
that must exist between the filters in order that the corre-
lation function of the original data be simply recovered.

Figure A-1 shows the filtering scheme used.

DATA v FILTER v ¢’v.v,(T)
> 5 | CORRELATOR f———
| .

IF G1(S)G(-5)+G2(S) Gal-9) = |
THEN Puv(T) = Py (T)+ Py, (T)

v Py
F-';TER |2 3| CORRELATOR |——02—
2

Fig. A-1 Possible Filter Scheme to Aid in Correlation Deter-
mination ‘ ‘

The scheme is first worked out for autocorrelation. The
power—density spectrum of the input is given by <bvv(s) -~ the
Fourier transform of the data correlation function. The
correlation computation is carried out on the filtered signals
v

1

and vz. The transforms of these correlations are given in
terms of @vv(s) as

Lol
-
/]
~
1

Gl(s) Gl(-s) vi(s)

) (s)

vzvz GZ(S) Gz(-s) Q;v(s)

Adding tHess two efuntions gives

‘I’v vl(g) + 6‘{

. vz(‘s) - {Gl(s) ;Glx..s) + GZ(S) G2(-S)] vi(S)

2
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If the fllters are chosen such that

G,(s) G (-8) + G,(s) G,(-s) = 1
then the correlation function of the data can be found exaotly
by adding the ocorrelation functions of \£ and vy because of the

additive property of the Fourier transforms. A simple example

of a palr of such filters is

1

Gl(S) = *:;:T*' (lLow-pass filter)
T8 .
Gy(s) = =37 (high-pass filter)

If this scheme is to 'be ‘applied to cross-correlation
determination, identical filteérs must be placed in each channel.
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INTRODUCTION

This thesis covers an investigation of computation of
correlation functions by a small special-purpose electronic
computer. The heart of this correlator is a ten-element
magnetic core shift register which acts as a variable delay
device. Analog information, quantized to two levels, is fed
serially into the shift register. The parallel outputs of the
ten oores are multiplied by the output of the last core, and
the products are averaged by a 1low-pass filter. Thus, ten
points on a correlogram are being formed simultaneously. A
greater number of points could be computed by adding more cores
to the shift register. The increments and total range of T are
determined by the sampling rate which can be varied through the
range 4 kcs to 10 kcs in this correlator.

The thesis required a study of two important questions.
First, the quality of correlograms which result from the ultimate
in quantization coarseness (two levels), wés studied. Secondly,
the problem of building a simple real-time correlator was inves-
tigated. As a vehicle for this study, a correlator was
constructed using vacuum tube pulse circuits and the magnetic
core shift register mentioned above.

The correlator was used to obtain correlograms of both
periodic and random time functions. The results show that a
one-bit correlator will furnish the principal characteristics
of a correlation function. These tests are'déscfibed, and an
evaluation of the results is made in Chapter IV,

In Chapter I brief descriptions are given of the two basic
forms of correlators, analogand digital, together with a little
history of their origin., This chapter attempts to summarize
briefly the theoretical baockground for the problem of per?orm-
ing electronic computation of correlation functions and, in
particular, the theory as it is related to the cdrtelatbyt
described in this thesis. Source material is abundant, but no
single treatment of all aspectswas found. Therefore, the first
chapter is devoted to a synopsis of the pertinent theory.
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Chapter II shows the approach that was made im translating
~theory to circuitry. The problem considered is exactiy what ,
‘wpen, and how is information to be plaoed inﬁo,'and taken out
of, the magnetic ocore shift register. To obtaih the answer ta
this question required considerable study of the shift register.
Lastly, the problem of how to handle the information obtained
from the register is diécuséed. w

The circuit descriptions of Chapter III have been kept as
brief as possible. As constructed, the apparatus performs
-autocorrelation, with the modificationé required for oross-
correlation having been pointed out in Chapter II. The corre-
lator was constructed as a "breadboard" design, all mechanical
and electrical work being done by the author. No discussion
is made of the operation of baqié circuits, such as multivibra-
tors, coincidence gates, olippers, and amplifiers, since this
information is available in many texts. The matefial presented
here is related to the manner in which these circuits operate
in this correlator, | o

‘As noted previously, a discussion of the tests performed
on the completed correlator is qontained'in thq last chéptef,

together with some general conclusions.



CHAPTER I

HISTORICAL AND THEORETICAL BACKGROUND

Analysis of periodic_and aperiodic functions in the
frequency domain by Fourier methods has been used by ocommunica-
tions engineers for a long time. By these methods a signal oan
be described by its power-frequency spectrum. This spectrum
can be obtained experimentally by averaging the output of a
selective filter at adjacent points throughout the bandwidth
of the signal. As the filter bandwidth is narrowed indefi-
nitely (the number of adjacent points increased indefinitely)
and the averaging time is lengthened, the signal is specified
more completely. Fourier series or Fourier integrals are not,
however, adequate for the mathematical analysis of random time
functions. Analysis in the time domain, by means of the
correlation functions of statistics, furnishes another means
of attacking the latter problem. Such analysis of time func-
tions has been developed rather recently.* The initial work
of Wiener was developed for practical use.in communication
engineering by Lee (2). A brief chronology of early papers
developing statistical theory may be found in (19). Considera-
ble discussion of statistical analysis as applied to practical
problems begins to appear in the Research Laboratory for
Electronics (M.I.T.) Quarterly Progfess Repgrts of 1948 and
continues from that time forward. It was during that ﬁeriod

that work on an electronic correlator was begun (18).

* Refererice 1 follows an earlier report (1942), by Wiener,
having the same title.
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8é&
A. CORRELATION FUNCTIONS

The 6rosscorrelation function of the time functions fl(t)
and fz(t) is defined by the relation

- T )
= 1 * -
R (1) = Tii? 57 Sﬁ £1(6) £,(t+7)dt , 1-1
«© -T

It is assumed that the time functions f (t) and f,(t) are
stationary; i.e., their statistical characteristics are inde-
pendent of the time at which these characteristics are observed.
When fl(t) = fz(t), the above relation becomes the autocorrela-‘
tion function of either signal., The quantity T represents a
displacement in time. ‘ |

Another method of describing correlation functions is in
terms of probability distribution functions. In this case the
autocorrelation function is described in terms of the character-
istics of any member of an ensemble of'random'fﬁndtions. An
ensemble is a large $et (theoreticélly an infinite sqt) of
member functions emanating from identical genérafors; The
resulting correlation function is referre¢ tb;aﬁ an qnsemble
average whereas the previous relation is oalled7a time average.
According to the ergodic hypothesis, the two a:é.équél. The
following expression shows the autbcorréiafich-functidn of a

member function of an ensemble.
® © : o
R,,(7) = 5' S‘ Yi¥p Pyys ¥p0 7) dyy dy, 4 1-2
- -~ . . : ‘

p(yl, Yo 1) is the probability that at any time a member of
the ensemble will have a value in the range Yy and Y, + dyl,
and at a time T seconds later will have a value in the range
Yo and Yo + dyz. The foregoing expression becomes a cross-

correlation function between related random functions if Y1

* In much of the literature the symbol ¢(T) is used to repre-
sent correlation functions. The symbol R{1) is used in some
of the literature and: is used here for edsge of manuscript
preparation..
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and y, are values for two different time functions separated
by a time 7. If these two signals are taken from independent
processes, the orosscorrelation function reduces to the

expression

which is simply the producf of the mean values of the two
functions, If the signals are not independent and there are
no hidden periodic components, Rlz(T) will be asymptotic to
the value given by 1-3.

Certain properties of the autocorrelation function in
relation to the time function from which it is derived are
listed below: '

(1) It is an even funoction of T.

(2) The value at T = 0 is the mean square of the
time function and is the maximum value of the
autocorrelation function.

(3) It has periodic components of the same periods
as the time function from whiéh it is derived.

(4) It discards phase information contained in the
time function. ‘

(5) As T—» o, it tends to the square of the average
value of the time function.

(6) The autocorrelation function and the bower
density spectrum are Fourier transforms of
one anothgr'(Weiner's Theorem).

Some comparative properties of the orosscdfrelation
function are as follows: |
(L) It is generally not an even fdnction of T.
(2) It does not necessarily have a maximum at T = 0,
(3) Rlz(T) = R, ( 7).
(4) Refer to comments associated with equation 1-3,

B. COMPUTATION OF CORRELATION FUNCTIONS

_ Manual calculation of correlation functions is extremely
laborious, therefore, many systems have been devised to perform
the procéss electronically. (6, 7, 8, 13, 18.) These schemes,
which implement modified forms of equation 1-1, are of two
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basic types, the analog (continuous), and the digital (sampling).
Brief descriptions of an example of each form of correlator are

given in the paragraphs which follow.

1. An Analog:Correlator

| An analog correlator for studying brain potentials is
described in (8). It performs the operations necessary to

furnish the result in equation 1-4, ‘The signals’are recorded

T

Y _ L
Rlz('r)_ =T S fl(t) fz(t T)dt 1-4
0 - » )

on magnetic tapejand during analysis the value of 7T is obtained
by the spacing, which is variable, of two playback heads. The
maximum value of T is limited by‘mechanical design and drum
speed, unless modifications are made. The correlation fuhction
is not available until the signals have been recorded and
played back once for eacbﬁvalue‘of;deléy. 'The ﬁape recorders,
amﬁlifiers, switching unit, playback heéds;ﬂpiotter, etc., .make

a rather large collection of equipment.

2. A Digital Correlator v v ;
H, E. Singleton describes a digital, or sémpling, correla-

tor in (6). This type forms the correiatioﬁs in accordance
, with the following relation which approximates equation 1-1 if

the number of samples N is large.

N |
= L o 1=
Rio(7) = 5§ Z 2% 13
i:]_ o ‘

This is'a‘summation of N products of samples of fl(t) and
fz(t + 1) of amplitudes aj and bj’ '

although wbrking on one continuous time function, is essentially

respectively. Singleton,

using an ensemble of time functions because samples are taken
far enough apart so that the samples are statistically indepen-
dent of one another. A process of this sort is very wasteful

of information, and the‘result‘is’an abnofmally long‘time to
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compute qne point on the correlation ourve (order of 20 seconds).
In an effort to reduce the time required to obtain a correla-
tion funotion, a five-channel ocorrelator was oconstructed. (7)
This latter equipment still required a long time to obtain a
complete curve of 20 to 100 points. Additional channels miéht
be utilized if there is no objection to the resulting increased
equipment complexity. The foregoing processes oould be speeded
up if samples were spaced closely together although their inde-
pendence would no longer be assured. This would require tempo-

" rary storage of sections of the input signal with a resultant
increase in equipment ocomplexity. The resulting time average
would be approximately equivalent to the average obtained by
Singleton. According to the ergodioc hypothesis, the two would
be exactly equivalent if the process were carried out over an
infinite length of time.

C. LIMITATIONS ON MEASUREMENT OF CORRELATION FUNCTIONS

In a practical correlator neither the averaging time
indicated in equation 1-4 nor the number of samples indicated
in equation 1-5 can be made infinite. To determine the useful-
ness of a correlator as a tool, it becomés-important to deter-
mine the errors incurred by utilizing fihite observation
intervals for calculation of the correlation functions. The
following discussion is a condensation of the results shown
in (3, 4, and 5). Intermediate steps in the derivation may
be found in the references oited; therefore, in the interest
of brevity they will not be repeated.

1. Continuous Correlator ,
The following notation will be used in the discussion

Rlz'“o" = f'l(e) fé(t+¢o‘) = x(t) 1-6

where ithe bars indicate an infinite time average. In a
practiocall coorrelator x(t) the instantaneous product of the
two inputs is formed, and this is fed into an averaging or

integrating dewvice which usually has the form of a low pass
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filter. The output, y(t), of the filter is tthe convolution of
the filter's impulse response and the input, x(t). It is
assumed that the filter is passive, having an iﬁpdlse response
which is h(t) for 0 < t < T, and is zero elsewhere. The result-

ing time average reduces to the expression

© . ' T
y(£) = Ry, (1) S‘ h(7,T)dr = Ry, (7,) S..h(T)dT‘ : 1-7
o

- Q0

Now the root mean square (RMS) of the variations of the corre-
lator output about its mean value gives a measurement of corre-
lator error or noiss., It is indicated by the symbol‘try and is
defined by the relation

2

c 2 S [y(t) - ¥(8)2

Y62 ‘)
y

yz(t) -yt 1-8

It is desired to minimize oy in relation to y&ts or to maximize
the following s1gna1 -to-noise ratio which. gives an indication

of the correlator accuracy.

—5—- = —-—YI—-—L- t 1"9

y

where yi is given by equation 1-7,
Let us define a new variable, Z(t), as the variation of
the product function x(t), about its mean.

Z(t) = x(t) - x(ti 1-10
then
RZ(T) = Rx(T) - xlt)2 1-11

Now if the input to theuavgraging filter were white noise with
; spectral density of unity, the autocorrelation function of
the output would be

oo ,
S‘ H(w,T)? oV aw : 1-12

= 00

1
Rh(T) 2m
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The mean square error of the output may be expressed in terms
of correlation funotions defined in equations 1-11 and 1-12 as
follows:

o0
o = -
S RZ(T) Rh(‘l') ar 1-13
- 0
Remembering that the impulse response of the filter was
non-zero only over the interval 0 < t < T and remembering that

autoocorrelation functions are even functions, then equation 1-9

becomes:
T
Rlz('ro) S\ n(r) ar
¥ - T S 172 1-1k
2 Ssz(T) Rh(T) dr
9 o

Thus, it is seen that the signal-to-noise ratio depends on the
statistical properties of the input signals:as well as the
characteristios of the averaging filter. . Intefpretations of
equation 1-14 for ocertain specific casos éfe made in the
discussion that follows. |

2. Continuous Averaging with an Ideal Integrator

If the averaging device is an ideal integrator having an
impulse response equal to one for 0 < t"<ﬂT and zero elsewhere,

equation 1-14 will take the following forms:

Ry, (1) _ x(t) - 1-15
[RZ(O)] 1/2 L.

This is simply the signal-to-noise ratio at the output of the

A S
As T —» 0 X

multiplier and is independent of T.
Rialte) /T

T 1/2
{2 g (1=3) R (1) ar
0

1-16

L1
{

As T —»
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3. Continuous Averaging with a Low-Pass Filter

If the averaging device is a low-pass RC filter with an
impulse response ae 2% for 0 < t < T and zero elsewhere,
equation 1-14 will take the following forms:

As T bécomes small compared to the filter time constant,

L the signal-to-noise ratio approaches that of equation 1-15,

a!
(This is equivalent to saying that a - low-pass RC filter acts
as an ideal integrator for periods of time short in comparison

with the filter time constant.
/1
RlZ(TO) a
) 1/2
[S‘ o 27 RZ(T)dT]

o]

: S
As T 00 N

Thus, for the extreme cases (very short or very long averaging
times), the signal-to-noise ratio is independent of T. For
intermediate ranges of T, equation 1-16 will hold for the RC
filter case as well as for the ideal integrator.

The foregoing relationships are summarized in Fig. 1~1

which shows noise-~to-signal ratio 0}/ ;TET' for'pdwer

pro
Ji - \
> ! )
b "; 'r i
% \ p:uo
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- . 4
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&
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L= 4 N
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Fig. 1-1 Measurement Errors of Low Pass RC Filter

measurements, Ry(O). on a random signal of bandwidth W. The
curves are similar to those found in (5). The horizontal axis

is a dimensionless integrator "time" obtained by multiplying
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signal bandwidth and real time, neocessary to obtain a specific

measurement accuracy on a signal of known bandwidth.

k. Correlation on Sampled Inputs

In most practical cases sampling is done periodically
rather than at random. Therefore, ohly the périodic case Qill
be treated here., For equal averaging times the errors in
correlating a sampled input will be greater than errors result-
ing from the use of a continuous input. This is to be expected
since sampling discards information between samples..

Costas (3)'develops the fo;lowing formula for the mean

square error of a sampled function (variance of the sampled

mean) .
n-1
U'=§Li+_].;...z 2(n-k) R(kt).q.gf.i.l:_n.i
Z n nz ' 0 n
k=1
o 2 = variance of unsampled function 1-18
m = mean of unsampled function
n = number of samples
to = sampling interval (kto—— T)

If each sample is statistically independent in equation 1-18,

this reduces to the expression

¢ 2o ol 1-19

Davenport (4) derives a‘similar expressi@n and incorporates it
into several formulas for signal-to-noise ratio simplified to
describe a number of special cases, First, if a given number
of.samples are %#aken in an interval T—+=0, then the result
approaches equation 1-15. This is intuitively obvious since
the abowve ;procedure approaches the continuous sampling case.
There are two important results for cases where the averaging
time becomes large. - First, if RZ(T)-~see equation 1-11--
contains a periodic component whose period is the same as the

sampling peried, then the signal-to-noise ratio becomes
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independent of the averaging period and the number of samples.
This case should be avoided since the periodic signal will be
translated as a d-c level, The second case, where the sampling
Period is not related to any periodic components of the input
signal, is given by equation 1—20. |

Rip(1g) M

‘ [Rz ('6 )] L7z

This result shows that the number of samples must be increased

—

S
N

As T —» o

by a faotor of four to double the signal-to-noise ratio. 1In
practice orders of magnitude of 103 to 10u‘ samples could be
accumulated until the correlation function shows that further

accumulation is not changing the results materially.

D. EFFECTS OF SAMPLING AND QUANTIZATION (9, 20)

In forming the correlation function, the opefations of
time delay, multlplication. and averaging must be performed.
In using a digital machine to perform these functlons, the
inputs are first sampled and quantized. What effect do these
operations, made neceSsary by the nature of the machine, have

on the resulting correlogram?

1. Sampling

The process of sampling a time function may be described
as modulation by a train or sequence of unlt_impulses spaced
at some.time interval T. (20) The output Qf th9‘§§mpler, or
impulse modulator, is a train of impulses,véach having an area
equal to the amplitude of the input functinn‘at the sampling
instants. In forming a oorrelation function, there is a time
delay and multiplicétion involved. 1In drdervto form non-zero
products,.the time delay must be an integer multiple of T.
Thié means that the resulting correlogram has discrete values
at intervals of T and is zero in the intervening spaces. The
complete correlogram is an envelope that passes%throu%g the
discrete values. As T is made Shorter,‘the envelopewis more

complétely;specified.
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It is helpful to look at the process of sampling in the
frequency domain as well as in the time domain. If the input
time function has a transform denoted by F(s), then the sampled
transform F*(s) is related to it by the following equation:

e 0]

F*(s) = 731:— Z F(s + jnw) 1-21

n=- oo
where n is an integer and W is the sampling frequency (w=2n/T).
It can be seen that if F(s) has frequency components greater
than W/2, then the sampled spectrum components will overlap and
F(s) oannot be recovered. This is the basis for the Nyquist
sampling criterion which says that the sampling frequency must
be at least twice the highest frequency present in the unsam-
pled function. Of course, the problem here is not the recovery
of the original function. The correlation function is the '
Fourier cosine transform of the power density spectrum which is
related to the frequency spectrum‘as foliows:

2

(w) = qitmm-;—,-pl(w” 1-22

<bll

The Nyquist sampling criterion still applies if the form of the
power density spectrum is to be preserved. Theréfore, the sam-
rPling requirements for recovery of time functions apply to the

computation of their correlation functions.

2. 4Quantization

Quantization is the process of analéthd—digital conversion
required when the correlation function is to be computed digit-
ally in accordance with equation 1-5. All‘ampiitudes in a given
rahge, or box size g, are given a discrete value. The recip-
rocal of the box size (1/q) is a measure of the fineness of
quantization. Widrow (9) describes this ﬁrocess as area sam-
pling and relates iit to the Nyquist sampling theory. He shows
that the Fourier thransform (or characteristic function) of the
prdbability distribution function of a signal is periodic if

the signal is quantized. The radian fineness of quantization
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2n/q must be large enough to separate the components of the
pPeriodic characteristic function. This form of a Nyquist
criterion is in terms of the statistical characteristics of
a signal rather than of the sigpal itself. This suits our
interest in restrictions on the reocovery of the correlation -
function which is a statistical property of the input signal.

Quantization introduces a signal distdrtion referred to
as quantization noise. For Gaussian distributed inputs Widrow
relates the correlation of the quantization noise to the normal-
lized correlation of the quantizer input signals, with the box
size q as a parameter. The normalized correlation of quantizer
input signals is the mean of their product divided by the
mean square (Xlxz/vz). The case of particular interest here is
for q=2 ¢ where ¢ 1is the standard deviation of the. input sig-
nal. This corresponds to a .bhox size approximately one third
the dynamic range of the input 51gnal When the input ‘correla-
tion coefficient for this box size is less than 0. 6 then the
quantization nolse is practically uncorrelated. ' Even when the
input correlation coefficient is 0.9, that of the quantlzation:
noise is only 0.,3. This suggests that three level quantization.
would be adequate to obtain correlograms of reasonable accuracy;

The foregoing theory has been verified experimentally and
was carried a step further by Kaiser. (21) He compared the
results of two-level (one-bit) quantization with the results
of eight-level 3-bit) quantization on the correlation function
obtained from heman brain potentials, . With the extreme quan-
tization coarseness, the major characteristios of the correla-
tion function were retained.* This was a strong motivation for
the initiation of this thesis investigation.

Some Lnteresting results related to two- 1eve1 quantization
were published in 1943. (25) Van Vlieck showed that when

Gaussian noise signals are clipped (quantized) to two levels,

* Tt is interesting to note in relation to the statements of
Section C-4 of this chapter, that only 650 products were
used to obtain the points of these correlograms,
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the resulting correlation fﬁnctibn is proportional to the arc
sine of the correlation function of the input without clipping.
His derivation is summarized in Appendix V.



CHAPTER II

GENERAL DESIGN CONSIDERATIONS

To perform autocorrelation or crosscorrelation electronic-
ally, the required mathematical manipulations must be trans-
lated into suitable circuitfy. Provision must be made to
perform the following funetions.:

(1) furnish time delays of various magnitudes
corresponding to values of T

(2) perform multiplication

(3) sum and average the results of the above
multiplications

() record or display the resulting correlation
function

The first function, that of obtaining time delays, may be
accomplished in a variety of ways. Lumped parameter eledtrioal
networks, phantastroh delay circuits, magnetic tape, storage
tubes, and various mechanical methods might be used for this
purpose. Each has certain advantages and.disadfantages as can
be seen by reference to other writings. See, for example,

(6, 7, and 8). The magnetic core shift register. offers an
inviting method of obtaining all desired vglues‘qf'T simul-~-
taneously. To understand the problems invélvéd,wa study of
the magnetic core shift register is necessary. This is done
in the next section of this ochapter. ’ .

The second function, that of multiplication, can be
performed on the digital output of the shift register by some
form of AND circuit or coincidence gate. .In tﬁe sjnthesis of
a correlator the details of circuit construction are reasonably
straightforward. It is important, however, to have a knowledge
of where the various circuits are to be used and the time
sequence of their operation. These latter topics are the
subject of the second section of this chapter.

The third function involves the process of integration.
Electronic integration brings to mind the voltage current

relationship of capacitors; i.e., e = % i dt. The discussion

99
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of averaging circuits, which will be'made later, rests heavily
on this "integrating" property of capacitors.

After the correlation function has been computed, it is
equally important that the results be made available in a use-
able form, Many schemes have been worked out for recording and
displaying information. The ;ast section of this chapter will
‘discuss briefly the problem of a display circuit for this

correlator.

A. THE MAGNETIC CORE SHIFT REGISTER

The ocorrelator described in this thesis is built around
the ability of the magnetic core shift register to accept
binary information in time séquence, store this information,
then read it out in parallel form at the occurrence of a pulse
acting on all cores simultaneously. Although in this case a
series-parallel transformation is made, it should be noted that
these shift registers may be used for paraliél~éeries operation’
should this be desirable. | A |

Magnetic core shift registers are of two.baSic types: the
single-line register using one magnetic core pér.binary digit
and the double-line register using two magnetié cores per digit.
To appreciate the differences in operation of thesé"two types
of registers, the following points should be Eept in mind.

" First, interrogation of the magnetic core is destructive of the
information in that core; and second, ihformationvcannot be
placed into the core while interrogation is.in process. These
characteristics of the cores results in the following restric-
tions on their use. Interrogation (or reading) of a core and
shifting information toward the next core.gggg be done simul-
taneously*, whereas interrogation and writing into a oore must

not be done simultaneously. In practice this means that the

* It is possible to make an exception to this statement. With
the use of additional circuitry, the information in a core
could be temporarily stored during interrogation or shifting

-, and then written back into the same core. Special schemes

</ have been devised for non-destructive interrogation of
magnetic cores, but they have not been made practical as yet.
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shift pulse should also cause the core contents to be trans-
mitted to the output circuits. In other words, the shift and
read pulses are one and the same; Since a core can store only
one digit at a time, it must be cleared before another digit
is written into it. This is most easily done by reading and
shifting all cores in a line simultaneously. The information
shifted out of each core must be stored temporarily until read
out is finished; then, it may be written into any of the
ocleared cores (including itself if suitable connectiohé are
made). The single-line register accomplishes storage by means
of an RLC or RC delay network between cores. The double-line
register uses another core for storage. This means that the
latter register requires twice as many cores as the single-line
register to perform the same functions. Furthermore, the
-single-line register, with its single-shift pulse line, uti-
lizes simpler driving cifcuitry than the doublteine register.,
A single-line register, with an RLC intercore network was used
for this thesis work. Binary digits ZERO and ONE advance
serially through the‘register, all cores being interrogated
in parallel, at periodic intervals, by a}shiff bulse. Experi-
ence as far back as 1953 showed that as many as fifty stages
of a single-line register could be cascaded, and that they
could be operated at frequencies up to 100'kc/Second. (10)
Each magnetic core in the register has>thfee,essential
windings which control, or are conérolléd by, ﬁhe core's
rectangular hysteresis loop*. See Fig. 2-1. The cores are
controlled by a shift pulse which operatéS'to simultaneously
place all cores of the register in the ZEﬁO state of magneti-
zation. If a core is in the ONE state, the shift pulse causes
a sudden reversal of flux with a resultant large voltage across
the output winding. This corresponds to a flux change AB=B»m-Br
in Fig. 2-1. If the core had been in the ZERO state, the shift

pulse would cause a small, but not negligible, output voltage

* Some dimensioned hysteresis loops for actual cores may be
found in Chapter II'of Reference 11.
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since the hysteresis loop is‘not perfeétly rectangular (the
residual flux is less than the maximum flux). This voltage
results from the flux change AB :»Bm+ Br' As will be discussed
later, there must be absolute discrimination against ZERO's in
the output circuits of this correlator. The write pulse, when
present, occurs between shift pulses and always places the core
in the ONE state. Absence of a write pulse corresponds to the
binary digit ZERO.

o I
1 Ig = SHIFT PULSE CURRENT
w o E
e lw = WRITE PULSE CURRENT
4 Eo = OUTPUT VOLTAGE
°
, B
ZERO
STATE

/

By = RESIDUAL FLUX DENSITY
Bm = MAXIMUM FLUX DENSITY

-H H  +H= SHIFT PULSE'
MAGNE TIZING FORCE
—H= WRITE PULSE. .
MAGNETIZING FORCE
~Br~~——0ONE o
T-Bm STATE

Fig. 2-1 Idealized Magnetic Core and Its Hystéresis Loop

It should be nofed that each core acts like a magnetic
amplifier with the shift pulses furnishing fhe‘added energy
necessary to make up for losses as information passes along
the register. As will be explained later, the write pulse sees
a virtually unloaded core whereas the shift pulse is heavily
loaded by the intercore network. '

As noted previously, an RLC intercore network prevents
simultaneous occurrence of‘a‘write and a shift pulse in any

core except the first one of the register.A External circuitry
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must insure that write-in to this first core does not coincide
with the shift or read-out pulse. The diode of Fig. 2-2 pre-
vents discharge of the capacitor back into the output winding.

This diode is back biased during the write pulse, hence the

SHIFT PULSE LINE

Fig. 2-2 Two Stages of a Single Line Shift Register

output circuit does not load the core during write-in. The
shift pulse causes only a negligible output back into the write
winding because of tﬁe turns ratio and high impedance looking
into this winding. The low impedance lodking toward the output
winding strongly favors transfer of energy to this winding.

In the design of an instrument utilizing a magnetic core
shift register, it is important to know the required character-
istics of the shift and write pulses. If a core is unloaded,
the energy supplied by the shift pulse to“switch fhe core from
the ONE state fo the ZERO state is

B T

W_ = (volume) MmygdaB = E(t) I(t) dt 2-1

-B 0
r

Where H and B have the meaning shown in F{g, 2-1, T is the
duration of the shift pulse and E(t) and I(t) are the voltage
and current associated with the core winding during the pulse.
The flux density is related to the magnetizing force by the

. characteristics of the core which are represented by the
hysﬁeresis curve, and the magnetizing force is a product of
current and the number of shift winding turns. All of this may
be summarized in the basic fact that the switching energy is

related, to a time integral of shift pulse current. This means
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that for a given core there is a minimum shift pulse current
and duration requifed to switch the core. Additional energy,
not accounted for in the above discussion, must be furnished
to supply losses and the core load. |

The time'required to switch the core varies with the
applied magnetizing force. It has been found empirically that
the product of switching time and magnetizing force is approxi-
mately constant over a wide range of operation. For purposes
of this thesis, the switching time (which is short compared to
planned operating frequencies) is not critical; Therefore,
design will not be concerned with providing additional energy
in the shift pulse source for the purpose of reducing switching
times. It is important, however, that sufficient energy be
supplied to insure complete switching every time a shift pulse
occurs. Partial transition may result in subsequent erroneous
transitions of core state. For example, if a core in the ONE
state is only partially switched and the mext input is a ZERO,
the next shift pulse may add sufficient energy to create a
spurious ONE in the output. More detailed discussion of this
last possibility, as well as a more complete.discuséion of
magnetic core energy relationships, may be foﬁnd in (11 and 14).

In addition to the minimum pulse duratibn requirement ,
which is dictated by energy considerations, there'is also a
maximum allowable pulse duration for single-line régisters.
This requirement is dictated by "the intercore network. The
shift pulse must end while the intercore storage capacitor
still has the energy to make a complete wrlte in on the follow-
ing core. A shift pulse of excessive length w111 actually
erase all ONE's from the register. One further point: the
shift pulse source should appear to be an open circuit between *
pdlses in order not to load the write winding during the write
pulse. As previously noted, a back biased diode keeps the
output winding open circuited during write-in.

The manufacturef built the infercore network into the
register available for this thesis,as well as having fixed the

core material and turns ratios. Design is, therefore, limited
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- to providing for a shift pulse current of proper magnitude and
duration so that the cores are switched completely and write
pulses are not destroyed during write-in. A write pulse source,
activated by the input time function, must supply a current
pulse of proper magnitude and duration to write into the first
core. Although nothing has been said about pulse shape, the
rise and fall times of the pulses may have an effect on the
stability of operation; and this possibility must not be
overlooked. '

In summary, the foregoing discussion points up the
following design considerations necessary to properly incor-
porate the magnetic core shift register into the correlator:

(1) There myst be a shift pulse source which
supplies a current pulse of proper amplitude
and duration so that complete switching is
accomplished every time.

(2) Apalog input signals must be converted to
~digital current pulse of proper amplitude
and duration to write into the first core in
the line. Because quantization is to be con-
fined to two levels, this should be relatlvely
- easy to do.

(3) Attention should be given to the optimum rise
and, fall times of the pulse by observing the
effect of varying these quantitles on the
operation of the register.

(4) Provision must be made to insure that the
write pulse going into the first core does
not coincide with the shift pulse. The inter-
core network takes care of this function for
other cores provided the shift pulse is not
too long.

(5) The cores must not be too heaiiiy loaded by
output circuitry.

B. OPERATIONAL TIME SEQUENCES

Assuming that the basic sampling frequency has been
‘determined in accordance with the principles outlined in the
previous chapter, it next becomes necessary to plan for the
sequence..of events dictated by the magnetic core properties

and the associated. circuitry. This sequence must properly
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implerent the mathematical expression fof correlatiofi without
violating conditioﬁs impéséd by the "hardware." |

Let us assume a sampling rate of 8 kc/second is being used
and thé magnetic cores require a shift pulse of approximately
8 microseconds durétion. Thué; all cdres are recéiving an
8nmiérosecbnd shift pulse every 125 microseconds. Sampling of
the input must occur at the same frequéncy as the shift pulse
to provide‘information to the register at the same rate that
it advances through the register. It might be helpful to think
of the frocess as quantization in time. All the information in
a 125-microsecond section of the input function is quantized to
one discrete value. In this correlator, two-level quantization
in amplitude takes placé‘at the input; hence, the discrete
value is a binary digit, ONE or ZERO, and only one core is -
required to store all the information that is accepted in the
125-microsecond section of time. A ten-core registpr contains
a representation of 1250 microseconds of the input function,
provided an 8 kc/second sampling rate is being used. The
entire register acts as though it were a 1250-microsecond
"window" that moves back 125“microseconds alqng the inpuf func-~
' tion with each shift pulse. ' o

Before following through a Sequence of”operations, one
point should be stressed. Information 6ann6t,be_written into
a core during a shift pulse. This means that sampling must
occur between shift pulses. The easiégt méthod of  insuring
propef write~in is to controllthe sampler by»thb trailing edge
of the shift pulse. The discussion that.follQﬁs'is related to
the flow chart in Fig. 2-3. The Shift;pulSe beriod is given
the general value T. For purposes of illusﬁration, only four
cores are shown and all are assumed to be ih‘the ZERO state
initially. At time t = 0, the correlator is started and the
first shift pulse occurs. Delta microsecoﬁds.later (width of
shift pulse = A) the sampler operates to placé a binary digit
into the first core. At the occurrence of the £ifth shift
pulse (t = U4T), this digit is read out of the last core., It
is then used to gate (multiply)fﬁarallel outputs from all cores

®
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including its own. From this time fdrward, every shift pulse
results in four products (in this example). The products are
summed, averaged, and displayed as four points on a correlation
curve R(717), where 7 = 0, T, 2T, and 3T microseconds.

' It should be remembered that the increments of T are equal
\to the sampLing period which is also the period of the shift
pulse. A high sampling frequéncy will result in small incre-
ments of T and hence a smaller total range of T for any given
number of cores. If it were necessary to increase the range
of T without adding cores or deoréasing the sampling frequency,
it might be possible to use the same cores for an extended
range. For example, suppose that in the above system the out-
put from the last core were éontinuously recorded on a magnetic
tape and then read by a piékup spaced so that a delay of 4T
microseconds was sustained. The output from this pickup could
then be used to gate the four cores with a resulting correla-
tion curve for T = 4T, 5T, 6T, and 7T microéégohdsy Thus, it
is possiblevto obtain a complete cdrrelation‘dur?e for any
range of T by taking it in sections. Obvioﬁély; this procedure
would lengthen the time required to obtain a complete correla-
tion fundtion. However, there is a limit to thernumber of
cores that may be cascaded; therefore, the iatfer procedure
might be necessary in cases where the nature of the input func-
" tion necessitated a high sampling‘frequency (corresponding to
a short total range of T for a given number of cores).

Although in the previous discussion the last coré was used
for gating the output of all the cores, it could just as well
be done by the first core. As a matter of fact, gating could
be done by a?binary sample from the input function. In this
case, however, the samplé must not be délayed,in the manner
required for proper write-in, but must occur at the time of the
shift pulse in order to coincide with the outputs from all
cores., Use of the last core appears to be simpler and it does
insure that the register has a complete section of thé input

when the first multiplying pulsé’occurs at the butput gates,
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To perform orosscorrelation, the second function, after being
quantized, could be used to do the gating to the averaging
circuits.

If the input function-is removed before the correlator
is turned off, a few shift pulses will soon clear all cores
to the ZERO state.

C. SUMMATION AND AVERAGING

Summation and averaging will be the function of an
integrating circuit. Discussion in the previous chapter
indicated some of the factors to be considered in detenhining
the proper number of samples or the averaging time réquired to
obtain a correlation function with small errors. In practical
correlators various provisions have been ﬁade for thesé factors.
For example, the analog correlator of (8) makes provision for
integration with one per cent accuracy for periods as long as
50 seconds but also makes use of a 10-second period. Cowley's
correlator (13) makes use of a low pass averaging filter which
integrates signals of frequencies above 15 cycles per second.
Levin (7) makes provision for obtaining from 4000 samples to
16,000 samples for each polint on the correlation curve. The
time'or the number of samples required is related to the statis-
tical ocharacteristics of the input signals, and these may not
' be known. The exact requirements for th§ ihtegrator may be
found by experimentation with the éla;sﬁbf_signals being inves~
tigated. This was diséussed in the first'dhapfer. Here the
discussion relates to the type of circuits:that may be useful,

The step response of an ideal integrator is a ramp. The
low pass RC filter approximates this for a limited time if it
ﬁés a long time constapt. Consider the filter of Fig. 2-lba
where the following relation applies:

._.._f.a:.g..-v‘:_l_gf_ -
E, o )i dt RG (E Eo-) dt 2-2
The solution to this equdtion is:

E, = E (1 - o %/FC) 2-3

0
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To increase the linearity of integration, it appears dnlyi
necessary to increase the values of resistance and capacitance.
However, in a simple RC integrator this will result in an
extreme1y low gain EO/E for é given integration time; and, in
any event, this method is limited by the values obtainable

with practical components. Capacitor leakage resistance and

i Q) 4
E —[C Eo Ep = E(I- ~t/RC)
9 o—
a) LOW PASS RC FILTER
1
"R
o AN 2 O+ :
E J -K Eob Eo- _KE[|_,~VRC(K-H)]
o, | E—— P
b) MILLER INTEGRATOR
‘ R E
+o Y A .f
- E Tc K| Eo’é%'
-0 ¢ e '

¢) BOOT STRAP INTEGRATOR

Fig. 2-4 Basic Integrator Forms

external loading limit the time constants available in a simple

RC circuit. One method of obtaining a'larée effective capaci-

tance is to use a Miller integrator. See Fig. 2-4b. Here a

capacitance between grid and plate of an ahplifier stage

appears to be multiplied in size by one plus the amplifier gain.

Also, the ratio Ej/E is multiplied by the gain of the amplifier.
If the current into the capacitor of the low-pass RC

filter were constant, the integration would be ideai. This
E - E A -
current is i = ~—§—~9. A constant current input could be
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obtained by raising the input voltage at the same rate as the
capaclitor voltage. This may be accomplished with a unity-gain
feedback amplifier as shown in Fig. 2-4c. The result is called
a bootstrap integrator. Derivations of the gain relations
shown in Fig. 2-4 are presented in Appendix I. One more method
will be described after a few introductory remarks.

The simplified process being carried ocut in a one-bit
correlator gives rise to other possibilities. The mathematical
expression for the correlation function is repeated here for

ready reference in the discussion that follows.

R(r) = '§~ E: 8 b‘j o 2-b

Since quantization is carried to only two levels, the values

of aj and bj are 1 or 0, The following products are defined:

1l

1 x O
0 x 1

1 x1=1
0 x.0;= 0

Therefore, the product a b, is always a 1 or 0.* This means
that the correlation funoction can be obtained by simply averag-
ing the long time rate at which ONE products afe obtailined.
This is equivalent to making an average frequenéy measurement.
A device for measuring the frequency of voltage pulses is the
counting rate meter used in atomic radiation instruments. (15)
Consider the circuit shown in Fig. 2-5 which shows the
basic configuration for a counting rate meter circuit.
At the:occurrence of a negative pulse, the capacitor C1
charges thirouwgh diode 1 and the output resistance R; of the
pulse circuit. The voltage across Clat ﬁheend;of the pulse is

o, = E (1 - o~ T/RC)

2-5

¥ On a basis of like products equal ONE and unlike products
"equal ZERO, the Pprodu¢t 0 x 0 would also be equal to one.
The form= taKen here will result in reduced amplitude of the
entire correlation function but will not alter its form,.
It is felt’ that this procedure is justified because of the
simplificatiion in the gate circuits where tHé multiplication
is formed.
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and is approximately E since T is chosen to be over 5 times
constants in duration. At the end of the pulse, discharge
occurs through diode 2 and CZRZ’ Now the charge which had
accumulated on Cl starts to distribute itself between the two

~capacitators so that

+ ) = = ‘L -
°,1 Cp * e, Cy EC, Q 2-6
But, when ecl = ecz. diode 2 opens. Then
. ) EC1 -
c2 C1 + 02
‘ 'Cl
Since 02 »»Cl, this reduces to e, = E 5; or e, 02 = ECl = Q.
, Q. 1 _
The average current through R2 is then y where ;7 = N, the
average rate of the pulses. Then 5
vV = 1R2 = NQR2 = NECle v 2-8

Naturally this derivation holds true only if V <« E.
Notice that the output voltage does not depeﬁd'oﬁ the duration
of the pulses as long as they are long endugh tb give C, a full
charge.v A similar analysis, could be carried out for po;itive

applied pulses resulting in the same expression for V.

R| Cl @ . s » g )
0 o——AM— o l oV
—E—~| l OF CoF Rz
< T e : I o
O~ - ® < O
VINPUT PULSE T>5R,C, . C2>>C,  V<E

Fig.2-5 Counting Rate Meter Circuit

Another vety simple averaging circuit wbuld be a parallel
RC circuit placed in the plate circuit of a pentode gate. Each
current pulse would place a charge Q = IT on the capacitator.

If the average number of pulses is N per second, the rate at
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which charge is deposited on the capacitator is NQ = NIT. The
average voltage across R is NITR. It is assumed that RC > T,
Some form of the circuits which have been discussed above

should be adequate for the averaging circuit.

D. DISPLAY OF RESULTS

This problem is largely one of designing a commutator to
take the outputs from each integrator and convey them sequen-
tially to the display unit. This method, rather than trying to
take parallel outputs from all channels simultaneously, is used
in the interest of not requiring an unduly complicated display
unit.

The commutator may be electronic or mechanical. One possi-
ble mechanical system would employ a rotary selector switch
such as has been used in some telephone systems. A set of
wipers are rotated over a semi-circular bank of contacts by the
action of a stepping magnet. Each output channel would be con-
nected to one of the contacts in a single layer of the bank.

The wiper for this layer would be connected to the vertilcal

axis of an oscilloscope or other indicator. The contacts of
another layer would be connected to discrete adjacent incre-
ments of voltage. The wiper of this layer would cause displace-
ment along the horizontal axis of the indicator. As both
wipers move together, each output channél would have its value
displayed sequentially at adjacent horizontal positions. A dis-
cussion of the rotary selector switch may be found in (17).

An electronic commutator is preferable fpr high speed,
clean commutation of many outputs. Petréé (16) describes a sys-
tem which has been used with five channelé. Its liberal use of
tubes (3 per channel) is a serious disadvantage in cases where
many channels are being handled. The diode matrix system
described by Kilpatric (12) appears to be the most suitable for
this correlator and its use is planned, Although synchroniza-
tion with the timing of the other correlator circuits is unnec-
essary, the shift pulse source may be used as a convenient
source of timing pulses to time the operation of the circuits

controlling the diode matrix system.



CHAPTER III

DESCRIPTION OF CIRCUITS

In the previous chapter, Fig. 2-3 summarized the necessary
timing of operations to perform autocorrelation. From these
time relationships it was necessary to synthesize suitable oir-
cuitry; therefore, the block diagram of Fig. 3-1 was evolved.
Having a general picture of requirements, the first step was
to provide a shift pulse source for the magnetic core shift
register. Next, a circuit for sampling and oconverting the
input signal from analog-to-digital form was constructed.
Finally, circuits for taking the information out of the shift
register and forming the correlogram were designed and built.
The descriptions that follow are presented in the order just

mentioned.

A, MAGNETIC CORE SHiFT REGISTER

To determine the requirements for the $hift pulse source,
and also the input circuits, tests were Qonducted on the
magnetic core shift register. Ten magneéic cores, manufactured
by Sprague Electric Company, were available to méke;up this
register. Each core package was complete with a 'built-in RLC
delay network but required the addition of a diode (see
Fig. 3-2). With apparatus available in the Servomechanisms
Laboratory, tests were conducted to determine the inputs
required to properly operate the assembled ten core shift
register. It was found that, with a shift pulsé having an ampli-
tude of 175 milliamperes, core switching would occur with pulse
durations of 3.7 to 12 microseconds. An intermediate value of
7.5 microseconds was selected as being the optimum value for
the shift pulse width. The entire shift register operated

satisfactorily for frequencies up to 12 kilocycles per second,
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Two sections of the shift register are shown schematically
in Fig. 3-2. A photograph of the output voltage at terminal 1
is shown in the same figure. It has an amplitude of 15 volts,
rise time of 4 microseconds, and decays exponentially with a
time constant of approximately 18 microseconds. The shift
pPulse and write pulse are those actually obtainedeith the
shift-pulse and write-pulse generators constructed for the
correlator.

It was found that, with a write pulse width of 15 to 20
microseconds into terminals 9 and 10 of the first‘core, a mini-
mum current of 2 milliamperes was needed for write-in. A value
of 3 to 4 milliamperes was chosen as a design criterion to
insure complete write-in every time. The foregoing measure-
ments furnished the information needed to design the circuits

to be used with the register.

B. SHIFT PULSE GENERATOR

This circuit 1is shown in Fig. 3-3. A free running multi-
vibrator using a type 5965 twin triode is the basic timing
device for the shift pulse generator. By adjuStiqg.the posi-
tive grid voltage level, the frequency of the multivibrator may
be adjusted from 2 kcs to above the 12-kcs operating limit of
fhe shift register. The square wave at the cathode 6f,one side
of the multivibrator tube is differentiated, with the resulting
positive spikes being used to trigger a onefghot multivibrator.
A diode in the grid circuit of the one-shot multivibrator .pre-
vents preliminary gquenching of this circuit by'the,negative
input spikes. Actually, this precaution is not essential for
the present application since the period of the one-shot multi-
vibrator is much less than ..one half the shortestfpériod of the
free-running multivibrator.

The one-shot ‘multivibrator controls thé shift pulse width
and is set for 7.5 microseconds. The diodes in the grid cir-
cuit of the cathode follower, that forms the next state, accu-
rately control the pulse height. The grid of V3A swings during
the shift pulse (this latter value may be adjusted from
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approximately 0 to -40 volts by the amplitude control). The
180 uuf capacitor was added for more stable core switching.
This capacitor increased the rise time by a factor of about 3

and reduced overshoot by a factor of almost 10. The trailing
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+225V
T2 0D-3
1 80
THFO
6.8K

Fig. 3-3 Shift Pulse Generatdr

edge was modified to a lesser extent. The resultant pulse shape
may be seen in Fig. 3-2. Before this step had been taken, there
was considerable oscillation at the leading and trailing edges
of the shift pulse. ‘

The output. of the cathode follower controls a pentode
current source which drives the shift pulse windings. It will
be noted that with this arrangement a grounded corq'winding may
not. be used. The 10-ohm resistor in the plate circuit is used

for measuring purposes.
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C. SAMPLING CIRCUIT

As was mentioned in Chapter II, write-in must not occur
during the shift pulse. Fof this reason, it was decided to use
‘the trailing edge of the shift pulse to initiate a gate control
pulse for the write pulse generator. The output from V3A of
the shift pulse source is differentiated, and the positive
-spike from the leading edge is clipped in the V3B grid circuit
(Fig. 3-4). The negative spike from the trailing edge is

+225V.

IMEG, ~ 10K

22K 180K 22K

. $#S00K 2.5K
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vé !
\

39K
f %o

Fig. 3-4 Sampling Circuit

amplified and inverted. It is then used to trigger a one-shot
multivibrator (V8) which controls the screen grid of the write
pulse generator. The write pulse generator is not a standard
pulse circuit. It was found that, if the control grid was
raised to ground potential and the screen grid raised to 60 to
70 volts, then a current pulse of 4 to 4.5 milliamperes would

be obtained. If this circuit were to be designed again, a
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coincidence gate of the type used for the multiplier circuits
described in Section D of this chapter would be used. The
present circuit works satisfactorily, however.

The quantizing circuit is used as one control for the
write pulse generator, the previqQusly described one-shot multi-
vibrator being the aqther centrol. The quantizer takes all
positive input voltages of any amplitude and makes them of
sufficient amplitude to raise the control grid of the write
pulse generator from -19 volts (below cut-off) to grodnd poten-
tial. Negative input voltages have no effect since they work
to keep the write pulse generator cut off. Consideration was
given to the use of a Schmitt trigger circuit (15, 22) to
accomplish gquantization. The Schmitt trigger tends to switch
at different values, depending upon the direction from which
the oross-over value is approached. This hysteresis affect
makes very careful design necessary to reduce it to an accepta-
ble amount; therefore, a simpler method was evolved. The high
gain saturating amplifier (V8), shown in Fig..j—u, will raise
the pentode control grid (V?) to 0 Vvolts, with inputs as small
as 0.1 volt positive at frequencies as low'as.u 6ycles per
second. The voltage at the pentode grid does not go above
0 volts because of clipping by grid current through a 1 meg-ohm
resistor. Adjustment of circuit parameters can be made to
cause the circuit to be more sensitive if desiﬁéd. The quan-
tizing circuitbis d.c. coupled to the:write.puise generator

control grid.

D. OUTPUT CIRCUITS

The previous circuits take analog information; convert it
to digital form (one bit or two levels); pass it into the mag-
netic core shift register; and contrel the advance of informa-
tion through the register. Now this information must be taken
out of the register and used to form the correlation function.
Figure 3-5 shows one of the ten output channels which form

points on the correlogram. The pulse available at terminal 1
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of each core is pictured in Fig. 3-2. Thq output from each core
is RC coupled to a 12AX7 twin-triode amplifier. The first stage
of this amplifier is biased 4 volts below the -3.5 volt cut-off
voltage. This is necessary to furnish absolute discrimination

against ZERO's when they are present in the core. A ZERO

~|$ou +225V, ~100V
IMEG.
n™ CORE LAST CORg ‘OLXFD
| —
\ / IMEG.
TERMINAL #) 220K
(SEE FI1G.3-2)
TO R(0)
CHANNEL
]
TO OTHER +—%
-100V, +225V. +140V. +120v CHANNELS ¢—9
o . 3

—-100V.  MULTIPLIER

Fig. 3-5 Output Circuit (One Channel)

actually results in an output voltage of 2 or 3 volts at
terminal 1 of each core (see Fig. 3-6c). This voltage will not
bring the first stage of the amplifier out of cut-off. A ONE
results in an output of 15 volts which not only brings the tube
into conduction but will go beyond, to a point where grid
current is drawn., The large resistor in the grid circuit
results in sharp clipping and keeps loading of the core at a
minimum when the grid'reaches zero volts. After another stage

of amplification, the triangular core output pulse has been



123

Pulse into averaging circuit

square size: 20 volts
1 microsecond

(0)

Train of pulses into averaging
circuit (channel 3)

square size: 20 volts
1 millisecond

(b)

Train of output pulses at core * 0

square size: 5 volts
1 millisecond

: Input pulses to grid #3 of

T TETTERTIIY multiplier

JJ}UUJ.UJJJUUU square size: 20 volts

200 microseconds

(d)

Input pulses to grid f1 of
multiplier

square size: 5 volts
200 microseconds

Fig. 3-6 Waveforms for Sinusoidal Input
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shaped into a fairly rectangular pulse (Fig. 3-6e).* This
Pulse is d.c. coupled to the control (first) grid of a 6AS6
pentode coincidence gate.

The last core is connected to another two stage high gain
amplifier in addition to the one described in the preéious para-~
graph. The first stage of this amplifier is biased U4.5 volts
below the cut-off value which for this tube (6SL7) is approxi-
mately -4 volts. The result is a slightly narrower pulse at
the output of this amplifier than was obtained from the 12AX?
amplifier since it was obtained closer to the top of the tri-
angular input pulse (Fig. 3-6d). The rectangular pulses are
approximately(35 microseconds wide for the first described
amplifier and 45 microseconds for the latter amplifier. The
6SL7 amplifier is cou%led to the third (suppressor) grid of the
6AS6 coincidence gate in each of the ten channels.

Pulses at the two controlling grids of the 6AS6 coinci-
dence gates raise both of these grids from a large negative
voltage up to zero volts. When this occurs at both grids simul-
taneously, an output pulse occurs at the plate of the coinci-
dence gate. This is equivalent to a 1 x 1 = 1 multiplication.
Under any other circumstances (1 x 0 or 0 x 0), no output will
occur., The width of the output pulse is copfrolledgby the
width of the narrower of the two pulses. This is the pulse
from the 6SL7 amplifier whose output is common to all channels.
The result is uniformity in the width of pulses from all ten
multipliers (coincidence gates). The negative output pulses
from the multipliers have an amplitude of approximately 55
volts, (See Figs. 3-6a and 3-6b.) It will be nofed that care-
ful selection. of tubes and operating points insures that no
output occurs for zeros. Compare Figs. 3-6b and 3-6c¢c.

The output pulses from each multiplier are fed to an
averaging circuit in the same channel. The circuit is the

counting rate meter discussed in Chapter II. A derivation for

* In Figs. 3-6d and 3-6e the time scale is reversed, increas-
ing time going to the left.
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the response of this circuit to a train of input pulses is
given in Appendix II. Parameters (R2 and Cl) for this oircuit
were chosen so that, at sampling frequencies up to 10 kc, out-
put voltage would be less than one tenth the magnitude of the
input voltage pulses. This is necessary for linearity of
integration. The time constant of the averaging filter may be
altered by varying the effective size of Coe It was noted
previously that the quantizer acted asba high pass filter with
‘a break point at approximately 12,5 radians per second. This
has the effeet of eliminating very slow signal variations such
as might occur in a non-stationary random input signal, but it
also makes necessary the meésurement of the average value by
other means such as a dwc; voltmeter. An averaging filter time
constant of 1 second would show a noise-to-signal ratio of

approximately 0.3 for continuous averaging. Samples are being

- used here indicating the need for a longer averaging time. For
an input with a ze;o mean, a sampling réfe.of 8 kcs would cause
approximately 4,000 samples to be accumu;ated every second at
T = 0, Lesser numbers would be accumulated for other values of
T, In the last anaiysis it becomes a matﬁér of trying out
different averaging times and looking at the results to deter-
mine what is satlsfactory. _

A measurement of the back resistance of the IN93 germanium
diodes was made and indicated that shunting effect on the
averaging circuit is negligible (with a back voltage of 100

volts, the diodes pass only about 30 microamperes) .

E. DISPLAY CIRCUIT

A few possible arrangements for disblaying the correlogram
were discussed in Chapter II. More detailed information on a
diode matrix display is given in Appendix III. For the present
thesis work, only two output channels were constructed. These
channels were connected to various magnetic cores with a probe,

and the output was read with a vacuum tube voltmeter.



The construction of ‘tén duplicate dhaﬂnels and an
associated switching and display circuit was not vitai th this
investigation., Schemes for doing this have been devised. If
simplicity was the most important factor, each core ocould be
connected through a hand-operated sélector switch ta a singlq
output channel. The value for each channel could be obtained
from a meter reading in about ten seconds. It would be neces-
sary to maintain oontact long enough for the average to be
formed. Two dozen points could be recorded in about ‘four’
minutes. If it is desired to make the display automatic, and
faster, the equipment becomes comparatively complicated. 'A
separate channel must be constructed for each point on the
correlogram so that;allxaferaéeébare 6ontinuously ready for
display. As mentioned in"Chapter II, there isvnow‘a choioce
between a mechanical and electrohic commutator for SWitchrng,
‘with the décisign resting héavily on economic considerations.

Reserving one channel for horizontal sweestynoﬁvoainafion.
a 63-point correlogram usingka diodg,matrix wbuld.nquirq from
176 to 384 diodes, depending on fhélmatrix ddnfigurabion‘used
(23). 1In addiﬁion, a total of at least 76 vagﬁgﬁ:tubas,qr
transistors would be required. ‘Thus; it”mighf be well'td ocon~-
sider using a motor-driven selector switch. Reference (17)
vdescribes a- 22-point rotary selector switéh'drifen by a step-
ping magnet. This switch may readily be modified for use with
L4 channels. High-speed mechanical commutators. have beén
developed to sample 60 to 100 circuits at speeds up %0 2,000
rpm; and (24) describes a mercury Jjet switch which will sample
120 circuits, 60 times a second. ) o |

Special-purpose commutating tubes, such as the cyclophon
and radial beam tube,'are not considered pradﬁdcal for this
correlator and are mentioned here only in the interest of indi-

cating their existence.



CHAPT'ER IV

TESTS AND CONCLUSIONS

This chapter discusses some of the tests made with the
correlator to determine its performance. Certain aspects of
the circuits described in the previous chapter afe mentioned
in relation to their effect on the results. Comparisons are
made between expected results and the actual correlograms
obtained for inputs such as sinusoids, triangular waves, square
waves, white noise, and noise shaped by filters. A

The chapter ends with a few comments on the direction that
circuit development for a one-bit correlator might take, and

some general concluslons.

A. CORRELOGRAMS OF PERIODIC FUNCTIONS

The first corfelbgrams taken were for a sinusoidal input
from an H.P. Model 202B audlo oscillator. Readings were made
with an RCA voltohmyst junior. Various input frequencies and
sampling rates were tried. The circuit parameters for the out-
put filter were varied and the effects noted. It is believed
that Figs. 4-1 and 4-2 can be used to summarize the important
characteristics of the correlogram for this type of input. The
output filter was made up of a 100,000 ohm resistor in parallel
with 4.35 microfarads of ocapacitance. Increasing the size of
the resistor ralses the amplitude of the output, thus reducing
the linearity of integration. To increase the time constant,
the value of capacitance must be'increased. Tﬁis is disoussed
at more length in Chapter II. The correlograms for a sinusold
can be seen to have certain properties which are listed below:

(1) The frequency of the input is accurately
indicated. ' :

(2) The correlogram has a triangular form.

(3) The amplitude increases with increased sampling
rate,
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(4) The output filter voltage slowly fluctuates
about an average value.

(5) The minimums are flattened.
A brief discussion of the properties is made in the para-
graphs that follow. |
There is nothing startling about the fact that the
correlator reports the frequency of the input signal accurately.

Of course, the use of two level quantization on the input means
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Fig. 4-1 Correlograms of Sinusoidal Inputs

that triangular waves, sinusoids, and square waves all look
like square waves after quantizafion. Hence,‘alluof the waves
will show the triangular autocorrelation function of a square
wave. This was verified by using a Hewlett Packard function
generator to furnish all of theée inputs. Of course, these
inputs could be distinguished by the cortdlatbr if the cross-
over point of the quantizer were varied or if a d-c level were
added to the input. In this case the squaré‘wave should not
be affected{ but the correlation functions of triangular and
sinusoidal waveforms will be flattened at the top if a positive

level is added, and at the bottom if a negative level is addéd.
' - The amplitude of the output is dependent upon'propertigs
of the counting rate meter, as discussed in Chapter II and
summarized by equation 2-8.

There are several things whHich might cause the ouﬁpﬁt

amplitude to fluctuate. Drift in the clock frequency would
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cause any given channel to be computing for fluctuating values
of 7, Drift in amplitude or zero value of the input would also
cause the output to fluctuate since the crossover point in the

quantizer would be affected. The two stages of the quantizer
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Fig. 4-2 Correlogram Fluctuations

have gains of approximately 43 and 57, or a‘total gain of
almost 2,500, Thus, by nature it is extremely sénsitive to
input noise, changes in signal strength, and drift in supply
voltage; Another source of output fluctuation is drift in
the coincidence gates used for write-in. This may be caused
by shifts in the clock frequency (thus varying the number of
samples taken when the input is positive). Any drift in the
amplitude of pulses from the output multiplier gate will also
cause the éorrelation function to fluctuate. Thus, it seems
that refinement of the circuitry would be the first step in
reducing the fluctuations. It might be noted that it is fairly
easy to average, by eye, the output variations indicated on a

voltmeter. This was done for the correlograms presented herein.
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The cause of flattening of the minimums is more difficult
to explain., The fact that the quantizer shifts at a voltage
slightly higher than zero volts means that, for a sinusoidal
‘input with zero mean, the shift register receives a few more
ONE's than ZERO'!'s. The output of the quantizer is a train of
pulses which do not quite form a square wave. The correiation
function of such a wave is flattened slightly at the bottom.
This effect should be less noticeable when the input éctually
is a square wave, This was checked, but flattening at the bot-
tom of the correlogram was not reduced. Therefore, abother
‘explanation is needed.

A more likely cause of flattening of a correlogram having
a triangular shape is inherent in the use of two-level quanti-
zation. The input is two-valued. Van Vieck (25) and BUségang
(26) discuss the effect on a correlation function of extreme
clipping of an input signal so that it is two-valued. They
show that the actual correlogram is proportional to thé arc
sine of the theoretical correlation function.* This relation-
ship will translate a straight slope into a cufve that is steep
at maximums and somewhat flattened at minimums. This effect is

quite apparent in Fig. 4-1.

B. CORRELOGRAMS OF RANDOM FUNCTIONS

White noise from a Scott noise generatbr, Type 810-A,twas
used to determine the response of the ¢orrelator to random %unc-
tions. The test equipment‘arfaﬁgemeﬁt is shown in the block
diagram of Fig. 4-3a. The noise generator furnished noise in
a range 20 ops to 20 kcs. The McIntosh 20 W-2 amplifier has a
response within 10.2 ab over the same range. . The filter cir-
cuit and its measured transfer function are shown in Fig. 4-3b
and 4-3c, respectively. The filter characteristic was measured
with input and output impedance connectivhns, the same as those

present in the test circuit.

* See Appendix V.
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Correlograms were made with a white noise input and with

a band limited noise input.

1. White Noise

The circuit for this test is shown in Fig. 4-3a where the
filter bypass switch is closed. The results are summarized by
the curves on the lower half of Fig. U4-4., Variation in the

gain satting of the McIntosh amplifier results in a change of
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Fig. 4-3 Test Equipment Arrangement and Filter Character-
istics

the mean square value of the input but in no change in the form
of the correlation function. This is as expected. The auto-

correlation function of true white noise of infinite bandwidth
is an impulse. The correlogram shows the noise here to be vir-

tually uncorrelated for T shifts greater than 150 microseconds.

2, Band-limited Noise

According to Wiener's theorem, the autocorrelation

function of a random signal is the Fourier cosine transform of



132

its power density spectrum. Therefore, by shaping the power
density spectrum with filters of known characteristics, the

theoretical autocorrelation function may be computed. Thus,
a 4
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Fig. 4-4 Amplifier Gain Effects on Correlograms of Noise
Inputs T '

if white noise were band limited by an ideal rectangular filter,

the resulting correlation function would have the form*

w. sin w. T W, sin w. T
R (1) = Kk (-5 N—— L) 4-1
11 w2 T w1 T

where w,
2

constant. Since the above filter is not realizable, a more

is the higher of the two frequency limits and K is a

practical formula is the following one which is developed in
(27). ,
Yo |7]
—

= q -
Rll('r) e cos wy T L-2

* See Appendix IV.
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where W, is the resonant frequency of a high Q circuit. Both
formulas describe curves which are similar in general shape.
Reference to the filter characteristic of Fig. 4-3c show
that the filter used for these tests had a Q of approximately
8. Thus, according to equation 4-2, Rll(T) is a decaying
cosine wave which should

decrease to half value in

5mssbwu~c a little over 1,100 micro-
seconds.
\ LA Rt Figure W4-5 shows the

\w,f s \?_;{ ° correlograms obtained using

the circuit arrangement of

A 7 KCS sl,‘,,,_mc Fig. 4-3a for various corre-

\ lator sampling rates. Increas-

P aaat

ing the sampling rate increases

' kro the gain and the detail, while

/‘1’
~
Q]
</
L
-~

Ry {T)-voLTS
N

shortenihg the total range of

| L
\ 9 KCS SAMPLING T that is obtained. There

. Y e . appear to be frequency compo-
\ #‘\&A/ nents of 1 kcs and 2 kes super-

‘imposed in the correlogram.

0 400 °°g SEC‘Z°° 1600 The frequency -expected accord-
_“ .

to equation 4-2 is approxi-
Fig. 4-5 Effects of Sampling
Rate on Correlograms of Band

Limited Noise value occurs for v = 0, as

mately 1,600 cps. The maximum

anticipated, but the curves do
not decay as predicted. It is felt that a longer shift regis-
ter, furnishing a greater range of 7, is needed to make a more

detailed comparison of experimental and theoretical results.,

C. COMMENTS ON POSSIBLE CIRCUIT IMPROVEMENTS

Previous comments showed .the possibility of correlogram
errors due to the quantizer. The coincidence gate used for
write-in may only do a partial job if the input changes polar-
ity during the time of the sampling pulse., A more stable clock

would be desirable to make free from drift the vaiﬁes of T
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which each magnetic core repreéents. The output multiplier
seems to be satisfactory although pulses of higher amplitude
would be desirable, These comments do not get fo the real
center of the problem, however. A one-bit multichannel corre-
lator shows promise of furhlshing useful correlograms with a
minimum of equipment and time. The most important step seems
to be the minimization of equipment bulk by use of transistors.

It is believed that all of the circuits could be readily
transistorized with the possible exception of the shift pulse
generator which must furnish large currents. This problem
might be lessened by proper selection of the magnetic cores
which make up the shift register.

The magnetic core shift register operates very well as a
delay line, It does not have the attenuation present in arti-
‘ficial lines, and it is almost as accurate in time as the clock
that regulates it (small time variations in the output from

individual cores are possible).

D. CONCLUSIONS

The principal conclusion is that a two-iqvél-correlator
is a useful device. It is the ultimate in simplicity and fur-
nishes recognizable correlograms in a minimum of time. With
the circuits used in this investigation; oniy;lo vacuum tubes,
exclusive of power supply requirements, are needed to furnish
one channel. Two additional tubes are required for each addi-
tional channel. A true real time correlator wbuld‘require a
channel for each value of T and would also reQﬁire a switching
circuit. These requirements necessarily add to the bulk and
oost of the equipment, but it would still be simpie compared
to correlators presently in existence. \

If one were dealing with signals which were stationary
over a period of a few minutes, a simple one-channel correlator
with a hand-operated switch to move from coreito core in the
shift register could be used to quickly obtain a dozen or more
points on a correlogram (see Chapter III). One then has a

portable correlator that can be wheeled around as easily as an
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ofgcilloscope or wave analyzer. Such a correlator could be
useful in obtaining immediate results from bioelectric signals,
muslc, spéech; or it might be used as an inexpensive olassroom
or laboratory demonstrator in the stutly of statistical
functions., |

As experience with a two-level correlator is gained, it
should be possible to obtain more information with this corre-
lator,K than might at first appear possible. For example, it was
. polnted out earlier that by varying the crossover point of thé
quantizer, square waves, sinusoids, and triangular waves may bé
. distinguished. This would not be possible with two-level quah-
tization without this simple artifice.

It is felt that the results indicated in this thesis
~ warrant construction of two-level (one-bit) correlators. The
magnetic core shift register is an excellent delay and tempo-

rary storage device for such correlators.



APPENDIX I

DERIVATION OF INPUT-OUTPUT RELATIONSHIPS
FOR TWO BASIC INTEGRATORS

Notation follows that in Fig. 2-U4,

A. MILLER INTEGRATOR

EO
Bo = KBy 3 g = Ay = oy os R
L. Cd(Ei—Eo)
C at
E N
= : -.ng- - = - 2 N K
E;, -E, = - % E, “E, ( K )

Combining the abové relations gives the following

expression:
elr+xx) 3% _ 5 B
K dt R EXK
'd'E°+ lh.‘-h‘i~E = ..._.T!@_u_y
at RC(1 + K) "o RC(1 + K
E, = - KE [l e-—t:/RC(l + x)]
B. BOOTSTRAP INTEGRATOR
d E E + KE - E '
\...I_-ﬂn— J o‘ —3 . . = - - o " o = i
C -q% i ! i R R
K =1
then
d E
—no _ E, = B
at RC and E, RC ©

137



. 138

If a series expansion were made of the expression for the
Miller Integrator where -K —= oo, the result would approach the

expression for the Bootstrap'Integrator.



APPENDIX II

A DERIVATION FOR THE IMPULSE RESPONSE
OF THE COUNTING RATE METER

Notvation follows that of Fig. 2-5.
Each pulse charges C, to a value E,

therefore the following equivalent
circuit applies provided R > V. The

C\E
;ﬁ: width of the input pulses is assumed
\JJ 1' T OY to be negligible in this derivation.
CzT. Ry For a singl? input pulse
. O 1/62
‘ V(s) = Iz = ClE 5+ 1/RC,
Fig. A-1 Low-Pass Filter ClE
' The input train of pulses is ———————="
1 - 75T

where T is the sampling period.

Then,

C.E
vi(s) c, (1 S 1/7) where T = R,C,.

The residue in the pole at -1/t is

€, 1\
C2 1 - e’l‘\/'r

Removing the vmole at —l/T from the previoug expression, we have

.-.‘ g -ST
1 1 - e ©
. "‘“———7‘ 1 - —”"—‘—7'
C1L 1 . 1 _l - eT T - ' 1 - eT T 1
Col1 -o"9T 5+41 g + 1 s + 1 1 -0 5%
T T T

The first term in the resulting expression represents a pulse,
and the second term represents repetition of this pulse. The

form of the first term may b« rearranged as follows:
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-1 -e /T + e-sT
_ T/ _
OZ 1 el _ T]-F]; [T/ e-—t/’ru(“_e—(t-T)/Tu(t_,r)]
s + ry e -1 :

This pulse has the following form (see Fig. A-2a) after rein-
serting the amplitude factor ClE/CZ. The total response V(t)
is then a string of the above pulses added to the response for
the pole which was"pfeviously removed. The final result has
the following form (see Fig. A-2b) |

'

C|ER,
-1

oT

.Fig. A2 Counting Rate Meter Output Voltage Waveform

The foregoing discussion shows the ﬁannef in ﬁhich pulses
occurring periodically would charge the 6utput.capacitor Cz.
If the input pulses occurred randomly with an average rate n,
then Campbell's theorem may be used to show the fluctuation of
V(t) about its final value V = nC,ER,. (15)

o) _
(av)2 = (v(e) - v)2 = n S' vZ(t)at - v2

- .00

whefe V is the average value of V(t). The response to a single

pulse at t = 0

-t /R_C
E e 22 for ¢

v
o

V(t) =

aQl a
[

2
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Substitutihg in the previous expression, the result is

12 n c12E2R2 2
(AV) = ————— *
2 C
2
The relative error is then

/2 R2 C2 n

* This corrects an error in Reference (15) at.this step.



APPENDIX IIXI
A DIODE MATRIX SWITCHING CIRCUIT
A block diagram of this circuit, simplified for seven:

values of T and a channel for oscilloscope synchronization,

is shown in Fig. A-3. A complete description of a similar

HORIZONTAL
OSCILLOSCOPE

\ SWEEP

e
—~

A

A
N I

:
A A A
o

S VAVAY -
s 3 VERTICAL
—AAA - SCOPE
! \K 4 AXIS

X X

TO OUTPUT OF
"FILTER #4

4 F = SYNCHRONIZING FREQUENCY

FLIP-FLOPS SHADED SIDE OF FLIP-FLOP IS AT LOW VOLTAGE

Fig. A-3 Block Diagram of Diode Matrix Switching System

switching system may be found in (12) and (13). ' Details
concerning the operation of a diode matri;’ﬁaylbe'found in (23).
The coincidence gates are biased to cut-off until the diode
matrix places a zero or slightly positive.voltage on the sup-
Pressor grid. This is done sequentially by action of a chain
of flip~flop multivibrators on the matrix. The amount of con-
duction from each coincidenée gate is then controlled by the
voltage which one of the output filters maintains on the con-
trod grid. Thus, the output to the oscilloscope:takes on
voltages, in time sequence, which are determined by the various
output filter voltages. Figure A-3 shows some of the detail

for channel U4,
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One of the outputs from the matrix is used to syrnchronlze
the horizontal sweep of the oscilloscope. The entire switching
circulit may be synchronized by the clock in the shift pulse
source although this is not essential,



APPENDIX IV

CALCULATION OF AUTOCORRELATION FUNCTION
OF BAND LIMITED NOISE

If an ideal band pass filter
were realizable, the power
spectrum of white noise might
be shaped as shown below.

Now, according to Wiener's

(w)
¢" theorem
A
o
! w
| w2 (o] wy wo Rll('r) = S ® ll(w) cos wT dw.
: - ®
rFig. A-4 Power Spectrum of
White Noise Passed Through an
Ideal Band-Pass Filter Tn this case then
vy |
R11(¢) = 2A Sw cos WT de
Y1
v
= 24 in wr 2
=~ sin
Y1
sinw, T sin w, T
_ 2" 1
= 2A ("2 w, T VY Tw 7 )

;“11.",.’

Actually of course such a filter is not realizable. However,

it can be shown (2) that.
2 ! ]
@00 = || @00

This takes into account the filter frequency characteristic
H(w). For white noise ¢'ii(w) is a constant. Equation 4-2

is derived from this last relationship.
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APPENDIX V

CORRELATIONS OF TWO LEVEL NOISE SIGNALS (25)

Given two signals X and Y having Gaussian amplitude
distributions, the joint probability that X lies between
X and X + dX and that Y lies between Y and Y + dY 1is

1 e-(x2 + Y2 - 21XY) / 2(1-r?) ax dy

where r = XY. The correlation function is then found by using
this expression in formula 1-2 of the first chapter.
+
If X and Y are two valued ( - 1), the correlatiop function

00 (o] .
Smg o 2dX dy + Sp S e ®ax ay

is given by

R(T)
‘2nm Jl-r o o - =0 -

© o , o oo .

-S Se_adx ay -S S e %ax ay|
o - ‘ ~® o -

where" 2 2
a = (X™ + Y™—2 rXY)
2(1-—r2)
If polar coordinates X = p cos  and Y = p sin ¢ are

introduced, the above expression can be written as

n/z e o]
l&f dopg L
v 2
o o 2m /1-r
J , _ 2 -1
l-r sin 29 1 S sin r

-P2 (1-r sin 20)
2 (l-rz)

1}

R(71) p dp - 1

which says that the correlation function of the two-valued
signal is 2/n times ‘tHe arc sine of the continuous (unclipped)

‘ correlation function,
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