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Agenda IBM (€ server iSeries

Review save restore and clustering highlights through V4R5

V5R1 Journaling

V5R1 Backup Recovery and Media Services for iSeries, 5722-BR1
New Hardware Options

V5R1 Clustering

V5R1 Independent Auxiliary Storage Pool and Switched Disks
Avallability Software

Additional Availability Solutions

Summary

—
=
 —
- —
—
—

=% @server. For the next generation of e-business.

8 2001 IBM Corporation



Save/Restore Performance V4R5

IEXE @server. For the next gﬂneratlﬂn of e-business.

8 2001 IBM Corporatio



Save/Restor e Perfor mance V4R5 IBM (@ server iSeries

Recent releases introduced
= Parallel save (Same library/object saved across multiple tape drives):

Parallel Save/Restore
= Upto 2.2 TB/Hr
= Controlled by User or BRMS

Concurrent Save/Restore
= Upto 2.6 TB/Hr
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Notes: Save/Restor e Performance V4R5

IBM (€ server iSeries

This foil is a quick review of key performance increments in saving and restoring major objects on the AS/400 and
ISeries systems.

Concurrent of different objects and, in V4R4, parallel save/restore support offered performance increments over
previous release capabilities.

The parallel save/restore support delivered fastest throughput, but required use of a Media Definition Object
(*MEDDEFN) that defined the tape drives to be used concurrently and portions of the save object would be contained
on each tape. This typically required Backup and Recovery Media Services (BRMS) to manage this object and
associated save or restore functions.

Even with the parallel support maximum throughput was limited by the AS/400 V4R4 SPD bus architecture

With the introduction of the High Speed Link (HSL) bus architecture on the V4R5 iSeries models, the parallel save
achieved significant performance improvement with test showing up to 2.2 TB/Hr. The Concurrent save improved to
up to 2.6 TB/Hr.

The V5R1 Performance presentation has performance test results updates for new V5R1 tape device Fibre Channel
attachments using 3590 E11/E1A models and 3584 LTO models.
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V4R5 Clustering Overview BM @ sarver iSeries

Cluster Resources

= Single resource view for multiple nodes

= |P address takeover

= Data Resiliency and Application
Resiliency resource groups

Integrated Cluster Resource Services
Cluster Control

= Manage cluster resource groups

= |[ntegrated services for heartbeating, reliable message delivery, switchover
administration and distributed activities

Cluster Management
= 2 to 128 nodes support
= Easy to configure/manage
= High availability solutions from Business Partners
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Notes. V4R5 Clustering Overview

IBM (€ server iSeries

In VAR4 the AS/400 is enhanced with Continuous Availability Clustering. The definition of a cluster is "a group of
independent systems working together as a single system."

AS/400 or iSeries clustering lets you efficiently group your systems together to set up an environment that provides
availability that approaches 100% for your critical applications and your critical data. Clustering also provides
simplified systems management and increased scalability to seamlessly add new components as a customers
business grows.

Cluster resources include multiple nodes, heartbeat services, configurations, IP address takeover and so on. Under
Cluster Management, our continuous availability and data resilience software and solutions come from IBM's
AS/400, iSeries High Availability Business Partners (HABP).

There are four aspects to continuous availability, four components to providing data resiliency and application
resiliency. The foundation is Cluster Resource Services, which exists within OS/400. On top of that is cluster
management provided by business partners which code to an open set of APIs. These products will control the
operations within the cluster, providing and GUI interface to the customer.

Data resiliency is keeping track of copies of the data. The HABPs provide this function, based on remote journaling
functions for database and IFS stream file objects. Non-database objects which are not journaled require a variety
of techniques and business partners provide these solutions.

Application resiliency involves having the application written to "restart" when a "fail over" or "switch over" occurs.
Application developers can write highly available applications according to a defined architected interface provided
by OS/400.
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V4R5 Clustering Ter minology BM (@ server iSeries

AS/400 systems that makes up the
cluster: Nodes

Special subset of Nodes: Recovery
Domain

Application
Server

Application
Server

Resilient Objects and Resilient
Applications: Cluster Resources

-,

Fail over and Switch
over: Cluster Policies

Data Server Data Server

0OS/400 system object:
Cluster Resource Group

II il
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Notes. V4R5 Clustering Ter minology

IBM (€ server iSeries

A cluster node is any AS/400 system, iSeries that is a member of a cluster. You can use any name that you want.
However, it might be simplest if the node name is the same name used for either the host name or the system
name. This cluster node name is then mapped to an 8-character cluster node identifier (CNI) that is associated with
one or more Internet Protocol (IP) addresses that represent an AS/400, iSeries system. Cluster communications that
run over IP connections provide the communications path between cluster services on each node in the cluster. A
cluster node can also be referred to as a point of access. The set of cluster nodes that are configured as part of the
cluster are referred to as the cluster membership list. A cluster node or point of access can have different roles.

Cluster Resources are sets of resilient data and resilient applications. Resilient data is data that is identified as a
resource to the cluster and access to that data can be managed through the cluster resource services. The
technique for maintaining that resiliency is, to a great extent, transparent to the application implementing and
demanding access to that data. That data could be copied or "held in a safe place, "independent of the application's
knowledge." Resilient data can be used by ClusterProven applications as a means to allow them to have the
application's "data store" available to the cluster nodes where the application itself is "resilient".

In the "switched IASP" case, resilient data does not use copies or replication to provide access to itself from cluster
nodes but rather provides "resiliency” to cluster nodes by using a clustered managed object (device CRG) that
allows nodes in the cluster switched access to the data.
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Notes. V4RS5 Clustering Ter minolgy-2

IBM (€ server iSeries

A resilient application is an application that can be restarted on a different cluster node without requiring you to
reconfigure the requesters or clients. A resilient application needs the ability to recognize the temporary loss of the
Internet Protocol (IP) connection between the requesters or client and the server. The requester or client application
must be aware that the IP connection will be temporarily unavailable and must retry access rather than ending or
initiating a fail over. Similarly, if you are performing a switch over, server applications need to be aware that the IP
connection is no longer available. Eventually, an error condition is returned to the server application. Once this error
condition is received, it is best if the server application recognizes the condition and ends normally. IP address
takeover is a high availability function that is used to protect requesters or clients from application server outages.
The concept is to use IP address aliasing to define a floating IP address that is associated with multiple application
servers or hosts. When one application server in a cluster fails, another cluster node assumes the responsibilities of
the application server without requiring you to reconfigure the requesters or clients.

A cluster resource group is an OS/400 system object that is a set or grouping of cluster resources. The group
describes a recovery domain (see next page) and supplies the name of the cluster resource group exit program that
manages cluster-related events for that group. One such event would be moving an access point from one node to
another node.
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Notes. V4R5 Clustering Ter minolgy-3

IBM (€ server iSeries

Cluster resource group objects are either defined as data resilient (type-1) or application resilient (type-2). Data
resiliency enables multiple copies of data that is maintained on more than one node in a cluster. Application
resiliency enables an application (program) to be restarted on either the same node or a different node in the
cluster. Every cluster resource group has a cluster resource group exit program associated with it.

A primary node is the cluster node that is the point of access and principle copy of a resource. If this node fails, all
cluster resource group objects having this node as the primary access point will fail over to a backup node.

A backup node is the cluster node that will take over the role of primary access if the present primary node fails.
This cluster node contains a copy of a cluster resource. In the case of a data cluster resource group, copies of the
data are kept current with replication.

A replicate node is a cluster node that has copies of cluster resources, but is unable to assume the role of primary
or backup. Use the Change Cluster Resource Group API to change a replicate node to a backup node.

A recovery domain is a subset of nodes in the cluster that are grouped together in a cluster resource group for a
common purpose such as performing a recovery action. A domain represents those nodes of the cluster from which
cluster resource can be accessed. This subset of cluster nodes that is assigned to a particular cluster resource
group either supports the primary point of access, secondary (backup) point of access, or replicate. Each node in
the recovery domain has a role with respect to the current operational environment of the cluster. This is called its
current role in the recovery domain. As the cluster goes through operational changes such as nodes ending, nodes
starting, and nodes failing, the node's current role is changed accordingly. Each node in the recovery domain also
has a role with respect to the preferred or ideal cluster environment. This is called its preferred role in the recovery
domain. The preferred role is a static definition that is initially set when the cluster resource group is created. As the
cluster environment changes, this role is not changed. However, you can change this role through one of the
available API's (see cluster API reference).
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Notes: V4R5 Clustering Ter minolgy-4

IBM (€ server iSeries

Cluster Policies; Fail over and Switch over. A fail over means that the system automatically switches over to one or
more backup systems in the event of a system failure. A switch over happens if you manually switch access from
one system to another. You would usually do this if you wanted to perform system maintenance such as applying
program temporary fixes (PTFs), installing a new release, or upgrading your system.

Switch over and fail over order is the relationship (or order) that you have defined among the primary node and
backup nodes in a recovery domain. In a recovery domain, there can be multiple backup nodes. You specify one
node as first backup, another as second backup, and so on. If a primary node fails, the access point for the resilient
resources switches to the first backup node.

Join means to become a new member of some entity such as a cluster. Rejoin means to become an active member
of a cluster after having been a nonparticipating member. For example, when clustering is restarted on a node after
the node has been inactive, the cluster node rejoins the cluster.
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Integrated Cluster Services IBM @ server iseries

Message Function
Heartbeat Function

OS/400 cluster service jobs

i
u'lllll

| L
IE'wJI

= @server. For the next generation of e-business.

8 2001 IBM Corporation



Notes. Integrated Cluster Services

IBM (€ server iSeries

Cluster resource services consists of a set of multithreaded jobs. When clustering is active on an AS/400, the jobs
run in the QSYSWRK subsystem. The jobs run using the QDFTJOBD job description. Should any cluster resource
services job fail, no job log will be produced. In order to provide a job log, change the LOG parameter of the job
description to a level that produces job logs.

= Cluster control consists of one job that is named QCSTCTL.
= Cluster resource group manager consists of one job that is named QCSTCRGM.

= Cluster resource groups consist of one job per cluster resource group object. The job name is the same as the
cluster resource group name.

Using the message function and heartbeat function to monitor the status of your cluster:

The reliable message function of cluster resource services keeps track of each node in a cluster and ensures that
all nodes have consistent information about the state of cluster resources. Reliable messaging uses retry and
time-out values that are unique to clustering. These values are preset and cannot be changed. These values are
used to determine how many times a message will be sent to a node before a failure or partition situation is
signaled. For a local area network (LAN), the amount of time it will take to go through the number of retries before a
failure or partition condition is signaled is approximately 45 seconds. For a remote network, more time is allowed to
determine whether a failure or partition condition exits. You can figure approximately four minutes and 15 seconds
for a remote network.

Heartbeat monitoring ensures that each node is active. When the heartbeat for a node fails, the condition is
reported so the cluster can automatically fail over resilient resources to a backup node. A heartbeat message is sent
every 3 seconds from every node in the cluster to its upstream neighbor. In a network, the nodes expect
acknowledgment to their heartbeat from the upstream node as well as incoming heartbeats from the downstream
node, thus creating a heartbeat ring. By using routers and relay nodes, the nodes on different networks can monitor
each other and signal any node failures.
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V5R1 T0p| CS IBM (€ server iSeries

HSL enhancements
Clustering and IASPs
Journaling

BRMS
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V5R1 Avallability, Clustering, Switchable
Independent Auxiliary Storage Pools
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Notes. VSR1

IBM (€ server iSeries

iISeries Clusters have been significantly enhanced with switch disk tower clustering support, enabled with
Independent ASP and enhanced HSL Loop capabilities. Additional HSL OptiConnect support is now available with
high speed system interconnect using the HSL Loop technology. For replication clusters there is now Journaling of
IFS Objects, Data Areas and Data Queues. Finally, within Operations Navigator and Management Central there is a
simple Cluster Management Utility that allows for simple two node switch disk clusters to be created without the
need for the full support available with the cluster middleware products from DataMirror, Lakeview Technology and
Vision Solutions.

Domino for iSeries, release 5.0.7 is a ClusterProven for iSeries application, using the switch disk cluster
implementation.
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High Speed Link OptiConnect IBM (@ server iseries

Server to Server connectivity over HSL
1 GBytes per second connectivity

All iISeries Models with V5R1 hardware are enabled with new
adapters

Year 2000 iSeries Models 830 and 840 require new orderable features

If implementing switchable IASP:
HSL OptiConnect hardware required*
OS/400 option 41 (HA Switchable Resources, extra cost) required
0OS/400 option 23 (OptiConnect intersystem communications) not required

If implementing OptiConnect intersystem communications:

Can use: HSL OptiConnect hardware, 1 Gbits/second Ethernet, SPD Optical via
Migration Tower

0OS/400 option 23 (OptiConnect intersystem communications) required
OS/400 option 41 (HA Switchable Resources) not required

*Not required for IOPs in LPAR partitions
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Notes. High Speed Link OptiConnect

IBM (€ server iSeries

HSL Loop technology was introduced in V4R5 as the means for attaching I/O towers to the base system unit.

You can use this HSL fabric for high-speed server to server interconnect running more than ten times faster than
existing SPD OptiConnect which HSL OptiConnect replaces. This new support does not need the new V5R1 HSL
adapter hardware. The result is greatly expanded capability for high-availability options and distributed application
scenarios. In the world of e-business, continuous availability and distributed workload are minimum requirements.

HSL OptiConnect Loop capability requires the new (updated) HSL hardware, available in the new iSeries models
announced April 2001. This enables both HSL OptiConnect connectivity and switched (disk) I/O tower functions.

The V4RS5 iSeries models 830 and 840 (available before April 2001) can order the same level HSL
OptiConnect/switchable IASP adapter. The VAR5 iSeries 270s and 820s cannot have this newer technology adapter
installed on their system. A customer with such a 270 or 820 must order or upgrade to a new April 2001 270 or 820
if they wish to use this new adapter.

See the Hardware overview presentation for details of the HSL features available in combination with V5R1 for the
Models 830 and 840 announced in 2000.

Besides the "new adapter” technology required, you must also have OptiConnect for OS/400 option 23 installed in
order to support HSL OptiConnect high speed connectivity (for example fast DDM and remote journaling). This
support is separate and independent of switched disk support.

Switched disk support via IASPs does require the new HSL adapter and OS/400 HA Switchable Resources, option
41.

The following chart shows an example of a simple HSL OptiConnect Loop.
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Simple HSL OptiConnect IBM @ server iseries

HSL N
OptiConnect § New
Loop Model*
OptiConnect for OS/400 feature 23 required on each
cluster node to support HSL OptiConnect connectivity
Standard
HSL Cables

*830 and 840 Models available before April
2001 need to order a new HSL adapter.

OptiConnect for OS/400 feature required
on each cluster node.
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Notes. Smple HSL OptiConnect

IBM (€ server iSeries

This foil shows a simple HLS loop using the new OptiConnect adapters.

All 270, 820, and 840 models announced April 2001 come with HSL adapters enabled for OptiConnect. The 830
and 840 models that were available before April 2001 can have one of the new OptiConnect capable adapters
installed by ordering:

m #2754 Bus Expansion with 8 HSL ports: Enables clustering over HSL on iSeries 830 and SB2 (all processors
except processor feature #2400)

m #2777 Bus Expansion with 8 HSL ports: Enables clustering over HSL on iSeries 830 processor # 2400
m #2755 Bus Expansion with 16 HSL ports: Enables clustering over HSL on iSeries 840 and SB3

The pre April 2001 270 and 820 models use the same boards to drive the processor(s) and HSL. Therefore they do
not have the capacity to drive the new OptiConnect capable adapters.
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Complex Switch Disk Cluster Example

IBM (& server iSeries
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Notes. Complex Switch Disk Cluster Example

IBM (€ server iSeries

This configuration shows a network of HSL loops that could be used for full High Availability Business Partner
clustering support of duplicating data and, or new Independent ASP switching. Exactly which functions would be
used depends on the customer requirements and hardware cost considerations.,

When using the new OptiConnect HSL and simple clustering (switched disk) support, there are some hardware
placement resource considerations that must be understood when planning to use the new support.

The next two foils graphically depict HSL OptiConnect connectivity rules and placement rules. See the Hardware
presentation for more details.
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Switched Disk and HSL OptiConnect Rules gy @server iseries

V5R1 Switch Disk and HSL OptiConnect

I/O Tower

Maximum of
e 2 cluster nodes (systems) per loop
4 external towers (including IXS towers)
3 external towers per Loop segment
All switchable towers on one loop segment are in the same device CRG and switch together
All switchable towers on one loop segment are in the same SPCN power domain

0S/400 HA Switchable Resources, optional feature 41 required
on each cluster node to support switchable I/O tower capability

HSL OptiConnect Loop connectivity rules

—
I R
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Notes. Switch Disk, HSL OptiConnect Rules

IBM (€ server iSeries

You can have a switch disk cluster without using the system-to-system high speed communications provided by
HSL OptiConnect. In this case you do not need feature 23. In a multi-system environment, you still need the HSL
OptiConnect 23 to send and receive communications data..

You can have HSL OptiConnect connectivity between two systems without having a switchable tower. In this case
you do not need feature 41, but you do need feature 23.

Nomenclature review:
m HSL Loop: The technology for connecting I/0O Towers to the system
m HSL OptiConnect Loop: The same HSL Loop technology but in this case two systems are on the
same loop. We distinguish between the two loops in the following manner:
= Model 840: 8 HSL Loops, 4 of these loops can be HSL OptiConnect Loops
—Model 830: 4 HSL Loops, 2 of these loops can be HSL OptiConnect Loops
—Model 820: 1 HSL Loop. This loop can also be an HSL OptiConnect Loop
—Model 270: 1 HSL Loop. This loop can also be an HSL OptiConnect Loop
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HSL OptiConnect Loop placement rules IBM @ server iseries

° Private
Tower
Tower

Adjacency rule
switched tower must be physically adjacent to the alternate system or
tower owned by the alternate system

HSL Segment Rule

switch tower must reside on the HSL segment connecting home and
adjacent systems for that tower

Il
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V5R1 Clustering Enhancements
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Cluster Solution for 1Series BM (@ server iSeries

Cluster management and

Switchover-failover
automation

«
\

Data Replication

>
\ IP Takeover

Cluster
Management

= Data & Application Resiliency
e Addresses Disaster Recovery
* Addresses Planned, Unplanned outages  g/400 IBM Cluster
* Addresses Resource Management Functions Middleware
e All resources concurrently usable Business Partners

e Save Window Elimination m‘

= Continuous Availability Solution
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Notes: Cluster Solutionsfor 1Series

IBM (€ server iSeries

This foil summarizes the full range of capabilities available through clustering support, before we go over some
V5R1 enhancements and then into simple clustering or "switched disks ." support:.

e Tools to create and manage clusters, the ability to detect a failure within a cluster, and switch over and fail over
mechanisms to move work between cluster nodes for planned or unplanned outages

e A common method for setting up object replication for nodes within a cluster. This includes the data and program
objects necessary to run applications that are cluster enabled

e Mechanisms to automatically switch applications and users from a primary to a backup node within a cluster for
planned or unplanned outages.

This clustering framework is built around a set of system APIs, system services, and exit programs. This clustering
architecture requires teamwork between IBM and business partners to provide the total solution. Data replication
services and the cluster management interface is provided by IBM's HABPs. iSeries software solution providers
deliver ClusterProven applications that utilize OS/400 cluster support, or you can implement OS/400 cluster support
within your own applications.

A well managed iSeries cluster can provide the highest levels of availability of any individual server in the industry.
Small outages, tolerated just a few years ago, can now mean significant losses of revenue and future opportunities
for your business today. Clusters are the best solution for continuous availability requirements on an iSeries,
providing rapid recovery for the widest range of outages possible, with minimal cost.

Combined with the benefits of continuous availability, the second server can be treated as a production server by
performing tasks such as save operations, database queries, batch reporting, and act as a web server for inquiries
only thereby freeing up some of the resources from the production server.

0OS/400 Clustering support includes the connectivity (“cluster fabric") of SPD OptiConnect software and hardware,
communications lines (including ATM or 1 Gbps Ethernet) and now, with V5R1 the new OptiConnect over HSL
support. OptiConnect is the most elaborate cluster fabric, supporting special application services and exceptional
performance.

i
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V5R1 OS/400 Clustering Enhancements BM (@ server iSeries

Switchable Independent Auxiliary Storage Pools*
Resilient Cluster Device
Device Domain

IBM Cluster Management Utility within Management Central central
server

Tuning cluster performance

Distribute Information

Cluster versioning

Improved handling and recovery for cluster partitions

Example commands and exit program

*Note: The V5R1 Independent ASP - switched disks support includes IFS objects

but not library-based objects such as OS/400 Database and Journal objects. This
means objects within a system or user ASP many be journaled, but objects within

an IASP cannot be journaled in V5R1. Journaling IASP data is planned for r next
release.
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Notes. V5R1 OS/400 Clustering Enhancements

IBM (€ server iSeries

Switchable Independent Auxiliary Storage Pools (additional foils follow)

= Resilient Cluster Device: a hardware resource (IASP in V5R1) represented by a contiguous object that can be
switched between system in the event of a system outage (failed or planned)

= Device Domain: a subset of cluster nodes across which a set of resilient devices can be "shared". A Device
Domain prevents conflicts that could cause resilient device switching to fail. The Resilient Cluster Device IASP
can be active only on one system at a time.

IBM Cluster Management Utility within Management Central: You can use the IBM Simple Cluster Management
utility to create and manage a two-node, switched disk cluster. IBM provides a Simple Cluster Management interface
that is available through Operations Navigator and accessible through Option 41 of OS/400. The utility allows you to
create and manage a cluster that uses switchable IASPs to ensure data availability. Simple Cluster Management
features a wizard which steps you through the creation of a simple, two-node cluster. Additional cluster management
can be accomplished using this interface including tasks such as:

= Adding a node to an existing one-node cluster

= Adding a switchable hardware group to a cluster

= Adding a switchable software product to a cluster

= Changing the cluster description

= Changing the exit program name

= Changing the takeover IP address for a switchable software product
= Deleting a cluster

= Starting clustering

= Stopping clustering

= Switching cluster resources from the primary node to the backup node
= Viewing messages about cluster activity

Note: When using the IBM Simple Cluster Management utility, you should avoid using the commands in
QUSRTOOL.
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Notes: V5R1 OS/400 Clustering Enhancements-2 @server iseries

Tuning cluster performance: APIs are available for basic tuning, such as allowing you to set the tuning parameters
to a predefined set of values identified for high, low, and normal time-out and messaging interval values.

Distribute Information: The Distribute Information (QcstDistributelnformation) API provides you a mechanism to
send

information from one node in the CRG's recovery domain to other nodes in the recovery domain. This can be a
useful mechanism to communicate application activity or to send small amounts of information related to the
application to affected nodes.

Cluster versioning: A cluster version represents the level of function available on the cluster. Versioning is a

technique that allows the cluster to contain systems at multiple release levels and fully interoperate by determining
the communications protocol level to be used.

Improved handling and recovery for cluster partitions: In addition to better detection of some failover conditions,
cluster resource services provides an easier way to change partition nodes to failed.

Example commands and exit program: A set of example commands are provided in QUSRTOOL that can be used
to create and manage a cluster in some environments. See the member TCSTINFO in the file
QUSRTOOL/QATTINFO for more information on these example commands. An example application CRG exit
program is also included in the QUSRTOOL library. The sample source code can be used as the basis for writing an
exit program. See the TCSTAPPEXT member in the QATTSYSC file for an example written in ILE C.

See Clusters in V5R1 Information Center for more information:
= http://www.ibm.com/eserver/iseries/infocenter

— o —
. T
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Reslient Cluster Device IBM (@ server iSeries

Resilient Cluster Device is: a hardware resource represented by a configuration object
that can be switched between systems in the event of a system outage.

Possible examples:

= |ASPs (CRTDEVASP)

= Removable media (not V5R1)

= Communications devices (not V5R1)

Requires several new cluster constructs:
= Device domain
= Resilient device CRG

Enforced relationship between CRG and switchable entities
= Enabled by OS/400 optional feature 41 HA Switchable Resources
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Notes. Resllient Cluster Device

IBM (€ server iSeries

A Resilient Cluster Device represents the hardware-based object that can be switched between systems in the
event of a planned or unplanned fail over. There is a plan for object types to be included as a resilient cluster device
that includes removable media and communications hardware, but for V5R1 the only supported object is an
Independent Auxiliary Storage Pool (IASP).

The new for V5R1 switchable IASP (switched disks) support requires the new cluster constructs. These are
discussed on following foils:

= Device Domain
= Resilient Device CRG (Cluster Resource Group)

There is an enforced relationship between the Resilient Device CRG and the switchable entities that is enabled
through OS/400 Option 41 - HA Switchable Resources, which is an additional cost, licensed option.
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Device Domain IBM (€ server iSeries

Device domain:

Subset of cluster nodes across which a set of resilient devices can
possibly be "shared"

Prevents conflicts and that would cause resilient device switching to
falil

Cluster resources negotiated across a device domain include:
IASP number assignments
DASD Unit number assignments
Virtual addresses

New cluster interfaces:
Add / remove device domain entry
List device domain information
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Notes: Device Domain

IBM (€ server iSeries

The device domain is a subset of cluster nodes across which a set of resilient devices can be possible "shared."
The sharing is not concurrent from each node. During configuration on the "primary node" the secondary node is
made aware of the individual hardware within the CRG and is "ready to receive the CRG" should it be switched.

The following cluster resources are negotiated across a device domain:

= JASP number assignments: The IASP numbers are 33-99 and automatically assigned to the named (by the user)
resource. The system manages the assigned IASP numbers, which may not always be in numerical order, based
upon creation date.

= DASD unit number assignments: So as to not conflict with "permanently attached disk units to each node" the
IASP disk unit numbers start with 4001.

= Virtual address assignments: The cluster configuration determines the virtual address space required on the
primary node and communicates that to the secondary node.

New cluster interfaces to support Device Domains include:
= Add or remove Device Domain entry

= | ist Device Domain information

Note that this presentation will focus on the Operations Navigator interface to this new support.
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Reslient Device CRG IBM (@ server iseries

Fixed CRG |
Information ™
\ Optional
CRG Recovery CRG Exit
domain program

Resilient device _
list One or more IASPs Iin a

Resilient Device CRG

New type of CRG in V5R1 -- Resilient device
Like Resilient Data and Resilient Application, but ...

CRG switchover / failover order is device, data, then application

New cluster interfaces:
Manage device CRG
Add / remove resilient device list entry
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Notes: Resilient Device CRG

IBM (€ server iSeries

In V5R1 the Resilient Device CRG is comprised of one or more IASPs.
A Resilient Device CRG can be manual switched (switchover) automatically switched (failover) to a secondary node.
New Cluster interfaces are required to support this new type of CRG:

= Manage Device CRG

= Add or Remove resilient device list entry

A CRG exit program can be optionally written. In the simple clustering support highlighted in V5R1 the exit program
Is not required. This support is available for High Availability Business Partners solutions.

There can be one or more IASPs in a device list for a specific Device CRG. Some of the possible combinations
are shown in the following foils.
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/O Tower, |ASP, Device CRG Examples IBM (@ server iSeries

1/0 Bus RD CRG

Interface

1 tOWGF, 1 IASP, Multifunction IOP

1 R D C RG SCSI I0A Tape Device IASP33
[Bisk Unit [isk Unit |[oisk Unit |[oiskc unit | | ) Device list =

§ Disk Unit ||Disk Unit || Disk Unit || Disk Unit IASP33

YDisk Unit ||Disk Unit ||Disk Unit ||Disk Unit

o
.................................................

Communications IOP

Comm IOA Comm IOA

RD CRG
I/0O Bus
. Interface
1 tower, multiple R .
AS PS 1 R D C R G iDisk onit | [Disk ot |-{oiek umit | [k un
y : ! ) )
Disk Unit | [Disk Unit |-{Disk nit | |Disk Unit Device list =
Disk Unit | [oisk Unit |l oisk uni D'kU't§ IASP38
IS ni IS ni E IS ni IS ni ; IASP39
i
IASP39
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Notes; |/O Tower, |ASP, Device CRG Examples

IBM (€ server iSeries

In this foil we show two examples of the new IASP with Resilient Device (RD) Cluster Resource Group.

In the simplest case (top) you see a single set of disk units configured into a single IASP (IASP33) and assigned to
that RD CRG on the upper right. The disk units are in a single tower, which is required for switching between
separate systems. If switching between partitions on a single system, you need the disk units on a separated 10P.

The device list entry is the IASP name.

In a slightly more complex example (bottom) you see two IASPs assigned to 1 RD CRG. The device list has two
entries (IASPs).

There are other more complex configurations supported, such as:
= Multiple towers, 1 IASP, 1 RD CRG
= Multiple towers, Multiple IASPs, 1 RD CRG

Complex examples and scenarios are beyond the scope of this presentation. However, some Operations Navigator
Cluster and IASP (disk pool) screen captures are shown. A simple switch over example sequence is also shown.

Note: When an I/O tower is switched to another node in the cluster, all its resources, such as an internal tape or
CD-ROM are also switched to the second system. After a few minutes these "other non-disk" devices are
recognized by the "switched to" system and become ready for use on that system.
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Switchable |ASPs, Device CRG, Device DomalNey @ server iseries

Device
CRG

Device

) IASP 2 \gp 4 IASP 3
Domain ez d

\S_vv/iiable Tower or IOP (LPAR only)
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Notes:. Switchable | ASPs, Device CRG, Domain

IBM (€ server iSeries

This foils depicts a moderately complex clustering setup for switchable IASPs.

You see a Device Domain represented by the oval line and Resilient Device CRGs with the solid lines between the
nodes and the IASPs - I/O tower or IOP if the nodes are actually partitions within the same system.
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Resglient Device Rules IBM (@ server iSeries

Device list can contain 1 or more IASP device entries
A device can belong to at most 1 device CRG
Configurations that hinder switching are not allowed

Changes are prevented when correctness of the change cannot be
verified (for example, there is an inactive node or cluster partition)

Device CRG must contain at least 1 device entry before it can be
started

The IOP (LPAR configuration) or I/O Tower must be accessible to all
nodes in the recovery domain

Configuration object can be varied on (activated) independently of
the CRG, but it onIy on the primary system
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Notes: Reslient Device Rules

IBM (€ server iSeries

This foil lists rules and requirements for configuring and switching resilient devices.

The statement "the IOP or I/O tower must be accessible to all nodes in the recovery domain" means there are
specific HSL loop position locations that are required. See the Hardware presentation for more information on this.
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Simple Clustering Example - Steps

IBM (& server iSeries

0. Complete environment plan
1. Create the cluster

AsO1c

% AsO1

2. Ildentify which nodes are
to be in the device domain

/
3. IASP device descriptions
created on appropriate nodes
|OP or I/O

4. Create the device CRG ¢ Tower
5. Configure disk units into IASPs O

(done w/ DASD mgmt utility) @Sp:g@
6. Populate the IASP with /J

- - UDFS1
user defined file system \_ )
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Notes. Smple Clustering Example- Steps

IBM (€ server iSeries

To set up a cluster environment that includes resilient devices, care must be taken so that
conflicts are avoided across the cluster. The following set of steps help you achieve a successful
configuration for collections of switchable resources.

m Complete the environment plan. Plan for both the hardware and software configurations. For example,
determine what I/O towers will be switching between what systems. Also, identify any systems that might
potentially be added to the recovery domain for a device CRG. If you do this now, you can avoid conflicting
resource assignments that might prevent you from doing this later. Determine what resources will be included in
the switchable tower -- remember, when a switchover or failover occurs, the entire switchable tower is moved to
the backup system. Also determine other physical requirements, such as floor space and power domains.

= Create the cluster. If it does not already exist, create the cluster. Add all of the nodes to the cluster. To take
advantage of resilient device capabilities, all nodes must be at potential cluster version 2 and the current cluster
version must be set to 2. Start all nodes in the cluster or at least those that will be in device domains.

= |[dentify which nodes are to be in device domains. Add nodes to their respective device domains, including
those nodes that might eventually participate in the switching action for a device CRG. When this is done, the
resources associated with the device domain (such as disk unit numbers and virtual address ranges) are
assigned across all nodes in the device domain to avoid resource conflicts.

= Create the IASP device description. On every node that is to be in the recovery domain for an IASP, create a
device description using the same parameter values. Under Operation Navigator this is implicitly done for you
when configuring on the primary node.

= Create the device CRG.
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Notes. Smple Clustering Example- steps-2

IBM (€ server iSeries

» |dentify which nodes will initially be in the recovery domain. In the CRG device list, specify which IASPs will
be switchable under the CRG and if the system is to vary them on when a switchover or failover occurs. Identify
an exit program for the CRG if one is desired.

= Configure the disk units into the IASP. The DASD management utility (used by Operations Navigator) provides
a useful tool to do this. When this step is done, it is best to have every node in the CRG's recovery domain active.
That allows the nodes to communicate and determine if all disk units can be accessed by all nodes and thus
avoid trouble later.
This is required when using the Operations Navigator interface.

= Make Available (vary on) the IASP. When you create the IASP device the system automatically generates a
User Defined File System (UDFS) named the same as the device (IASP) name. You must place files meaningful
to your application environment into this default UDFS. While the IASP is "varied off/unavailable" any files in the
UDFS cannot be accessed. In fact, through the Operations Navigator-Integrated File System neither the
root/dev/JIMC ASP name nor the specific UDFS name JIMC can be seen.

When that IASP is "made available/varied on" the default file system is automatically mounted in the root directory
of the system's IFS. The root/dev/JIMC ASP and UDFS JIMC can now be seen through Operations
Navigator-IFS view.

The UDFS is accessible only when the IASP device is varied on and then only when the device CRG ("Switch" in
the examples that follow) is active and "primary" within the cluster. When the device DCR is varied off or switched
to a secondary node, the UDFS is "unmounted" and the objects within that file system are no longer accessible
under IFS on original node.

= Populate the IASP with data.. Create or move the appropriate user-defined file systems into the IASP.
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Simple Clustering Example - Steps... IBM @ server iseries

7. To initiate a switch over, quiesce the
affected application(s) on nodel

? AsO1
Device Domain

9. Switch the device Cluster Resource Group a .Mai ™

8. Make the IASP unavailable

10. Make the newly received IASP available on node2 IOP or 1/O
¢ Tower

11. Activate the application on node 2 )
@8%3

v

\ UDFS1 J
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Notes. Simple Clustering Example - Steps... BM @ server iSeries

Quiesce the affected application(s). You need to shut down the application(s) using the objects within the IASP
User Defined File System. V5R1 Operations Navigator does Opearg nod oOu sRemember that after the Device
Cluster Resource Group that contains this IASP is switched to a secondary system, you must "Make Available" that
IASP after that switching function has completed. You will be able to see the disk devices and associated IASP on
the secondary system once the switch has completed. But you will not be able to see the UDFS until it is mounted

with "Make Available/Vary On."
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| ndependent ASP Control Flow IBM @ server iseries

Switch disk support integrated into cluster architecture

Cluster

collection of iSeries servers

Device Domain

Collection of cluster nodes that share resources (switchable DASD towers)
Manages assignment of common IASP id, disk unit & virtual addresses across domain

Device CRG

Cluster Control object for a set of I-ASPs (switchable towers)

Device Description
Logical control name for varying on/off an I-ASP

I-ASP > -
Independent Disk Pool (I-ASP) defines a w w
physical set of switchable drives

prereq: cluster

prereq: cluster, device description and Optional Feature 41 license

prereq: cluster and Optional Feature 41 license

prereq: TCP/IP connectivity to all nodes, V5R1 HSL port hardware, 1/0 Tower or DASD on LPAR shared bus

r—
e w w
—

—
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Sample Operations Navigator Interface to
Simple Clustering - Switched Disks

I]I

-
-
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New Cluster

IBM (& server iSeries

¥ AS /400 Dperations Navigator

File Edit “iew Options Help

%ﬁh|.© |f>"':|$.G 5 minutes old

| Central System: As20 I M anagement Central [Az80): Clusters
El@ M anagement Central (4:380) || Cluster - New Cluster - Welcome
@ T azk Achivity

10 Sohwe T

- Drefinitions

B4 Maritors = Add existing cluster by specifving one of the
;! Endpaint Syster

i System Groups EEEr: I

Extreme Suppar

Welcame to the Meww Cluster wizard.

This wizard takes you through the steps to create and start a simple cluster.
A simple cluster consists of one or two cluster nodes. A cluster node is
any server that is a member of a cluster. When you are creating a simple
cluster, the semner you are creating the cluster on must be one ofthe nodes.

Description: |

=- B
B

M Eunnecmns & Startthe Mew Cluster wizard
B s

- Basic Oper: O I Car

R £ work Mana
El ﬁ!' Configuration and Service

o Syztem Yalues
g% Hardware

All Hardware
Cornmunications

------ S_I,Istem Adaplers

| &k Resnrmas T
4| | »

Before you can successfully create and start your cluster, you need to
ensure your systems and your switchable software are set up carrectly.
Click Details for more information.

You can cancel at any time by clicking Cancel.

4 Dack | mp et | o Firic | XCancel

? Help

|}
I ||ﬂ|

i
u" til
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New Cluster name, and softwar e requir ementSgy @ server iseries

H - Mew Cluster - Specify Cluster Mame _ O] x|

Each cluster must have a unigque name.

What do you want to name this cluster of servers?

The name can ba up1o 10 characters.
< p S| B
Cluster name: leCClUSm il | Bl QI ] -

® ASIM00 Clustering overvie, &) Details

“dHowdal..
------ # Add an existing cluster . ) .
...... # 2dd a node to an existi In order to run the New Cluster wizard, the following prerequisites
------ # Add a new disk poal to must be satisfied:
s
| swichable so 2 ASH400 systems (VER1MO)

------ # Authorize new users to ar

------ # Change the cluster de: 1 ASf400 system configured with Logical Partitions (48R 1 M0
------ # Change the exit progra
------ # Change the exit progra Software
------ # Change the number of

------ # Change the primary nc Licensed Product Description
------ # Change the takeover IF Program Option
R | # Create a simple cluste )
4 Back mp hex VianEn ® Delete a cluster 5722TC1 *BASE TCPIIP Connectivity Utilities for
------ # Start clustering ASi400
------ # Stop clustering a722%E1 *BASE Client Accessi400 Express for
------ # Switch cluster resour Windows
------ # View messages ahout— ar?iss51 M 05/400 - HA Switchable
4 Tell me ghout... Resources {license reguired)
------ # clusters
------ # cluster node —~ Seethe?? in the AS/400 Online Likrary .ﬁ[inﬂ:rmatinn on
il' ”'mi nnnl _’I—I installing system software. &l
Mntea: Ifwnn are nlannind tnnee Switrhahle Snfheeare Pradnrts

— .
e w w
—_—
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New Cluster-Node Definition

H | Mew Cluster - Specify Hode

IBM (& server iSeries

=10] x|

You can specify up to twao IP addresses for each node in a cluster. To

ensure continuous availability, the node will automatically switch to the
second IP address ifthe first is unavailable.

Whatis the primary node in the cluster?

+ - Mew Cluster - Specify Backup Node

Primary node

Do you want to specify a backup nade in the cluster?
System:

Jas01 {* Yes

Frimary [P address:

= Mo
Signon to the Server | x|

[9.91.99.01

Systemn: IG!ABEH

Secaondary IP address:
User D IJCOOK | i
Passward: I

0] 4 | Cancell

—Backup node

Systermn:

I&SEHC Browse... |

Primary IP address:

Signon to the Server | |19.91.99.0gj Browse... |
System: IASEHC Secondary IP address:

4 Back | m Hext o Firich

Uzer|D: I | Browse. .. |
Fassward: I

Ik | Cancell

ﬁ Back | *Nem |/Finish | x Cancel
9.91.99.01

? Help

E
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Notes. New Cluster-Node Definition BM @ server iseries

In this example we are defining simple clustering with new nodes. We actually used a 3 system - AS80 as our
Management Central central server for the two endpoint systems - ASO1 and AS01C that are the cluster nodes.
ASO01 is the primary node where the IASP is configured and originally has the I/O devices attached.

You must specify at least one IP address for each node and optionally a secondary IP address for each node.
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New Cluster Created

IBM (& server iSeries

“ . Creating Cluster IS E3

The cluster is getting created.

: - Mew Cluster - Summary M= E

Cluster Jimcclus01 has heen created with the following settings. Click

Finish.
Cluster: Jimeelus01
Creating cluster
Modes:
As01
]

Swvitchable Hardware:

Switchable Software:

4 Back i ' i

& oo | m e | o/ Finish

ﬂl
]

-
i
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Configurean |ASP

IBM (& server iSeries

3 AS 7400 Dperations Mavigator

File Edit “iew Options Help

- ‘ dh E| 7 | @ o 103 minutes old

=10] %

I Ervvironment: My Connections | My Connections
= ﬁ Az ;I Mame | Signed On User | Ciezcription |
g Basic Operations B as W51 Primary
---@ Work Management B a:01c Sec Partition #2 YER1
Elﬁa' Configuration and Service B 2:06 Deb's Server
% System Yalues g X, DO AWS
= Hardware B s:25 Va5
Al Ha[dwa[g ﬂ Az2hb ® MNew Dizk Pool - Welcome
Communications g 37
----- System Adapters E 580
LAM Rezounces YWelcome to the Mew Disk Poal wizard.
@’ Workstation Resources
Processor Infarmation
......'Jh . . .
: Cryptography Resources This wizard takes you through the steps to add & new disk pool to
# Optical Units systern ASO1. It also allows you to start compression, start device
-~ Tape Unitz parity, and to include disk units in a parity set.
=~ @ Diigk. Unitz |
------ @ &l Digk, Uriits
" By Location Yhen you create a new disk pool, you must add at least one disk
" unitto the pool. This wizard includes the steps to add one ar more
@ o N.:,n.:.:,nf,g Explore disk units to the new disk pool.
[ Software Open -
- ¢y Fises Inventary Create Shortcut 0 [0 s (P |
----- ﬁ Collection Service:
o BB i Graphical Wigw .
1] e Type of disk pool; |Independant (Privat...;l
ew Dk Foal...

Createz a new dizk pool. |

Eramartioo

Disk pool ; |jim|:| ;l

[v¥ Protectthe data in this disk pool

0] 4 I Cancel | Help |‘?|

MFinish | XCanceI

|}
I ||ﬂ|

i
u" til
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Notes. Configurean |ASP

IBM (€ server iSeries

You can use OS/400 clustering commands to create cluster objects and the new Independent ASP objects and
associate them as required. This is tedious and subject to errors, so we recommend using the V5R1 Operations
Navigator interfaces as this support does "some steps and in the proper sequence " for you to minimize improper
configurations.

Before you create an IASP, you need to have created the device description and added it to the CRG, otherwise
0OS/400 may not be able to determine which disk units are eligible to be added to the specific IASP, and the user
may add invalid ones.

In this example we did part of the Cluster configuration defining the underlying resilient devices - Cluster Resource
Group and then went to create the IASP (here) and then back to Operations Navigator -> Clusters path to
complete the configuration.
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NEVV IASP = Addlng DlSkS IBM (& server iSeries

# Hew Dizk Pool - Add Disk Pairs to Dizk Pool 33 | # New Disk Fool - Add Disk Pairs to Disk Pool 33 M= B3

Selectthe disk units to add to disk pool 33 {imc). Disk pool 33 {imc) is protected.

Selectthe disk units to add to disk pool 33 {ime). Disk pool 33 (imc) is protected.

This is disk pool 1 of 1 disk pools that you selected to wark with.

To add disk units to disk pool 33 jime), select disk units of the =ame capacity in pairs and click
Add. The pairs of disk units will become mirror protected once you start mirraring on the disk
poaol. To remove, select disk units of the same capacity in pairs and click Remove.

This is disk pool 1 of 1 disk poals that you selected to work with.

Tao add disk units to disk pool 33 {jime), select disk units of the same capacity in pairs and
Add. The pairs of disk units will become mirrar protected once wou start mirroring on the di
poal. To remaove, select disk units of the same capacity in pairs and click Remaove.

Available disk units: Selected disk units: Available disk units: Selected disk units:

Disk Unit |Capa.;it,,r IT\_Irp Disk Lnit |Capacitg.f |Tﬁ;pe-ru1 Disk Lnit |Capacitg.f |Tﬁ;pe-ru1
B &2 Do 17.4 GH GBT18-0
I‘ 7 Ddooz  17.5GAE BT18-0
Remnvel

Disk Unit
& Ddood
® Dodonz

YWhenyou selectto balance a disk pool, the system rearranges the
data on all of the disk units within the disk pool {capacity balance). It
moves data so that each disk unit has an equal percentage of used
and unused space.

Details | ﬂ | ﬂ

Do you want to balance the disk pools after the disk units are added

* et Eirist x Cancel

& Yes halance disk pools

>

= Mo, do not balance disk poaols

ﬁEIau:k | *Nem | @*}Finish | XCanceI
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New | ASP - |ASP Configured with New DisKS gy @ saver iseries

1 Digk Management
5o |
O[3l i . . . =
“Howdo |, ||| Add Disk Unit -- Add to Disk Pool
# Add disk units to a disl
# Balance a disk pool ) ) ) ) ) ) )
# Clearthe datafrom a DIS[CIla‘_-,-“S a list of available disk units. If the M[:Lﬂl 15
® Create a new disk poo unprotected, you can select one ar more disk units from the list to
# Delete a disk pool add to the disk pool. If the disk pool is protected, you can add
# Disable automatic ove disk units that are running device parity protection. vou may also
# Disable rernote load s add two disk units of the same capacity 10 ki L I
# Enable automatic over You may then start mirrored protection for
# Enahble rernote load st the wizard has completed. The following shows how the configuration vou specified will ook after the disk units are
# Exclude a disk unit fror added. Ifthiz is not correct, click Back and make any necessary changes.
# Format a disk unit Each disk unit in the Available disk units - o _ _ _ _
# Include 3 disk unitin 2 assaciated with it. This rank indicates haw Ifthis is correct, click Finish to begin adding the disk units.
® Install a new disk Unt == | njt s to add to this particular disk pool. Tt
#* Make atower private the more aporooriate the match. Disk Pool  |Balance|Protection | Capacity Disk Unit |New |Compr... | Type-Madel-
pRrop
,., Make atDWEF SWItChah T UII:I.]' = (= OO OO ST -
# hala an indanandant & 1-00 are tha hast disks for tha dick nonl P arity 15.4 GB €2 Dd017 6718-072-2
&% Meszages P arity 15.4 GB &2 DA 8 BY18-072-2
Parity 15.4 GB &2 Ddn1a BY18-072-2
- - - - - - : - Farity 154 GB &7 D020 BY18-072-2
arning Message: Warning - system is not in a device domain group. (Error Code: 507 Parity 17558 O D03 BT16-070-2
Parity 17.5 GB &0 D022 G718-070-2
es Protected 351 GAH fes
Mirrored  17.5 GH &2 Dd001 Yes B718-080-3
Mirrored  17.5 GH &7 Ddi02 Yes 6718-080-3 -
|
Towiew more information about a message, selectthe message and click the g D etans """"""" :
Details buttan. To Continue with this action, click Continue. To cancel this action,
click Cancel
Continue | cancel | ﬁ Back ‘ |/ Finish ‘ x Cancel ‘
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Notes: New |ASP - |ASP Configured with New Disks

IBM (€ server iSeries

This foil shows part of the process of adding disks to a new IASP.
You may get an error window as shown in the lower left window.

You may, in your configuration of clustering get a message similar to the one shown here. This message is issued
when the system you are defining the ASP is not part of a cluster (device domain group). If you keep going there is
a possibility that if the user decides later to make the system part of a cluster the, the user may not be able to do
that without delete exist IASPs.
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Completing the new |ASP

IBM (& server iSeries

® New Dizk Pool Status

- Stanting Eevice Farity Erateciion...

B 1 et White:

B oo Cormpressian..,

# Confirm Start Mirroring on Disk Pools

H 2dding Disk Units.. - -
WiARMIMG: You are about to start mirroring on the following Disk
Fools. Forhelp an how to use mirroring, click Mirrar Planning.

Fercent Complete

I

Mirror Planning

Disk Pool | Current Free Space | Free Space After Mirroring | |
i Disk Po.. 0.0GB 0.0 GA
Start Mirroring Cancel Help |‘?|
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Making the Pool Available (Vary On) for use gu@sever iseries

3 AS 7400 Dperations Mavigator

File Edit “iew Options Help

7 NONTER e Ngw R

3 minutes old

I Environment: by Connections | Az01: TCRAP

----- 2=l Tape Units ;I Server Mame | Statuz | Deszcr ~

B @ Disk. Units g BOOTP/DHCP Relay Agen
...... g Al Disk Uniits HeEBOOTF @Y Confirm Hakmg Disk Pools Available - As01
% By Location HE00M
& Disk Pool
s U DisDkD;unH @DHEP these disk poals will he availahle.
P o RouteD

Eﬂ---@ Software
[y Fires Irvventary
----- ﬁ Collection Services

: : F'||||| h. ||”'|| N
------ @ Monconfigured Disk Un Esplore

Open
Create Shortcut

This will make the fallowing disk poals availakle. All the data an

To make these disk pools available, click Make Available.

0 3 |

e Graphical i
EEI--- Logical Partitions =EPIEST Vs
[—]G Metwork, Start Mirroring...
-] IP Policies —
-3, Rlemate Access Services £dd Disk Unit... Disk Pool | Capacity | % Used | Free Space | Disk Units |
E| ﬁ Servers Dielete (> Disk Pool 67 . 351 GB 0% 0.0 GHe 2
e ﬁ T ; Clear...
S Cliert Access F ® Messages x|
L] DMS
Internet Properties I -
BB findruns & droivisteatios = (= ary on completed for device JIMC.
a| | ] |2

bl akes the selected digk pool available for use.

Towiew more information about a message, selectthe message and click the

Details
Details button. To Continue, press QK

]2 |
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Notes. Makingthe Pool Availablefor use

IBM (€ server iSeries
Before the resources within a new IASP (Disk Pool) can be used by the system (node) the IASP must be varied on.
Operations Navigator uses the term "Make Available" for "vary on" and "Make Unavailable for "vary off."
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Mount User Defined File System

3 AS 7400 Dperations Mavigator

File Edit “iew Options Help

| fEBER X @Ee

3 minutes old

I Environment: My Connections I Az01: JIMC  Include: =
E Database ;I I ame | Sizel Type | Changed | Acceszed
=, File Systems QDEFALLT.UDFS OKE  LDFS File 3720/01 B:03 PM 320001 &
El Inteqrated File System
I_'—_l% Foot
Elm devw
..... 3 aasPo
EI harne Explore
-1 tmp Open
m Ble Create Shortout
[:I Lt Inciude. ..
g QIEM
-2 Qsk Mew Falder...
-1 QTCPTM  Delete..
m cabarm Rename...
- var
-1 signature Cut
-2 OFPNwS Copy
w0 ITSOIDET Ease
-2 tutarial Permissions
T JIME
[3...[% [A0penSps Send..
-89 ODLS Sharing 3
a Biptaeniiaials Joumaling... | |
r MFS Export 3 :
|'I -1 of 1 objects Proreatio v
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Notes. Mount User Defined File System

IBM (€ server iSeries

When you create the IASP device the system automatically generates a User Defined File System (UDFS) named
the same as the device (IASP) name. In the examples used here that name is JIMC.

You must place files meaningful to your application environment into this default UDFS. While the IASP is "varied
off/lunavailable" any files in the UDFS cannot be accessed. In fact, through the Operations Navigator-Integrated File
System neither the root/dev/JIMC ASP name nor the specific UDFS name JIMC can be seen

When that IASP is "made available/varied on" the default file system is automatically mounted in the root directory of
the system's IFS. The root/dev/JIMC ASP and UDFS JIMC can now be seen through Operations Navigator-IFS
view

The UDFS is accessible only when the IASP device is varied on and then only when the device CRG ("Switch" in the
examples that follow) is active and "primary" within the cluster. When the device DCR is varied off or switched to a
secondary node, the UDFS is "unmounted" and the objects within that file system are no longer accessible under
IFS on original node.

IFS file objects in the UDFS are accessible via the IFS file interfaces using a path name that includes the UDFS
name.

In the Domino ClusterProvenTM discussion later in this presentation, where the Domino Server's data directory is
placed in an IASP, an example path for the data directory could be:

= /[JIMC/DOMINO/domino-server-name
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Showing Contents of Mounted UDFS

IBM (& server iSeries

JASP Device and associated UDFS files

| Ervironment; My Connections

| Az01: JIMC  Include; *.*

1]

i“ Uzers and Groups
- Database
==, File Systems

EI% Foot

-] BAsPO
< O
m harne
m trnp
#-7 ete
-2 usr
e QIBM
&1 O5A
#-(20 QTCPTMM
m catam
-2 var
m zignature

;I M arne

Size | Type

| Changed | Accezzed | Created

JAYNT by Ed
testfie0d]  pelete,

Fename...

Permizsions
Send...

Cut
Copy

Journaling...

Properties

-] QFPNWSSTG
-2 ITSCIDET
-2 tutorial

-0 OMLARSOL 8
m porterl
-2 OMlab50
-2 JIMC

Fan i L w T T

— .
e w w
—_—

1]

1KB  Text Document
2B Text Document
1EE  Text Docurnent

3426/ 12:26 PM
4/3/01 12:55 PM
4/3/01 12:57 PM

4/3/01 12:56 PM 3421401 44
4/3/01 12:56 PM 4/3/M 128
4/3/01 12:57 P 44301 128
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Notes. Showing Contentsof Mounted UDFS

IBM (€ server iSeries

This foils shows the IASP device name JIMC and the associated default UDFS JIMC under ASO1 system's
Operations Navigator-Integrated File System directory structure - after "Make Available" completed successfully.

Remember that after the Device Cluster Resource Group that contains this IASP is switched to a secondary system,
you must "Make Available" that IASP after that switching function has completed. You will be able to see the disk
devices and associated IASP on the secondary system once the switch has completed. But you will not be able to
see the UDFS until it is mounted with "Make Available/Vary On."
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Creating Resllient Device CRG BM (@ server iSeries

B AS 7400 Dperations Navigator
File Edit “iew Options Help

ﬁ h | . @ ‘ T 21 minutes old

| Central Syztem; Azl | Jimzcluz01: Modes
B G M anagement Central [&:80) || Mode | Status | Address 1 | Address 2 |
CEEL Task Activity o A0l Started 9.91.99.0
-T2 Scheduled Tasks o sllc Started 9'91'99'0
-[E] Definitions @ New Group - e mE B

-- Manitars

;! Endpaint Syztems

H Syztem Groups
Eutreme Support
Systems with Partitions

VWelcome to the Mew Switchable Hardware Group wizard.

R T

| Clusters
E"I ._|||T||3|3||_,|3|:|'| This wizard takes you through the steps to create a nevw switchable
E .f .............. hardware group and add a disk pool to it for cluster Jimcclus01.
Switc h:||:l||-' H ardyuas
------ Switchable Safty  Explore
I'_—'Im by Eu:unnec:tu:uns Open

Elﬂ A1 Create Shortcut
| E-Ha Basic Operations

i % wiark Management Rzl

E| B Configuration and Se Properties

: System Walues
H R = Hardimara l
1| | »

Add a switchable hardware group to the selected cluster.

You can cancel at any time by clicking Cancel.

? Help

4m Dack | W Mext & Firich | x Cancel
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New RD Cluster Resour ce Group Name

IBM (& server iSeries

fﬂt Mew Group - Specify Primary Hame M= E3

You need to specify the name of the switchahle hardware group.

What do you want to name the switchahle hardware group?

— Switchahle hardware group &> New Group - Create New Disk Pool S =l=]
Marne: ISWitEh

A switchable disk pool is a group of one or more disk units that can
he switched from ane node in a cluster to another node. You create a
disk pool by adding one or mare disk units to it.

Description: |Ewitu:hah|e Hal

Mew Group Wizard Ed |

“op DISK POOL Jim< DEYICE DESCRIPTION ALREADY
" EXISTS O MODE ASOT . WWOULD YOL! LIKE TO LISE
THIS DISK POOL MAME?

_MNo_|

Disk poal name; Himc

4m Back - Mexd V Rl [fyou want to pratect the data in the disk pool, vou need to add
protected disk units to the disk poaol.  Protected disk units can have
device parity protection or mirrored protection.

[ Protectthe data in this disk pool

ﬁ Back | *NE}{T V”Finish | x Cancel

? Help
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Cluster Group Start

IBM (& server iSeries

B AS /400 Dperationz Navigator
File=  Edit

YWiew Option: Help
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..
ER.
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...... :Hj Modes
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----- % Switch
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Remove...
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View I ndependent ASP before switch

IBM (& server iSeries

3 A5 /7400 Operations Navigator

File Edit “iew Optionz Help
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Switch to secondary node example

IBM (& server iSeries

3 AS /400 Dperations Navigator
File Edit “iew Optionz

Help

Rz De®Z| X x

0 minutes old

| Central System: A=80

I Jimceluz01: Modes

=- G  anagement Central [4:80] || Node | Statuz | Addrezs 1 | Address 2 |
E. Task Activity f.-‘i'-.sl:l'l Started 9.91.99.01
-2 Scheduled Tasks o sl Charted 9.91.99.02
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;! Endpoint Systemns
i System Groups o
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: Swstems with Partitions
W@ Clusters
=- h Jlmcclus[ﬂ
" iodes
El @ Switchable Hardware
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I % Work Manage
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Notes. Switch to secondary node example

IBM (€ server iSeries

After the switch has completed, we used the 5250 command WRKDSKSTS to determine that the IASP disks have
been successfully switched. Remember to do "Make Available/Vary On" on ASO1C to actually access the data
within the 1ASP.
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Central Server, Cluster Node View IBM (@ server iSeries

= Cluster known and managed from Management Central
central server system

= System group created by clustering support
= CHGNETA ALWADDCLU(*ANY | RQSAUT)
= INETD servers started

| Ervironment; ky Connections | kp Connectionz

El@ Enagement Central [&=30] A | Mame | Signed On ser | Description
Tl Task Activity B 201 W51 Primary
-T2 Scheduled Tasks B as0c Sec Partition #2 VS
aerihitim B 4:05 Deb's Server
aritors Ag2d DOk S
;! Endpaint Spstemns g.ﬂ\zEE W45
E"‘f’ QS‘EL“D?WW B 4525 VSR Secandary
E| E Jimcelus0 ﬂ AsZb VRS DNS
P AsOlcsss.ibmslan.ibm.com B 4s27 Y1270 with 134
AsOlpppp.ibmslan.ibm.com B 280 Yol
- JIMCSG
S P —| [Jobs on each node (in QSYSWRK)
. ;tr;ﬂ;;gzapggtw e QCSTCTL (cluster control manager job)
o i Systems vt Portions e QCSTCRGM (cluster resource group manager job)
=% g Clusters .
=B g Jimcolus1 ® XXXXXXXX (cluster resource group job)
g Modes
47y Switchable Hardware
i ] # Switchable S aftware

[
K]
lh Hl
u" I]I
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Notes. Central Server, Cluster Node View

IBM (€ server iSeries

As you may have noted, configuring a cluster, resilient device CRG, and a switch are done under the central server.
When configuring the cluster under Operations Navigator a system group is created that is "tightly coupled" with the
cluster. In this example the cluster and system group have then same name - JimcclusO1.

The central server is used to activate the cluster objects, but the IASP (disk pool) is managed from the specific
system (for example, ASOlunder My Connections).

Although the central system can be one of the cluster nodes it is not a requirement. In the example, we used, AS80
Is the central server and the cluster nodes are AS01, and ASO1C. If the cluster is deleted, all cluster name-specific
branches" under the central server are removed.

Throughout the cluster configuration and switching functions, both nodes must be active and that requires the
Network Attribute to "Allow add to cluster” (ALWADDCLU) be set to either *ANY or *RQSAUT.

ALWASSCLU specifies whether this system will allow another system to add it as a node in a cluster. *RQSAUT
specifies that any other system can add this system as a node in a cluster only after the cluster add request has
been authenticated.

Also the TCP/IP INETD server on each node must be active.
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Notes. Central Server, Cluster Node View-2

IBM (€ server iSeries

On each node in a cluster (which may or may not include the Management Central central server

system) the following cluster-related jobs run by default in IBM-supplied subsystem QSYSWRK:

m QCSTCTL (cluster control manager job) processes cluster control messages between the nodes

m QCSTCRGM (cluster resource group manager job) processes cluster resource group messages
between the nodes

m XXXXXXXX (cluster resource group job) processes the specific cluster resource group. The job is

named the same as the cluster resource group name. In the example Operations Navigator
screens that follow later in this presentation the name we used is "Switch."
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Application Environments BM (@ server iSeries

Domino for AS/400
HTTP Server
Windows 2000 on Integrated xSeries Server

High Availability Business Partner solutions

i
u'lllll

| L
IE'wJI
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Making Domino for iSeries ClusterProven™ o @saver iseries

» Adds changes to Domino for iSeries (in release 5.0.7) that
allows Domino servers to be managed through iSeries
Cluster Management APIs as a ClusterProven'™ application

» A ClusterProven application can be restarted on multiple
nodes (systems) in an iSeries cluster using Cluster
Management APIs or automatically by Cluster Management
due to system failover

> ClusterProven application resources are automatically
configured on cluster nodes when it is configured to the
cluster

»|Series only (requires OS/400 V5R1)

http://www.ibm.com/eserver/iseries/domino
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Notes: Making Domino for iSeries Cluster Proven™

IBM (€ server iSeries

Domino for AS/400, release 5.0.7 has been certified by the Rochester laboratory as ClusterProven™ . This means
the Domino application, when configured according to the "white paper" located at the URL shown on this foil, can
have its configuration and files switched over to a second system (cluster node) with minimal or no interruption in

the running Domino environment.,
The next foils give an idea of the Domino ClusterProvenTM considerations.
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Domino Server Partition = Cluster " application’gy @ server iseries

Multiple Domino server partitions allowed on any one system
= Independently created and managed without impacting other partitions
= Some Domino servers provide specific services (Quickplace and Sametime)

Requires iSeries Cluster Management APIs to independently

manage a specific Domino server
= Create, Start, End, Switch, Failover,...
= Does not affect other servers on same cluster node

Domino servers can be configured for a specific IP address
= Cluster Management provides automatic IP address takeover

Domino servers can support Domino applications
= Domino applications not managed directly by Cluster Management
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Customer Benefits IBM (@ Server iseries

» Clustering for high availability
= Requires only one copy of server's Data Directory and its Domino databases
e Reduced or eliminated Domino replication overhead
e Savings on DASD usage

»Same server can be "moved" between systems or logical

partitions
= Scheduled logical partition or system maintenance

» Cluster management Failover can automatically start Server
on secondary system

»Domino servers can be managed by BP provided Cluster
Management tools or IBM's Cluster Management Utility

(Operations Navigator)
= (or OS/400 APIs and CL commands)
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How does Domino use Switched | ASPs? BM @ server iSeries

Domino server can be defined on more than one
system. Its data directory can reside on switchable
storage.

CLUSTER

~ Server

DomA's Data Directory

*IASP

Allows a Domino server's data to be switched
from one iSeries system to another

= @server. For the next generation of e-business.
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Domino Switchover / Failover IBM (@ server iseries

CLUSTER

Cluster Node
Switchover

DomA's Data Directory {ASP

Same server can be started on another iSeries system and
access same Data Directory

N
]
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Notes. Domino Switchover / Failover

IBM (€ server iSeries

This shows the "flow" of switching the IASP containing the Domino data directory and making it available on the
second system using the same Domino Server.

For enhanced availability and recovery, the Domino Server on each node in the cluster can be setup to be part of
an Application Cluster Resource Group. Once it is defined to OS/400 Cluster Management (CM) as part of an
application CRG, the application can be started or stopped using CM interface and switched to start on another
cluster node (system) where it is also configured.

For a detailed discussion on complete Domino for iSeries clustering capabilities refer to:
http://www.ibm.com/eserver/iseries/domino
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HA Webserver IBM (€ server iSeries

Webserver can be defined to be highly available

= Web server state maintained across recovery domain

= Session state retrieved in event of switchover or failover

= Defined through the STRTCPSVR and STRCHTSVR interfaces

HA Models:

= Primary / backup
= Peer

Handling of application data is separate

|
"IH.

| L
IE'wJI
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Integrated xSeries Server and | ASPs

IBM (€ server iSeries

Solution for planned and unplanned iSeries server outages

A Disk Tower B

IASP
Storage

Windows
2000

Server #1
Integrated Integ rated

) .
xSeries Windows xSeries

| Server(.i! 2000 Server

Server #2 : ==

Support for Windows disks in Independent ASP

» Server A is running with IXS A and / or direct attached xSeries server A

- Take iSeries A offline. Disk Tower switches to iSeries B. Manually link NWSDs to B
resource names, reboot Windows servers. Windows servers back online on B.
~ xSeries servers need to have the same configuration
FEES
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Other Availability Solutions to Consider
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Peer to Peer Remote Copy*: Data Centric Approach IBM @ server iSeries

il 'D S

‘
!

1
|| ]

e Not yet available for iSeries (5/01)

e Data / CPU not concurrently
useable during copy

ESS

Continuous
Remote Copy

ifd

...10110100...

PHYSICAL

= Solution for data copy = Second copy static at IPL

= Disk-level approach only Disaster Recovery = Second copy not useable until IPL

= Must be synchronous connection = Full resynchronization required

= Not designed for continuous availability = Understand the limitations before using

= Primary must be brought to restricted state or
power down
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Notes. Remote Copy - Data Centric Approach

IBM (€ server iSeries

This is a data resiliency strategy that can be used for disaster recovery. This is purely a disk based solution, where
none of the hosts (the primary system or the stand by secondary system) are aware of a second set of disk storage
that can theoretically be put quite a distance away from the primary machine.

You need to review the issue of price/performance. When attempting to utilize a storage mirroring configuration for
disaster/recovery you effectively end up with twice the processing capacity installed, but are effectively utilizing only
half of it. The backup copy of data that is there for disaster protection; it cannot be accessed for real time processing
such as off-line batch or queries as can be done with an iSeries data replication cluster. Therefore, based on your
availability requirements - you may want to fully understand the restrictions this solution has.

Further, the two systems must be connected synchronously to preserve order in the database on the second
system. Synchronous means distance is limited to at best, 10 Km. Asynchronous database I/O does not maintain
data integrity. Since the disk subsystems do not possess the understanding of when an application 1/O is complete
or not, it is recommended that the synchronization between the two disk storage subsystems is in synchronous
mode. This ensures that the application I/O is always written to the disk and not sitting in the main memory for the
usual FIFO rules to page it out to the disk units. If you allow asynchronous replication between the two storage
servers, then there will be issues with data integrity since 1/0 in main memory of the source machine may not have
been paged out to the disk units.

Are your primary concerns planned outages? For example, to perform a save operation using this storage feature,
your system will need to be brought to a restricted state (an outage) prior to detaching the objects from the host
environment. This is necessary to insure that you have a “clean” consistent copy, a snapshot of your system data at
the time of the operation. And depending on the storage configuration, during this period the disk units may be left in
an unprotected state, creating an exposure for a very long, unplanned outage should a single disk unit fail.
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Notes: Remote Copy - Data Centric Approach-2

IBM (€ server iSeries

Further, there are application design considerations too. A suggestion would be to switch off journaling in exchange
of using this approach for disaster recovery. As discussed already, the disk subsystems do not have knowledge of
the application and its I/O requirements so the notion of switching off an audit trail of all updates is not valid. The fact
IS, journaling, sometimes called event logging on other platforms is about data integrity within a single footprint.
Journaling is about moving data from mainstore to disk in a manner that locks the progress of the application to the
removal of data from memory. (To make the discussion over simplified). The ultimate design for applications is to
deploy commitment control - which requires application changes, if not already implemented.

The ESS Shark product has several availability and recovery offerings, including Peer to Peer Remote Copy
(PPRC) and Flash Copy. These offerings are being considered for iSeries support, but as of May 2001 formal
support has not been announced. Look for availability information at the web site:

= http://www.storage.ibm.com/

For further iSeries information see "Roadmap to planning for Continuous Availability" whitepaper on iSeries website:
http://www.iseries.ibm.com/ha
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Data Resiliency Services IBM (@ server iSeries

Continuous
Data Repllca on

Data / CPU
concurrently
useable
PCI Storage = Pc! storage Tape
Tower i Tower

= Data Resiliency - Part of Cluster Architecture
e System level approach to High Availability
e Offloads read only workload to secondary server
e Building block for Clustering
e Addresses Disaster Recovery, Planned and Unplanned outages
e Eliminates Save Window
e Recommend for iSeries Environments
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Notes. Data Resiliency Services BM @ server iSeries

Replication services is one of the iSeries methods for providing data resiliency. This service is provided in
cooperation with LakeView Technology, Vision Solutions and DataMirror - IBM High Availability Business Partners
(HABPS)

To accomplish data replication, IBM’s HABPs make use of OS/400 journaling (called a log on other servers). When
journaling is active, the system will add entries to a journal receiver when selected events occur, such as changes to
database files, changes to other journaled objects, or security-relevant events. The HABP application coordinates
and replicates these changes between a primary server and a backup server providing an extremely efficient
method of continuous replication. OS/400 journaling is also a prerequisite to commitment control. Commitment
control is an extension of journal management which allows applications to keep database files synchronized and
ensures transaction integrity.

This form of replication still requires some level of operator intervention in the event of an unplanned outage. The
solution to get around manual intervention is to implement a clustering solution with replication services which we
will discuss next.
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Full Clustering IBM (€ server iSeries

Complex transactions,

Continuous availability

What matters

= Highly Reliable Hardware

= Highly Reliable Operating System

= Concurrent Operations/Maintenance
= Data Resiliency

= Application Resiliency

Cluster Control

= Transaction Monitoring 0OS/400
= Clustering Technology Functions
' %‘ IBM Cluster
Data Middleware
Propagator Business Partners
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Notes. Full Clustering
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This foil summarizes the requirements of a full, automated as much as possible, high availability environment that
uses clustering and can take advantage of new V5R1 support.

The past decade has focused on data resiliency. While mirroring and Raid5 increase the availability of the data
source, Data Replication tools such as DataPropagator and the IBM Cluster Middleware Business Partners (High
Availability Business Partners (HABPS), such as LakeView, Vision and DataMirror solutions are primarily about data
resiliency. That is, a copy of the data together with information about the currency of the data is available to provide
data availability.

The problem with solutions which only focus on data is that they cannot be 24 hours by 365 days (25 x 365).
Switching between systems requires application resiliency and transaction signaling as well as data
availability. That is why clustering technology was introduced in V4R4 and why the focus now is to include the
application and the data together in a comprehensive solution called the cluster. The external disk vendors provide
at best a data copy function and therefore cannot integrate their disk replicating technologies into a clustering
solutions as they have no knowledge of the data currency, the transaction status and of the application architecture.

Having highlighted the importance to application resiliency, it is equally important to recognize that in order to get
continuous availability, the applications have to be designed in a way which allows them to return to their previous
known failure state. In other words, the job state and the application state has to be maintained. This cannot be
controlled through only a data copy or through any disk storage subsystems.
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For further information about designing your applications for high availability, please visit the iSeries website:
http://www.iseries.ibm.com/ha to review whitepapers and information on how you can enable your applications to
achieve ClusterProven status.
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Technology Comparison
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Replication

Switched disk

Flexibility

10's of systems

2 systems

Single Point Of Failure

none

disk subsystem

Cost factors

Additional disk capacity.
Replication software.

Switchable 1/0 expansion
tower

Performance factors Replication overhead (none)
Typical failover time 15 minutes* 15 min*
Typical switchover time ~ 5 minutes ~ 5 minutes

Real time coverage

Anything journaled

Anything on IASP

Geographic dispersion

Unlimited

Limited attach distance

D/R protection

Yes

No

Concurrent backup

Yes

No

Setup

Replication environment.

What to replicate.

Device domain environment.
Populate IASP.

* Does not include interrupted transaction, if any, recovery
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= http://www.lbm.com/eserver/iseries/ha
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= http://www.storage.ibm.com/
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V5R1 Jour nal Enhancements IBM (@ server iSeries

Journaling:
= |FS Directories*
= |FS Symbolic Links

= Data Areas
e Forward and Backout recovery

= Data Queue Journaling
Journaling Minimal Data

New Operations Navigator interfaces to OS/400 functions available
with the following commands

= STRIRNOBJ
= ENDJRNOBJ

= STRJRN
Note: The V5R1 Independent ASP - switched disks support includes
= ENDJRN IFS objects but not library-based objects such as OS/400 Database
and Journal objects. This means objects within a user ASP many be
journaled, but objects within an IASP cannot be journaled in V5R1.
Journaling IASP data is planned for r next release.
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High Availability and clustering support are becoming "table stakes" for servers. Particularly important is the ability
to maintain copies of data on multiple systems. Sometimes this is used for high availability (i.e. failover) support and
sometimes for load balancing. Providing the ability to journal *DIR (directory) and *SYMLNK (symbolic link) objects
is the second stage of providing Journaling support for IFS objects. Replication by means of a journal for a *STMF
(stream file) object was made available in V4RA4.

V5R1 also adds journaling data areas and data queues.

Completely new in V5R1 is the ability to recover all the above mentioned journaled objects (*STMF, *DIR, *SYMLNK,
*DTAARA and *DTAQ) to a good status after an abnormal IPL or system crash even when the object was in the
middle of a change action at this event. The next foil shows a 5250 command help text of the Start Journal
command describing some this new "object type" support.

For object recovery from a previously saved version when the object on the server is lost, there are some
restrictions.

For *STMF, *DIR and *SYMLNK type objects there is support for forward recovery only. Data areas however do
support forward (APYJRNCHG) as well as back out (RMVJRNCHG) recovery if *BOTH images are preserved with
the journal. For data queues, there is no forward or back-out recovery since the current implementation does not
preserve the data in a data queue when it is saved.

In V5R1 a new parameter for the CRTJRN and CHGJRN commands, you can specify to make minimized journal
entries. This will decrease the size of your journal entries. Entries will only be minimized if the minimized entry is
smaller in size than a complete journal entry deposit would be. Journal receivers with object types allowing
minimized entry specific data cannot be saved and restored to any release prior to V5R1MO nor can they be
replicated to any remote journal on a system at a release prior to V5R1MO.

After the next foil we show some V5R1 Operations Navigator windows.

—
= '_'
—
—
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Start Journaling (STRJRN) BM @ server iSeries

f Start Journal (STRIRN) \
Type choi ces, press Enter.
bj ect s: OBJ
Nane . Coe
I nclude or omt . . . . . . . *1 NCLUDE
+ for nore val ues
File identifier . . . . . . . . OBJFID

+ for nore val S

Jourpnal . . . . . . . . . . . . JRN
Directory subtree . . . . . . . SUBTREE * NONE
4 File identifier (OBJFID) - Help )

Specifies a maxi mumof 300 file identifiers (FID) for

whi ch changes are to be journaled. FIDs are a unique
identifier associated with integrated file systemrel at ed
objects. This field is input in hexadecinmal format. Only
obj ects whose FID identifies an object of type *STM,

QDI R, *SYMLNK, *DTAARA or *DTAQ are supported.
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This foil gives us examples of the new subdirectory and new object type journaling support.

ZEE: @server. For the next generation of e-business.

8 2001 IBM Corporation



Oper ations Navigator-Jour nal stream file
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e Select the file system,

folder, file

3 AS 7400 Dperations Mavigator

File Edit “iew Optionsz Help

bleBe| X FEO

2 minutes old

I Ervironment: My Connections

I Az80 OMlab5S0OL Include: =

E| DD File Systemns
El . Inteqrated File System

Bl oo
Journaling for SOLPerfMon 1.50L - As80 ﬂ ije
Status: Meser journaled P
'
Joumal [SOLPFRM Browse.. | [
. IEM
Library:
ibrary |TESTI R
Last journal start; MHone ;EPTMM
]
W Include open, cloze, and synchronization entries i
MlabSaL
roid2 3
roidE

Bt Cancel

-nature —

MlabSaL1122
wizamples
MWLABSGL_830
HSyE

LIE
. 400

[RETYEY

2l

M ame | Sizel Type
DBCPL_G4PM SQL 2KE  SOLFile
PFRM_JTYPE_GAPM.50L 1KE 50U File
RunaPt. 5oL 1KB  SOL File
SOLCMUM_INUMLab.50L KB SOL File
SOLCRTPROC_VE.SOL KB SOL File
[CTESOLPerbon 1.50L 1KE  SGL File
SOLPerfdon 10MLa Edit B SOLFile
SOLPeriMeon 2.50L o B SO File

Delete. .. )
SOLpfrexp.50L Rename B SOL File
WHYSAVED. SOL S B SOLFile

EIMIEEI0NE

W5 FTRLOG B Test Document

Send...

Cut

Copy

Journaling...

Properties

Help
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Oper ations Navigator-Journal directory
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e Select the file system, folder

4B AS 7400 Dperations Mavigator

File Edit “iew DOptionz Help

b +BB X 2ES

|E rninutes old

| E nvironment; by I:cnnnel:ticnns | Az80 OMIabSOL Inchude: I
- usr a || Mame :
Q LIEM _I DBCPLL_OAPM SOL Status: Mever journaled
- GsR PFRM_JTYPE_QAPM.S0L Joumal [SALPFRD Browse... |
m LTCPTRM RunDAPM.S0L Libray: ITEST1|
-0 var SOLCHUM_INUMLab. S0
m abcl SOLCRTPROC WE.SGL  Lastjounal start: MNone
g w— (8] SOLPerfion 1.50L
i |s::| " Explore . SULPerfton T0MLab.SOL 7 Include open, cloze, and synchronization entries
|”_‘| itzcidEl Open (8] S0LPerfbon 2500 ¥ Joumal rew files and falders
m signature  Create Sharteut . SOLpfrexp.50L
|m_‘| OFPNwS:  Include... WwWHYSAWED SOL Exigting files and falders to be jounaled:
|m_—| OMlabSL New Folder wis_FTR.LOG ' Objects in current folder
D dx=zample Degte " Current falder and all subfalders
% DN;&BSE Eenarr};?., " Specilic files and folders
[+ pensys =
E]---% QoLs Cut Al
+-{E3 O575.LIE
#-{E3 OFileSyr 400 EEE:; GiEMmEYE |
E]m% UNetware Eermi&&inns '
{53 QOPT :
[]...% OMTEC Send... Start | Erd Cancel | Help |
@ Filz Shares _
e . Backup Sharing A
-8 Application Developme L SlaULa
-5, AFP Manager NFS Export =L | o
—_——————  Properties :
Wiew or change the journaling state of HE oDEct. -
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BRMS Enhancements IBM (@ Server iseries

BRMS Graphical Interface as optional Operations Navigator plug-in -First Stage

Wizards for creating backup policies, adding media to the BRMS inventory, and restore saved
objects

Management interfaces for Backup and Restore, including scheduling

Save library using parallel devices now includes *ALLUSR, *IBM, *ALLPROD, *ALLTEST,
*ASPnn, and generic library names

Via SAVLIBBRM or Backup Control Groups
Backup Control Group *SYSTEM shipped with BRMS
STRBKUBRM parameters minimize backup control groups needed --> less media policies
Target release now supports VXRxMx syntax up to N-2
Passwords ("pass phrases") up to 128 characters and up to 32 ASPs supported

Improved report contents Operations Navigator and BRMS Stage 1
Improved Domino for AS/400 incremental saves

Includes IASP support Backup Recovery and Media Services for iSeries
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Notes: BRM S Enhancements

IBM (€ server iSeries

Backup Recovery and Media Services for iSeries, 5722-BR1, has many new ease of use functions for V5R1.

Backup Recovery and Media Services (BRMS) is the IBM strategic solution for planning and managing the backup
of your iSeries server. The BRMS product is available on the keyed stamped media shipped with every server.
This product can be installed and used for 70 days, without charge. After 70 days a license key is required. BRMS
has been refreshed and updated for V5R1 to include the following enhancements:

= BRMS now supports graphical operations by providing an optional plug-into Operations Navigator. You can
install the BRMS plug-in on any workstation that has been upgraded with IBM Client Access Express for
Windows, 5722-XW1 connected to any AS/400 or iSeries running BRMS 5722-BR1. When installed, a Backup
Recovery and Media Services folder is added to the Operations Navigator hierarchy. The BRMS Operations
Navigator plug-in simplifies backup planning by providing wizards for creating backup policies and adding media
to the BRMS managed inventory. Context menu functions on the backup policies allow you to easily run and
schedule backups. The BRMS restore wizard guides you through the steps to locate and restore saved objects. In
addition, the BRMS Operations Navigator plug-in integrates a Backup..... and Restore... function into many of the
object context menus in the hierarchy allowing you to easily backup and restore these objects directly to tape
media.

= The V5R1 BRMS Operations Navigator functions, though extensive, are a subset of all the functions available
through other interfaces such as BRMS commands. V5R1 support should be considered "stage 1" level of
support with "stage 2" planned for delivery in 2002.

= The save library support, either through the SAVLIBBRM command or Backup Control Groups, using parallel
devices, has been enhanced to now include: *ALLUSR, *IBM, *ALLPROD, *ALLTEST, *ASPnn, and generic
library names.

= A new Backup Control Group named *SYSTEM is shipped with the BRMS product. This control group can be
used to backup the entire system including all user data. Prior to V5R1, you had to either use both the *SYSGRP
and *BKUGRP control groups to complete this save or create your own customize policy. This *SYSTEM control
group uses a new media policy named SYSTEM, which has a default retention of 90 days.
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= The STRBKUBRM command is enhanced with two new parameters that helps you minimize the number of

backup control groups you need to create and use. The ACTIVITY parameter allows you to override the weekly
activity of the control group entries and can be used to force either a full or incremental backup. The RETENTION
parameter allows you to override the retention settings of the media policies used by the control group. If your
media polices have a retention of 30 days, you can use the RETENTION parameter to override this for a single
backup to a new retention of *PER or a number of days. This might be useful if you wanted to keep a copy of your
normal saves at year end for 365 days, or longer. These new control group attribute overrides are resolved at the
time the command is run and do not change the stored attributes of the backup control group or media policy.

= The target release parameters on the Save Library using BRMS(SAVLIBBRM) and Save Object using BRMS
(SAVOBJBRM) commands, and the target release attribute of Backup Control Groups have been updated to
support the VXRxMx format for specifying a target release, where Vx is the version, Rx is the release and Mx is
the modification level. This allows you to save objects that you intend to restore on previous release systems.
Previously, BRMS restricted you to N-1 from the release of the save. Now you can save objects through BRMS
and restore on systems that are N-2 from the release of the save.

= The BRMS System Recovery Report (QP1ARCY) has been improved. Some recovery actions that had previously
included multiple tasks were moved into separate steps to minimize the likelihood of the actions being missed
during recovery. Potential problems that might affect system recovery are highlighted better to minimize recovery
exposures. More steps were added to the report reducing some of cross references to the iSeries Backup and
Recovery book.

= The BRMS Console Monitor has been updated to support pass phrases of up to 128 characters.

= BRMS has increased the support for traditional user ASPs from 16 to 32 and supports Independent ASPs as
ASP numbers 33-99. See next foil.

= BRMS is being enhanced to provide incremental Domino saves. A BRMS PTF will be needed to use this
function. For PTF information refer to: http://www-1.ibm.com/servers/eserver/iseries/service/brms.htm
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Save/Restore of User Defined File Systems on IASPs via
SAVBRM/RSTBRM or link lists

= Required: the path of the IASP /dev/iasp-name is fully defined

BRMS V5R1 parameters (1-99)*
=17-32
= 33-99 (*Link)

*Easier to use interface planned for next release
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For V5R1 BRMs supports ASP values of 16-99, where OS/400 starts numbering IASPs at 33.

The following commands support these additional ASP numeric values:
= RSTAUTBRM, STRRCYBRM, DSPASPBRM, ADDMEDIBRM, MGRBRM
= MOVSPLFBRM,WRKASPBRM, WRKMEDIBRM, WRKMGRIBRM
= SAVXXXXBRM/RSTxxxxBRM commands with SAVFASP parm.

An easier to use interface is planned for the release following V5R1. For saving and restoring a User Defined File
System (UDFS), such as via the SAVBRM/RSTBRM or link lists, you must use the path of the IASP value:

= /dev/iasp-name
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