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SAN Consolidation

Business Continuance/Disaster Recovery SAN Security

Production

' Encryption of data-at-rest
* Link level FC encryption of 15Ls
* Access Control, Authentication,

*  V5ANs & SAN routing (IVR) *  FC/FICON extension and Authorization
*  Pools capacity, increases utilization * FCIP and FC 5AN extension »  Addresses compliance and
* Lowers TCO, preserves isalation * Compression and encryption of in-flight data regulatory requirements

Services-Oriented SAN

i
— I — | =
ig Iy v
®  Any protocal, any speed, any location,

any device v YM-aware SANs * Converged adapter (CNA)
= Seamless deployment = VM Maobility, security, QoS »  Simplified cabling & operations

VM-Optimized Storage Networking

Unitfied Fabric (FCoE)

Unified 1/0
Adapter

FEOE (SAN)

Ethernet (LAM)

* Highly available, clustered solution
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" Per VM policy, visibility

Cisco Confidential

* Religble FC delivery



SAN Consolidation

= V5ANs & SAN routing (IVR)
= Pools capacity, increases utilization

* |Lowers TCO, preserves isolation
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High-Performance MDS 9000 Family Switching
Architecture

= Crossbar and arbiter architecture — exema g0, external
designed to provide the best
performance in the most difficult
traffic conditions

= Virtual Output Queues (VOQS)
eliminate head-of-line blocking

Crossbar
switch fabric

= Even and predictable throughput ‘
and latency for many-to-one and S—
many-to-few traffic conditions switch fabric

= 100% wirespeed for both large
and small frames Centralized

= Fair load-balancing for both large Crossl:?ar switch
and small frames architecture



Blocking vs non-Blocking
Two Different Switch Architectures

Crossbar Switch
(e.g., Cisco MDS Products)

Server 1

Gen 2

Gen 2
Server 2
Ingress Gen 3
i To DASD/Tape
Server 3 f
|
/
Fl
Server4 :
'
‘
i

Provides an extremely scalable, high-capacity switch
fabric.

9513 AVERAGE LATENCY (Any-to-Any- port):

A temporary connection is established between and
input and output port for the duration of the frame

exchange .

9 w Small frames (60-byte): 5.3 - 5.9 microseconds
Uses Virtual Output Queues to completely eliminate _
blocking Large frames (2148-byte): 13-15 microseconds
Uses standing arbitration requests to paths that - Any-to-any connectivity
supports queue look-ahead, priority, and provides fair - Same consistent performance
access. -- Same consistent latency

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 5



Virtual SANs (VSANS)

Production SAN

FICON SAN Test SAN

S I : SANF
DomainlD=2 ﬁ Domain ID=6

DomainID=8 /

DomainlD=1
DomainlD=7 S
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Virtualizing the FC Fabric — The Full Solution

To build a cost saving fabric virtualization solution, 7 key Virtual Fabric Service Model
services are required:

Virtual Fabric Attachment — the ability to assign virtual
fabric membership at the port level

Multiprotocol Extensions — the ability to extend virtual
fabric service to iSCSI, FCIP, FICON, FCoE, etc.

Virtual Fabric Services — the ability to create fabric services

per virtual fabric (Login, Name, RSCNs, QoS, etc.) Virtualized Fabric Services
Virtual Fabric Diagnostics — the ability to troubleshoot per ARl U ) 8 12 e
virtual fabric problems Virtualized Fabric Attachment

Virtual Fabric Security — the ability to define separate
security policies per virtual fabric

Virtual Fabric Management — the ability to map and manage
virtual fabrics independently

Inter-Fabric Routing — the ability to provide connectivity 1
across virtual fabrics — without merging the fabrics .I!.l|

MDS || MDS
9000 9000
Family Family

Full Service End-to-End Virtual Fabric
Implementation

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 7
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I CISCO

Brocade SAN (VSAN 1) MDS 9000
ol
=

McDATA SAN (VSAN 3)

weldy
nininia
(USSR
welule
"
welule

Solving Interop Issues



Performance 8G FC Switching Modules

256Gbps front-panel bandwidth and FC speed flexibility

= 32 ports at 8G FC full rate
= 24 ports at 10G FC full rate

(@)

48-port Performance 8G Fibre Channel Switching I\/Ic.)dule
= 48 ports at 4G FC full rate, 1.5:1 oversubscribed @ 8G
= 24 ports at 10G FC full rate
= 36,000BB credits per card!

256Gbps/slot across crossbars

384Gbps/slot local switching

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 9



MDS 9513 Fabric3 Module

= Increases active backplane bandwidth to 256-Gbps per slot
Required only for 32-port and 48-port Performance 8G Modules
No switch reload required when migrating from Fabric2 to Fabric3

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 10



I ————————
MDS 9148 - 48-port 8G FC Multilayer Fabric Switch

Front View Back View
e et e M. o H. b F s E]
! TrarL mack cdcd AAE Aok .-.\,-.g; = AR CAeE ek AACL FARL FBOE |
48 x 8G FC ports with line rate performance Dual Power Supplies and Dual Fan Trays
Industry leading 1RU 8G FC density For Enterprise-Class Availability

= Based on Cisco’s System-on-a-Chip (SOC) = Affordability without compromising functionality
= 48 x 8G FC ports in 1 RU form-factor = Ease-of-Use with Quick Configuration Wizard
= 8G line rate performance on all ports = Industry-leading security for addressing

- 3 base SKUs to choose from — 16p, 32p or 48p compliance and regulation requirements
, = Enterprise-class availability for increased
= On-demand ports - 8-port license for growth businesps resilience, includin{; 1SSU
= “Towards the ports” airflow = Flexibility to grow with changing business needs
= Redundant, hot-swappable power supplies and = “No hidden charges’ for software license
fan trays

= Less than 20” deep = Inter-VSAN Routing enabled

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 11



HA - PortChannels

MDS
PortChannels

= Different Line Cards

= One misbehaving
link affects traffic
only on that link,
NOT entire trunk

= Different ASICs

= Different Port-groups

= Up to 16 ISL per
PortChannel

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 12
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VM-Optimized Storage Networking

= VM-aware SANs
= VM Mobility, security, QoS
=  Per ¥M policy, visibility

© 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential
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Serial Crossbar — Allowing VM Mobility

Crossbar Switch Server 1

(e.g., Cisco MDS Products)
H:0

Server 2

GEN 2

VM Mobility via MDS and VMotion GEN 2 &5

- App Out of memory . 2 .
- App Requires additional processing power Server 3
- Hardware failure

- SW Upgrade/patch -

Server 4

No changes to zoning M -
with mobility

I ! | 1
B T T Yok WolN S Nas WL W NV o Voo Yo Vo ]

*No performance

penalty by moving 9513 AVERAGE LATENCY (Any-to-Any- port):
across linecards

Small frames (60-byte): 5.3 - 5.9 microseconds

Large frames (2148-byte): 13-15 microseconds

Any-to-any connectivity
- Same consistent performance
-- Same consistent latency

-Consistent latency

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 14




VM-Aware SANs Managment

Comprehensive VM-level Visibility

admin Logout Download About Help
[Z+ By Name

slialn,
cisco.  Data Center Network Manager

Host Enclosures (40 items) @@ v 24 Hours Latency - sje-vif4-01.cisco.com 24 Hours
VHosts |
m Latency (ms)
Name Q os IP Address #Port: #VMs VHost Name VCluster Rot+Tx =l 8 —
%?4 SIC-VIF4-01 VMware ESX 4.0.0 build-2| 10.16.156.4 2 6/23 sic-vifa-01.clsco. SIC-VIF4 350MB 5 _'ll h \ || H
2 PP sic-viFa-02 VMware ESX 4.0.0 build-2 10.16.156.5 2 13/14 sjc-vif4-02.cisco. SIC-VIF4 349MBj vl I | I
3 81:1“ SIC-VIF4-03 VMware ESX 4.0.0 bulld-2 10.16.156.6 2 G/21 sjc-vif4-03.cisco. SIC-VIF4 320MB 1 ]
4 %?ﬁ SIC-VIF4-04 VMware ESX 4.0.0 bulld-2 10.16.156.7 2 a/4 sjc-vif4-04.cisco. SIC-VIF4 310MB 2 I/O St t S
5 fEM[Y] sic-viFa-05 VMvare ESX 4.0.0 build-2 10.16.156.8 2 26/26 sjc-vif4-05.cisco. SIC-VIF4 316MB ol a S per erver
uild-2 10.16.156.9 2 25739 sjc-vif4-06.cisco. SIC-VIF4 216MB ol I e e e
VM Ievel Dn" Down uild-2 10.16.156.10 2 28/29 sjc-vifa-07.cisco. SIC-VIF4 210MB 8 = =2 2 2 =2 =2 =2 s 8
8§ = & = & B K & = B
ulld-2 10.16.156.11 2 28/28 Sic-vifa-08.cisco. SIC-VIF4 211MB LR 2ooE e e
Time
£l S51C-VIF4-08 VMware ESX 4.0.0 build-2 10.16.156.12 2 28/30 sjc-vifd-0%.cisco. SIC-VIF4 202MB
Range Select
10 %_ﬂ“ﬁ SIC-VIF4-10 VMware ESX 4.0.0 bulld-2 10.16.156.13 2 24/24 sic-vif4-10.clsco. SIC-VIF4 198MB = sk nes ey
PR sic-viFa-11 VMware ESX 4.0.0 bulld-2| 10.16.156.14 2 24/24 sic-vifd-11.clsco. SIC-VIF4 208MB ||
End-to-End Topology - SJC-VIR-01 | Events - SJC-VIF4-01 (0 items)
vM Host Pol VSAN Switch Interface Fabric Name Switch Interface | Zone Storage Port Service Profile Time Host Port Type Sever
G4 51C-VF4-01_HE 3121 2% sjcl2-dei0ln-uct Fabric_sjel12-dci0lr [ sjel2-sangw-swi Z-VSAN3121-5)C-V SIC-VIF4-01_HBA2 com/ciscofdcbuftest
4 wem-sjc-008,
24 sve-prd-5,
o sve-prd-3, "
m o 1004 S9SIC-VIF4-01_HE 3120 2% sjcl2-del0ln-ue Fabric sicl2-deiDlr 29 sjcl2-sangw-sw! Z-VSAN3120-S1C-V SIC-VIF4-01 (1 odincisco/debuftest
pel-sjc- -8,
ppt-sjc-001, |||
24 esp-sjc-001 i

Service Profile to Map Server to
Physical Blade Server

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 15
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VM-Aware SANs Managment

Performance Monitoring of an individual VM

Cisco Fabric Manager is the GUI-based management infrastructure for the Cisco
MDS 9000 family SAN.

Cisco Fabric Manager provides a full set of tools for fabric configuration and
performance monitoring.

The same performance monitoring capabilities available for the physical devices
are available for individual VMs with NPIV or F-Port Trunking

Single monitoring point across the entire end-to-end storage infrastructure

VM-HDS1 -- HDS20545-CL2H Traffic - Past Week

e
ot
= = =

Rx, Tx Bytesisec
-]
h h
= =

[
in
=

]
W WWWHJ'u‘.f1J‘J'u1.r‘J1.",".’1,1,'1.’~,’»’u’u\:1,’fuhrl;1.'l.".l.rl,f1,r

Wed 11 Thu 12 Fi 13 Sat 14 Sun 18 Man 16 Tue 17
2008 Jun 10 08:54 to 2008 Jun 17 08:54

| I Avg 15530 Max 14317 M B Avg 57340 Max 7.748M
16
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Business Continuance/Disaster Recovery

Production

. FC/FICON extension
= FCIP and FC SAN extension
= Compression and encryption of in-flight data

© 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential
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Fabric Manager FCIP Wizard (Cont.)

. FCIP Wizard - /SAN/Fabric P29-MD59216

=Choose GbE
/" ports from each
switch

2 of 4: Selzct Ethernet Ports

Pleaze select ethetfet ports to be used in FCIP ISL between

P2A-MDE950E and §F29-MD=921 6. Dovwen ports should be enabled to
function correctly. $ecurity can be enfaorced far unconfigured 14+2
ethernet ports.

N

TCP Windowing

P23-tD =506 P23-MDS9216:

gigE2M | [cdawen))
gigE242, (dawen))
QigE2S3, (dowe)
oigE254, [dowe)
igE2S, (dow)
igE2E, (dowen)
CigE2T, Celove)
gigE2AE, (dowen))

ﬁ U=se Large MTU Size (Jumbo Frames)

gigE2M | (dowen)
oigE212, (dowen)
gigEZrS, (dovwn)
oigEZr, (dowwn)
igEZrS, (dowwn)
oigE2E, (dovwn)
GiE2ST, (cowwr)
oigE213, (dowen)

=" Back

Sets MTU = 2300

Presentation_ID

© 2010 Cisco Systems, Inc. All rights reserved.
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. FCIP Wizard - /SAN/Fabric P29-MD59216

3 of 4. Specify Tunnel Properties

Please supply the following parameters to tune the TCP connectionSRy It
Wikite Acceleration is ehabled, ensure that floves will not load balahced
acrozs multiple 15Ls.

parameters

R
~IC

ha Banchwicth: |1 aao j 1..1000 kit

Shared

flinn Bandywicth: 1
|

|1 oo ﬁ 0..300000 s

[ write Accelerstion

Dedicated

Estimated RTT
(RoundTrip Time):

[ Enahble Optirnutn Compression

a0a [l

" Back |

Cancel |

18



I/O Accelerator (IOA)

Next Generation SAN Extension Solution N
X-0S 4.2

IOA= 1/0 Accelerator

Unified Solution Flexible Transport Agnostic

* Single solution for * No-rewiring * PortChannels for * Any transport
both Disk and Tape * Extend IOA to any Tape I/O protocol and
|/O Acceleration device in the SAN Acceleration interface — GE and
FC

19
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MDS-9222i & 18/4 Card

Gig E
Inter‘faces

interfaces

|IP Storage Service features

H ased Compression (4:1 of real data) _ e

HW based Encryption — IPsec -

lIij to 16 tunnels per 4 ports, for FCIP
V6 support

FTA (Read and Write)

XRC Acceleration

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Con



Consolidate and Scale Fabric Applications

= Four independent service engines
Four separate concurrent applications or..
Four times the performance/throughput
Saves valuable slots in the 9500 chassis

Transparently deliver services to any port in the fabric
Host or target does not have to be directly attached
No SAN re-configuration, no re-wiring
Highly available with multi-module clustering, balancing

FC speed agnostic
Any 4G, 8G, or 10G FC port can utilize services
16 Gigabit Ethernet front panel ports for FCIP

MDS 16-Port Storage Services Node (SSN-16)

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 21



FICON XRC Acceleration NX-0S

4.2

i ‘

System z

= XRC = eXtended Remote Copy
aka z/OS Global Mirror

= Mainframe-based replication SW

= Remote “System Data Mover” (z)

Reads data from remote primary
DASD

Writes it to local secondary DASD

= Cisco feature reads ahead and
» buffers data at secondary site

System z Secondary
SDM DASD

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 22



FICON Tape Acceleration (FTA Read & Write)

MainFrame =
) o " Ficon Over FCIP
orectTape b w -

Tape Drives

MainFrame

Direct Library
Access

Ficon Over FCIP
with Emulation

Tape Libraries
& Virtual Tape

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 23
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SAN Security

Encryption of data-at-rest

Link level FC encryption of ISLs
Access Control, Authentication,
and Authorization

Addresses compliance and
regulatory requirements

Cisco Confidential
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Cisco TrustSec FC Link Encryption

AES Level Encryption of Data in Flight
NX-0s 4.2

8G
modules

FC HDR Payload D m— s FC HDR Payload

—===ad FC HDR Encrypted Payload —<«—

= Preserve integrity and confidentiality of FC traffic
= [ntegrated, high performance functionality
= No change to existing SAN, enable functionality only on edge switches

= Enabled with Enterprise License

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 25



Storage Media Encryption For Disk & Tape

LI Application Encrypts storage media (data at rest)
Server Strong, Std. IEEE AES-256 encryption
Integrates as transparent fabric service

Name: XYZ
SSN: 1234567890

Amount: $123,456 Handles traffic from any virtual SAN

Status: Gold
Key Management (VSAN) in fabric
Center (KMC)

TCPAP = Supports heterogeneous, SAN attached
( Encrypt S ~ disk arrays as well as tape devices and
— VTLs
©
e ) Provides on-line disk data preparation
@!$ee2e2e2e2e2eee%!%! %! %" &
*&::/&f&"ﬁ:fﬁ%*ﬁ"
jg#@*s%%cggfgé& = |Includes secure key management
< Open APl integrates with enterprise-
Tape Disk wide, lifecycle key managers
Arrays

Devices E
&VTlLs Compresses data
= Allows offline data recovery

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 26
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Unified Fabric (FCoE)

=  Converged adapter (CNA)
= Simplified cabling & operations
* Reliable FC delivery

Unified 170
Adapter

FLoE (SAN)
Ethernet {LAN)

© 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential
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8-Port 10G FCoE Module

8-Port 10G FCoE Module

Enables integration of existing FC infrastructure
into Unified Fabric

= 8 FCoE ports at 10GE full rate
= 80-Gbps front panel bandwidth
= SFP+ SR, LR, CX-1 optics support

FCoE connectivity from MDS 9500 Directors to:
= Nexus 5000 and Nexus 7000
= FCoE Storage Arrays

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidentia 28



=== Ethernet

Unified Fabric Deployment Options ~ —occee™

wmem FCOE

FCoE Hosts

1

Nexus 5000

Nexus 7000
Catalyst 6000

MDS 9000

FC Arrays FC Hosts

29



Converged Fabric Overview
Fibre Channel over Ethernet (FCoE)

' FCoE | Benefits

° Mapping of FC Frames
over Ethernet

o Enables FC to Run
on a Lossless
Ethernet Network

* Overall less power
Ethernet © Interoperates with

existing SAN’s
Fibre * Management SAN’S
Channel rernains constant
Traffic
* No Gateway

ID A 194720 Systems , Inc. All rights reserved . Cisco Confidential 30



Data Center Infrastructure
Operations & Maintenance Now ~80% of IT Budgets

and Growing
60
Virtualization will only 60
make things worse 55

Logical server
50 installed base
(millions)

45

L
I I 40
Physical server

35 installed base
(millions)

B Power and cooling costs
Server mgmt. and admin. costs

B New server spending 30
s B B ) ] Fastest o5
- Growing
s 1B Costs 20
l 15
10
i1 111111 5

0
1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010
Source: IDC 2009
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10 Gigabit Ethernet to the Server

Impacting DC access layer cabling architecture

Multicore CPU architectures

Virtual Machines driving Increased 1/0O
bandwidth per server

increased business agility

Increased network bandwidth demands

EEHEHﬁH-n--.,,“

.-——-LIEI\ B L Consolidation of networks
ﬁﬂmmﬁi”—

‘-'Dl hl‘HNE‘D Segmentation & Converged Fabrics

Future Proofing - Network, Cable Plant

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 32



The Case for a Converged Data Center Fabric :

[ :
drais Primary
i ;? Network

—
#tzn  Secondary
X1 Network

Complexity, Increased Efficiency,
Cost, Power Simpler Operations




View from Operating System

)i E;; D4PFE0FL

= CNAs are multi-function s
devices i (e
@ Floppy disk cnntrnllers_
= Standard drivers 8 o A ape ok

[+ Keyboards

---:"' Mice and other pointing devices
g Monitars

Eﬂ Metwork adapters

1 . ----- E& Broadcom BCMS708C Mekktreme IIGige (NDIS VBD Client)
Ope ratl n g SySte m Sees - £ Broadcom BCMSF08C Mekktreme IT GigE MNDIS VED Client) #2
- 58 [ 10GEE-5R AF Dual Port Server Adapter
—Dual port 10 Gigabit
Ethernet adapter

b 10iGBE-SF. AF Dual Port Server fdapker #2
Ports (COM & LPT)

—Dual Port Fibre Channel

HBAs

Same management

]ﬂ Processors
—-€= %51 and RAID controllers
::Z: Dell 345 5/i Inteqgrated Controller
Fibre Channel Adapter
{= M Fitre Channel Adapter
-1, Sound, wideo and game conkrollers
F|-age Skorage volumes

- v Swsbem devices
|- Iniversal Serial Bus controllers

=

Tl

+1-..I=1...[%1...[+1
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FCoE Advantages
Completely based on the
FC model
FCOE IS Flbfe ....................................................................................................................
Channel Same host-to-switch and switch-to-
switch behavior of FC
Standard Approved ....................................................................................................................

In order delivery or
FSPF load balancing

WWNs, FC-IDs, hard/soft
zoning, DNS, RSCN

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 35



Nexus 5000/2000 Product Line

Proven Resulis !!!!

900+ customers 3500+ customers

350,000+ 1GE ports sold “ 5,000,000+ 1GE ports

150,000+ 10GE ports sold 'y  sold

20% N5Ks have FCoE 2,000,000+ 10GE ports
licenses attached sold

30% N5Ks have FCoE

ses attached

Presentation_ID © 2010 Cisco Systems , Inc. All rights reserved . Cisco Confidential 36



Cost Effective 10G Server Connectivity
Today




Introducing the Cisco Nexus 5000
Available through IBM!

/ | UNIFIED

" DISTRIBUTED LOSSLESS

VIRTUAL FABRIC
LINE CARDS

VIRTUAL
SERVER
AWARENESS

" WIRE-SPEED  HRupi it IR etus s, <
10GE N ; - .



e
Cisco Nexus 5000 Server Access Switch
IBM part number:3722-S51 IBM part number:3722-S52

!/

28-Port L2 Switch 56-Port L2 Switch
20 fixed ports 10GE/FCoE/Data 40 fixed ports 10GE/ FCoE/Data
Center Ethernet Center Ethernet
Line rate, non blocking 10GE Line rate, non-blocking 10GE

Two Expansion Module slots

1 Expansion Module slot

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 39



]
Next-Gen Nexus 5000 Series Switches

Top 3 Business Benefits

Reduced OPEX Reduced CapEX

Maintain the ‘Pay as you Modular Architecture with
Grow’ Model reduced upfront investment
Built upon a proven and

highly successful
architecture

Optimized footprint provides
ease of insertion across
different environments

Investment Protection

Backwards compatible with
existing distributed line cards

Industry-leading standards based
platforms

40
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2"d Generation Nexus 5500 Switches
N5548 -

-
=

pE prU R RS ]

:

| ] 00000000 P0CPOORPOPOPOPPIOPOROOS

10GE 40 GE Layer 3 Modules
Modules Modules 160G
> 16p CE/FCoE > 4p 40GE (QSFP) » Daughter Card (N5548 only)
» 8p CE/FCoE +8p FC > Module (N5596 only)
» 16p CE/FCoE/FC
> 16p 10GT

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 41



Nexus 5548UP Rear Panel NI

32 x Fixed ports 1/10 GE or Expa‘nsion
1/2/4/8 FC Module

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 42



Fibre Channel

Ethernet
Full Support for
1/2/4/88pNative : Full Support for
Fibre Channel 1G/10G and
' FCoE. Support for
FEX connectivity
~Unified

Flexibly provision any
port to inherit Ethernet,
Fibre Channel or
Ethernet Personalities

Jnified Port Modul

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential
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Generic Expansion Modules
Multiple Port Scalable Modules

10Gb Expansion Module

= 16p SFP+ Ethernet Ports

= All Ethernet Ports hardware
capable of 1/10 Gigabit Ethernet *

Mixed Port Type Module

= 8p SFP+ Ethernet Ports
= 8p Native FC Ports 8/4/2/1G

= All Ethernet Ports hardware
capable of 1/10 Gigabit Ethernet *

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved. Cisco Confidential 44



Nexus 40011 Switch Module

= 14 x 10G downlinks & 6 x10G uplink

= Dual-mode all ports (1G/10G)

= RJ-45 Management interface

= RS-232 Console port

= high-speed slots (HSS) in BCH/BCH-T
= Max of Four 40011 per chassis

= Support CX1 SFP+, SR, LSR optics

3 Egg%orts FIP Snooping and Multi-hop

10G unk pIorts Cosole

v y

Management | | Ejector Handles

Key Benefits & Applications

Consolidate Scale Bandwidth

Songlolznt Lo Infrastructure w/ with 10G & Multi-

latency

Unified 10 pathing
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Converged I/O allows ALL servers to attach to
Fibre Channel storage

Converged I/0 with Cisco Nexus 5000 and IBM
Converged Network adapters allows all servers to
potential attached to Fibre based storage.

This dynamic model of connectivity allows customers
to attach to choose the storage type (iISCSI, FC,
NFS) most appropriate for the application through

ONE adapter . | "
Cisco MDS,

= & & =4 | ‘.
= =1 = =7 | |
EE ’ - a -—a -—a rrrrr :
=7 =7 =7 =7 . :
== =7 =7 =4 ' )
=9 =7 =7 ==7 Nexus 5000
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Cisco Nexus 2000 Series Fabric Extender

Virtual Modular System

/

//

I

IJ

0]00000000

|

7

(%R\
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Cisco Nexus 2232PP Fabric Extender

32 x 10 GigabitEthernet (SFP+) & FCoE Interfaces

8 x 10 GigabitEthernet Interfaces

Beacon & Status LEDs

Redundant, Hot-Swappable
Power Supplies

Hot-Swappable Fan Tray

Presentation_ID © 2010 Cisco Systems, Inc. All rights reserved.  Cisco Confidential 48



Cisco Nexus 2248T Fabric Extender

48 x 100/1000M (RJ45) Interfaces

4 x 10 GigabitEthernet Interfaces

Beacon & Status LEDs

Redundant, Hot-Swappable
Power Supplies

Hot-Swappable Fan Tray
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Fabric Extender: Virtual Modular System

Nexus 2000

Fabric
Extender

Servers

Virtual Modular
System
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~ Fabric Extender Transceiver (FET)

= (Cost-effective transceiver to
interconnect Nexus 2K & Nexus 5K

= SFP+ form-factor

= Cable Type: MMF

= Reach of 100M with OMS fiber
= |ncompatible with SR optics

= Used for N2K interconnect only
= Low power & latency

= Available in bundle solutions

N2K-C2248TF-1GE N2K-C2248TP-1GE/8 FET for N2K-toN5K interconnect
N2K-C2232PF-10GE N2K-C2232PP-10GE/16 FET for N2K-toN5K interconnect




e e

RSN\

Nexus 5548P
exus 5548UP

sl

Nexus 5596UP

:xus 9500 Layer 3 Modules — Avalilable
/ia IBM in Fall of 2011
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Unified Fabric Deployment Options

FCoE Hosts FCoE Hosts
FCoE Hosts

Nexus 7000 | " Nexus 2000

]

Nexus 4000

Nexus 5000

Nexus 5000

Nexus 7000

Nexus 7000
Catalyst 6000

o
i

MDS 9000 FCOE Array MDS 9000
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