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About This Guide

| This guide describes the IBM 8210 MSS Server (MSS Server). There are two types
| of MSS Server: the IBM 8210 Nways MSS Server Model 003 (8210-003), which is
| a standalone product, and the IBM MSS Server Module (MSS Server Module). In
| addition, there are two types of MSS Server Module:

| ¹ IBM MSS 3.0 Server Module (A-MSS 3.0 Server Module), which replaces the
| MSS 2.5 Server Module (A-MSS 2.5 Server Module)

| ¹ IBM MSS Server Module (A-MSS Server Module)

| The A-MSS 3.0 Server Module can be installed as a module in the IBM 8265
| Nways ATM Switch (8265). The A-MSS Server Module can be installed as a
| module in the 8265 (with some restrictions) or in the IBM 8260 Nways Multiprotocol
| Switching Hub (8260).

| Note:  Unless explicitly stated, the term MSS Server Module applies to the A-MSS
| 3.0 Server Module and the A-MSS Server Module. MSS Server applies to
| both the 8210-003 and the MSS Server Modules.

This guide discusses the functions of the MSS Server and provides physical
planning guidelines and requirements for the installation of the MSS Server in your
network. It also gives a brief overview of the tools used to configure, monitor,
control, and maintain the MSS Server using the software that is provided with it.

Who Should Read This Guide
This guide is intended for network administrators who understand these
characteristics of networks:

 ¹ Multiprotocol routing
 ¹ Bridging standards
 ¹ ATM standards

If you need education in these areas, IBM can help. Please contact your IBM
representative for information about IBM networking education.

 Related Publications
The following IBM publications offer additional information:

¹ Understanding and Using the IBM MSS Server, SG24-2115
¹ 8250/8260/8285 Planning and Site Preparation Guide, GA33-0285
¹ 8265 Installation Guide, SA33-0441
¹ 8265 User’s Guide, SA33-0456
¹ 8265 Command Reference Guide, SA33-0458
¹ 8265 Media Module Reference Guide, SA33-0459
¹ 8265 Planning and Site Preparation, GA33-0460
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How to Proceed
The following steps document how to plan for and install your MSS Server. You
should document all of the network information that will be required to install,
connect, and configure the MSS Server.

Planning and Preparation  

1. Become familiar with the capabilities of the MSS Server (See
Chapter 1, Introduction to the MSS Server.)

2. Determine which features and cables you will need. “Hardware
Features” on page 2-9, describes the available options. Refer to
“Planning the Cabling” on page 3-5 for a discussion about cables.
Design your network and place your order for your MSS Servers
and cables.

3. Obtain and install the required LAN equipment and services.

4. Order and install any required cables not included with the MSS
Server, such as ATM multimode and single-mode fiber cables that
you will need to set up your network.

5. Obtain and install the hardware and software required to run the
Configuration Program, as described in “Hardware and Software
Requirements for the Configuration Program” on page 3-3.

Installation and Initial Configuration  

1. Install the MSS Server using the Installation and Initial Configuration
Guide provided with the product. Alternatively, installation by IBM
service personnel is available; contact your IBM representative for
additional information.

2. Connect a terminal to the serial port or PCMCIA modem. This will
enable you to perform the initial configuration steps.

3. Access the MSS Server firmware to perform initial configuration.

4. Run the Quick Configuration program to perform the initial
configuration and activate your MSS Server. (Refer to the
Installation and Initial Configuration Guide.)

Configuration  

1. Perform final configuration. Refer to the MSS Server Interface
Configuration and Software User’s Guide and the MSS Protocol
Configuration and Monitoring References provided in softcopy with
the product.
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MSS Server Library Overview
The following IBM hardcopy manuals are shipped with the product. The manuals in
this list are also included in displayable softcopy form on the MSS Softcopy Library
CD-ROM (LK2T-0378). This CD-ROM is shipped with initial orders for the MSS
Server.

The reference cards and the safety information booklet are shipped in hardcopy
only and are not included on the CD-ROM.

¹ MSS Server Installation and Initial Configuration Guide, GA27-4140

¹ 8210 Nways MSS Server Operations Reference Card, GX27-4017

¹ 8210 Nways MSS Server User’s Feature Removal and Replacement Guide,
GY27-0359

¹ MSS Server Module Installation and Initial Configuration Guide, GA27-4141

¹ MSS Server Module Quick Reference Card, GX27-4018

¹ Caution: Safety Information - Read This First, SD21-0030

The following manuals are not shipped in hardcopy, but are provided in softcopy
form on the MSS Softcopy Library CD-ROM. All of these manuals (with the
exception of the Event Logging System Messages Guide) can be separately
ordered in hardcopy form through your IBM marketing representative.

¹ MSS Server Introduction and Planning Guide, GC30-3820

¹ MSS Server Service and Maintenance Manual, GY27-0354

¹ MSS Server Interface Configuration and Software User’s Guide, SC30-3818

| ¹ MSS Protocol Configuration and Monitoring Reference, Volume 1, SC30-3819

| ¹ MSS Protocol Configuration and Monitoring Reference, Volume 2, SC30-3994

¹ Configuration Program User’s Guide for Nways Multiprotocol Access, Routing
and Switched Services, GC30-3830

¹ Event Logging System Messages Guide, SC30-3682

Accessing the MSS Server Softcopy Library
| Important:  Whether you choose to read the softcopy MSS Server publications
| directly from the CD-ROM or to copy the individual books to your hard disk,
| you first must install the Library Reader program (contained on the
| CD-ROM) on your workstation to enable you to view the publications.
| Alternatively, you can view the PDF files using a Web browser.

The MSS Server Softcopy Library (included with the CD-ROM) describes how to
install the Library Reader and how to access the softcopy books from a personal
computer or PS/2 computer running DOS, Windows, or OS/2.

| For more information, see the Online Reference Library that is on the CD-ROM.
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Visit Our Web Sites
You can obtain the latest information on and support for the MSS Server by visiting
our Web sites.

Information Updates and Corrections
To remain informed of engineering changes, clarifications, and fixes that are
implemented after the manuals have been printed, refer to the IBM MSS Server
home page at:

 http://www.networking.ibm.com/820/820prod.html

 Online Support
| To obtain support information, including technical tips, current product information,
| and code updates and fixes for the MSS Server, refer to the IBM Networking Tech
| Support page at:

|  http://www.networking.ibm.com/netsupt.html

Summary of Changes
| This manual has been revised to include the following changes and enhancements:

| ¹ A minimum 50% performance increase due to these features:

| – 233-MHz 740 PowerPC processor on the 8210-003 and the A-MSS 3.0
| Server Module
| – New, enhanced-performance ATM adapters to replace previous ATM
| adapters

|  ¹ Functionality improvements:

| – MPOA client/server support for IPX
|  – MPOA MIBs
| – LES/BUS Peer redundancy
| – Non-zero VPI for PVC setup for service providers
| – Persistent Data Direct VCCs

|  ¹ Useability improvements:

| – Configuration command completion help
|  – Dynamic reconfiguration
| – LECS database synchronization/auto configuration and replication with
| autodiscovery

|  ¹ Bus filtering/policing

| ¹ Fast path for Source Routed and 802.3 frames

| The technical changes and additions are indicated by a vertical line (|) to the left of
| the change.

| All packaging and other features remain the same as in the previous release.
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Chapter 1. Introduction to the MSS Server

The IBM 8210 Nways MSS Server is designed to support devices that run on ATM,
including ATM-attached workstations, ATM bridges, and ATM LAN switches. In this
environment, the MSS Server performs these three functions:

 ¹ LAN emulation
¹ Classical IP over ATM
¹ Routing and bridging support

| There are two types of MSS Server: the IBM 8210 Nways MSS Server Model 003
| (8210-003), which is a standalone product, and the IBM MSS Server Module (MSS
| Server Module).

There are two types of MSS Server Module:

¹ The IBM MSS 3.0 Server Module (A-MSS 3.0 Server Module), which replaces
the A-MSS 2.5 Server Module

¹ The IBM MSS Server Module (A-MSS Server Module)

| The A-MSS 3.0 Server Module can be installed as a module in the IBM 8265
| Nways ATM Switch (8265). The A-MSS Server Module can be installed as a
| module in the 8265, with some restrictions, or in the IBM 8260 Nways Multiprotocol
| Switching Hub (8260).

| Note:  Unless explicitly stated, the term MSS Server Module applies to both of the
| MSS Server Modules, and the term MSS Server applies to both the
| 8210-003 and the MSS Server Modules.

The 8210-003 and the A-MSS Server Module have all the connectors and
light-emitting diodes (LEDs) placed on the front, with the exception of the
8210-003’s power cord, which is located on the back.

Both the 8210-003 and the A-MSS Server Module have one standard serial service
port: an EIA-232, male, 9-pin, D-shell connector. (In the A-MSS Server Module, the
EIA-232 service port is identified as an RS-232 port.) The serial service port can be
attached locally through a null modem cable or remotely through a modem
attachment.

Both the 8210-003 and the A-MSS Server Module also have a 10BASE-T Ethernet
service port.

In the U.S., Canada, and most other countries, the MSS Server is shipped with a
Personal Computer Memory Card International Association (PCMCIA) modem.1

This modem is provided so that you can access the MSS Server remotely to
perform product configuration and maintenance. The MSS Server supports
auto-answer for both the PCMCIA and the external modem attachment.

Figure 1-1 and Figure 1-2 show the fronts of each type of MSS Server.

1 If you are not sure whether this feature is available in your country, see your IBM marketing representative.
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Figure 1-1. Front Panel of the IBM 8210-003

Figure 1-2. Front of the MSS Server Module
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The MSS Server and ATM as a Networking Solution
| The MSS Server microcode now expands the capability of the ATM network in
| terms of scalability, reliability, performance, adaptability, and connectivity with the
| new ATM adapter. The MSS Server can transform an ATM network into a
| superhighway that is superior to any other type of LAN technology or data network.

| The MSS Server now transforms higher latency IP-routed networks into high-speed,
| low-latency switching networks. The Broadcast Manager function is an example of
| IBM-exclusive network intelligence that minimizes network broadcast traffic and
| enables multi-cast IP traffic transport to specific virtual LANs that have been
| configured to receive it. Network intelligence permits networks to auto-scale and
| grow with the growth of the underlying enterprise.

| Full redundancy and dynamic recovery make the MSS Server architecture a natural
| where fault tolerance and Service Level Agreements are required.

| Because of recent improvements in processor selection and performance and an
| increase in the efficiency of ATM cell/packet translation, the 8210-003 increased
| more than 50% in performance over the 8210 MSS Server Model 002 with plenty of
| room for future growth.

| MPOA is a full-featured virtual routed network for both IP and IPX traffic. QOS is
| delivered from the edge for both real-time and non-real-time variable bit rate and
| unspecified bit rate traffic. In concert with the traffic shaping characteristics and
| PNNI capabilities of the 8265 switch, the edge devices are not required to be
| reconfigured as the network scales. This makes ATM networks easier to install and
| configure.
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Chapter 2. Functions of the MSS Server

The MSS Server enables you to move from a routed network to a switched
network. Specifically, it provides functions required to build a data network in an
ATM environment. The server acts as a LAN emulation server and a server for
Classical IP over ATM. It enables you to create emulated LANs (ELANs) and virtual
IP subnetworks. Its bridging and routing functions can connect these virtual LANs
as if they were physical LANs, IP subnetworks, or IPX subnetworks. The MSS
Server also offers multiprotocol-over-ATM (MPOA) server support. It supports both
Token-Ring and Ethernet MPOA clients.

| When used with the 8265 (ATM switch), 8270 (Token-Ring Edge switch), and the
| new 8371 (Ethernet Edge switch), the MSS Server promises low-latency,
| high-performance IP and IPX transport to the edge via ATM with feature-rich,
| auto-configuring Multiprotocol Over ATM (MPOA).

The MSS Server provides ATM campuses with the following services:

¹ Support for the following adapters:

– 155-Mbps multimode fiber ATM
– 155-Mbps single-mode optical fiber ATM
– Dual-ring optical fiber FDDI (with hardware-assisted bridging)

You can choose from among these connections to select the one that works
best for your ATM switch and environment.

¹ ATM Forum-compliant and IBM LAN emulation service, including support for
both Ethernet-emulated LANs and Token-Ring-emulated LANs. LAN emulation
allows ATM networks to appear as LANs. Using LAN emulation, devices that
are connected to existing LANs and devices that are connected to the ATM
network can belong to the same ELAN and use existing LAN applications.

Devices included in emulated LANs are organized according to their logical
groupings rather than their physical locations. Therefore, when a device in an
ELAN or a virtual IP subnet is moved or added to the network, you do not have
to provide it with new addresses.

¹ Enhanced LAN emulation broadcast management support for IP, Novell IPX,
NetBIOS, and source route bridge broadcasts. Reducing broadcasts reduces
the traffic on the network and provides better performance and scalability.

¹ Enhanced LAN emulation fault tolerance, supporting multiple, redundant, LAN
emulation servers with automatic recovery in case of failure.

| ¹ Persistent Data Direct VCCs to allow traffic to flow when the LEC momentarily
| loses contact with its LAN emulation service (LES)

¹ Support for Banyan VINES.

¹ Support for backup LES components.

¹ The following types of bridging support:

– Source routing bridging (SRB)
– Transparent bridging (TB)
– Source route transparent bridging (SRT)
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– Source route-to-transparent bridging (SR-TB). SR-TB is supported only for
protocols that use IEEE 802.2 logical link control (such as SNA and
NetBIOS).

– Source route and transparent bridging without translation
– Adaptive source route transparent bridging (ASRT), which is SRT bridging

combined with SR-TB. In this type of bridging, source-routed traffic can be
converted to transparent bridge format. The conversion is not part of the
SRT standard.

– Multiple Spanning Tree support

¹ Standards-based IP routing support on ATM, including support for Classical IP
and routing between an ELAN and Classical IP.

¹ Standards-based, Novell, IPX routing support on ATM between ELANs. IPX
routing is supported over ELAN interfaces and RFC 14831 connections to other
routers. The IP and IPX protocols treat emulated interfaces implemented by
LAN emulation clients (LECs) like authentic Ethernet and Token-Ring
interfaces.

¹ Super LAN emulation (LANE) for Ethernet ATM ELANs (SuperELAN)

¹ Super VLANs for scaling your ATM networks

¹ FDDI routing for connection to FDDI to ATM

¹ Quality of Service (QoS) for ATM ELANs

¹ Next Hop Resolution Protocol (NHRP) support for reduction of routing hops

¹ AppleTalk routing support

¹ Support for RFC 1483 bridging format

¹ Improved Broadcast Manager (BCM) to reduce broadcast traffic in ELANs

¹ Redundant ARP Server support

¹ Redundant IP-gateway function

| ¹ Multiprotocol Over ATM (MPOA) server for IP and IPX

Descriptions of the Functions
The functions of the MSS Server include:

¹ ATM Forum-compliant LAN emulation service

¹ IBM LAN emulation services

¹ Classical IP over ATM

¹ Standards-based bridging and routing support

As a pioneer of ATM technology, IBM defined one of the early LAN Emulation
architectures. When the ATM Forum released its final ATM Forum LAN Emulation
Architecture Specifications, they diverged in a number of ways from the IBM
architecture. Consequently, IBM—like several other vendors—now has products
that implement two different LAN Emulation architectures. Some earlier products
implement the IBM LAN Emulation Architecture, while other more recently

1 J. Heinanen, “Multiprotocol Encapsulation over ATM Adaptation Layer 5,” RFC 1483, Telecom Finland, July, 1993.
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developed products implement the ATM Forum LAN Emulation Specification. By
adding a client for the IBM LAN Emulation Architecture, the MSS Server can
provide routing and bridging services that support both purposes.

From routing and bridging perspectives, IBM LECs are functionally equivalent to
ATM Forum LECs; both provide emulated Ethernet and Token-Ring interfaces with
operational characteristics of real interfaces. You can configure a LEC to be any of
these types:

 ¹ Ethernet IBM
 ¹ Ethernet Forum-Compliant
 ¹ Token-Ring IBM
 ¹ Token-Ring Forum-Compliant

ATM Forum-Compliant LANE Service
This function allows ATM networks to appear as LANs to provide a migration path
to ATM that protects your investment in current LAN hardware and software. The
MSS Server supports both Ethernet and Token-Ring ELANs. Routable protocols,
such as IP, IPX, and non-routable NetBIOS, can be run over ELANs.

By providing ATM Forum-compliant LANE, the MSS Server offers you the
opportunity to connect ATM devices with Ethernet or Token-Ring devices,
supporting ATM backbones and gradual migration to ATM for workstations while
protecting your investment in LAN hardware and applications.

ELANs are not based on physical topology (like existing shared-media LANs) but
are logical groupings of end stations. Having the stations logically grouped allows
much greater flexibility in handling moves, additions, and changes of the end
stations.

 MPOA Support
The MSS Server’s MPOA support is fully compliant with the ATM Forum MPOA
specifications and includes support for ATM Forum LANE 2 specifications.

MPOA is built on NHRP and LANE. It simplifies configuration of ATM networks.
NHRP is a distributed router model that requires each NHRP client to be configured
as a router. MPOA is a virtual router model. The MPOA server is the only router
image in the network. In the IBM MPOA Client, no configuration is required for the
MPOA client. Whenever LANE is configured within the client, the MPOA client is
active and will automatically take advantage of possible MPOA shortcuts if an
MPOA server is present.

MPOA is fully integrated into the MSS Server. All MSS advanced functions are
available to MPOA users. MSS advanced functions allow you to build reliable and
scalable ATM networks, such as Broadcast Manager. Super VLANs, NHRP, route
clients, dynamic protocol filtering, ARP servers, LES and BUS redundancy, and IP
Gateway redundancy are fully interoperative with MPOA.

| This release of MPOA is both IP- and IPX-capable.
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Enhanced LANE Functions
In addition to ATM Forum-compliant LANE, the MSS Server offers several
enhanced LANE features that improve network security, manageability, and
performance.

LANE Access Controls:  LANE is a non-secure protocol. Once a user finds a
LAN Emulation Server (LES), no standard mechanism controls who can join the
ELAN. However, the MSS Server’s microcode controls which LECs can join by
ATM address prefix. The network is more secure because one LEC cannot
masquerade as another LEC.

Redundancy:  Through IBM extensions of LANE, the MSS Server can provide
both redundant and a distributed LES. A redundant server remains in a backup
state until the failure of a primary server. With the distributed service provided by
the SuperELAN functions of the MSS Server, multiple LES's can serve an ELAN
simultaneously, providing both load balancing and reliability.

Performance—Enhanced LAN Emulation Broadcast Management:  The
broadcast management function is an IBM enhancement to LAN emulation. When
explicitly enabled through configuration, Broadcast Manager (BCM) processes
certain types of broadcast frames and, whenever possible, sends them only to
interested LAN Emulation Clients (LECs) and end stations. By reducing broadcast
frames, Broadcast Manager reduces traffic on the network, reduces the overhead
incurred on each end station, and thus enables better performance and scalability.

Broadcast Manager has been improved with BCM IPX Server Farm Detection,
which reduces broadcast traffic by transforming broadcast frames into unicast
frames. For the IPX protocol, BCM learns which MAC addresses originate RIP or
SAP broadcasts. Each IPX broadcast frame received by BCM is transformed into a
unicast frame and is sent to each IPX router or server in the network. If the number
of IPX routers and servers in the network is significant, this unicast traffic can also
be significant.

Networks with a sizable concentration of IPX routers and servers behind a
particular LEC are server farms. The BCM detects these server farms and replaces
the multiple unicasts with a single broadcast sent to the server farm LEC. This
reduces network overhead and still controls broadcasts in other areas of the
network.

Manageability—BUS Monitor:  BUS Monitor is a function in the MSS Server that
provides a mechanism to pinpoint end users who could be overutilizing the
Broadcast and Unknown Server (BUS). Such overuse may be due to faulty
software or hardware, or may be intentional abuse of network resources. When
enabled, BUS Monitor periodically samples the BUS traffic that occurs on a
particular ELAN. At the end of each sample interval, the BUS Monitor identifies the
top users of the BUS by their source MAC addresses, LEC ATM addresses, and
the number of sampled frames each of them has sent to the BUS. This information
can be retrieved using SNMP or the monitoring functions found in the command
line interface and in the Web browser interface.

| BUS Filtering/Police:  For increased network security and performance, the MSS
| Server enables filtering of packets at the BUS in a LAN Emulation environment.
| Packets can be filtered based on MAC address or protocol, or filters can be defined
| using a sliding window.
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| You can also set the utilization threshold of the BUS in a LAN Emulation
| environment. For instance, if a BUS user sends a number of frames per second
| that exceeds a threshold, then the frames from that destination will be filtered. You
| can exclude certain MAC addresses from this policing. BUS policing protects the
| network against broadcast storms and repeated denial of service.

| Fast Path for Frames:  The LEC can now build and cache layer-2 headers and
| then use the pre-built headers for subsequent packets to recent destinations. This
| improves performance for source routed and 802.3 frames.

Classical IP over ATM
The MSS Server supports Classical IP over ATM as specified in RFC 1577. It also
supports RFC 1755 for signaling support and RFC 1483 for packet encapsulation.
ATM devices on the network are configured with IP subnet addresses as logical IP
subnets (LISs). The MSS Server provides IP routing between the LISs.

Standards-Based Bridging and Routing Support
The MSS Server supports six bridging techniques:

¹ Source route bridging

 ¹ Transparent bridging

¹ Source route transparent bridging

¹ Source route and transparent bridging

¹ Source route to transparent bridging

¹ Adaptive source route transparent bridging

The extensive IP routing implementation of the MSS Server includes OSPF,
multicast support, Border Gateway Protocol-4 (BGP-4), and classless addressing, in
addition to basic IP support like ICMP, UDP, TCP, ARP, and RIP.

The MSS Server IPX routing support complies with the IPX Router Specification
from Novell. IPX is supported over emulated LANs. Connection to other IPX routers
is supported over ATM, as described in RFC 1483.

With its wide variety of bridging and routing support, the MSS Server protects your
investments in existing networking equipment and provides a migration path to
ATM. The bridging and routing support also allows emulated LANs to be partitioned
for better manageability. The MSS Server can enable Ethernet and Token-Ring
ELANs to communicate with one another and with Classical IP LISs. Using the
MSS Server, you can create and manage a network composed of shared-media
LANs, switched LANs, and ATM devices.

The MSS Server supports the migration of SNA networks to ATM by providing a
LAN emulation environment for transport of SNA over ATM. Where the ATM
network is divided into more than one emulated LAN, the MSS Server bridges SNA
from between the emulated LANs.

For a more detailed description of the functions of the MSS Server, refer to the
MSS Server Interface Configuration and Software User’s Guide.
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Super VLAN Support
The MSS Server supports Source Routed Super VLAN and multiple, independent
Super VLANs.

Super VLAN is a collection of emulated LANs that enables you to build large ATM
networks. A client on any of the emulated LANs can establish a direct link, a data
direct VCC, to any other client on the Super VLAN. In essence, the Super VLAN is
emulating a standard ELAN, except that the LES function is distributed throughout
the ATM network. Reliability and performance of the LE services increase with the
number of service entities. Resource utilization becomes less centralized, allowing
for a much larger super VLAN than a standard ELAN.

This distribution of LE services does not rely on a proprietary communications
protocol between service entities. Instead, it is accomplished by an extension to
transparent bridging called shortcut bridging. A shortcut bridge (SCB) forwards
certain LAN emulation control frames between SCB ports. Control frame forwarding
allows clients attached to distinct LESs to establish data direct Virtual Circuit
Connections (VCCs) to each other. SCB is for transparent bridging only. It supports
both Token-Ring and Ethernet emulated LANs.

Two functions are added to SCB to complete the Super VLAN function: Bridging
Broadcast Manager (BBCM) and Dynamic Protocol VLANs (D-PVLANs). BBCM
and D-PVLANs are added to control the broadcast traffic that would otherwise limit
the effectiveness of a large emulated LAN. BBCM, like Broadcast Manager (BCM)
in a single emulated LAN, resolves Layer 3 broadcasts into a Layer 2 unicast
frame. D-PVLANs on the other hand, keeps track of what protocols and what
subnets are on each of the LES domains. When BBCM is unable to resolve a
broadcast, D-PVLANs forwards it only to those segments that are interested.
D-PVLANs partitions the super VLAN into protocol-specific ELANs.

In the MSS Server, the D-PVLANs function is enhanced to include port-based
VLANs and IP Multicast VLANs. Port-based VLANs allows a static grouping of
Super VLAN ports as a broadcast domain. Instead of conventional port-based
VLANs, the MSS Server now permits overlapping sets of ports to provide greater
configuration flexibility. Ports 2, 3, and 5 can be one port-based VLAN; while ports
5, 6, and 7 can be another. Forwarding domains in port-based VLANs are based
only on the inbound port, not on the contents of data frames. Unlike other VLANs,
port-based VLANs restricts unicast data and LANE Control frames in addition to
broadcast and multicast data. This secure VLAN environment supports virtual
private networks (VPNs) within a Super VLAN.

IP Multicast VLANs restrict IP Multicast data to ports with stations in the same IP
Multicast group. IP Multicast VLANs may be configured or created dynamically
based on IGMP packet monitoring.

 APPN Support
The MSS Server contains the same APPN functions as the IBM 2216 Nways
Multiaccess Connector, except for those functions that are not applicable to an
ATM environment. Important APPN functions are:

¹ Dependent logical unit requester (DLUR)
¹ Boundary access node (BAN)
¹ Boundary network node (BNN)
¹ High-performance routing (HPR)
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HPR supports both LAN Emulation and native ATM. The MSS Server provides the
ability to receive and transmit encapsulated bridged frames natively over ATM
Permanent Virtual Circuits (PVCs), requiring that the PVCs be set up in all the
intermediate switches. The MSS Server also extends this capability to Switched
Virtual Circuits (SVCs). Bridge ports are configured with a destination ATM address;
no switch configuration is necessary.

Banyan VINES Support
Banyan VINES routing is provided over Emulated LANs and FDDI. This support is
equivalent to the 2210 Nways Multiprotocol Router and Multiprotocol Routing
Services (2210) support.

ATM Virtual Interfaces
Previously, only 32 protocol addresses could be configured on any single interface.
The ATM virtual interfaces function eliminates this limitation. When more protocol
interfaces are needed on a physical interface, additional virtual interfaces can be
defined on the physical interface. To the protocol support in the MSS Server, a
virtual interface looks like an additional adapter and 32 addresses can be assigned
to each virtual interface.

This function can improve the performance in large, complicated networks and aids
multicast routing protocols, such as OSPF.

 BUS Performance
In LAN emulation, BUS performance determines the ability of ATM to forward
frames for which a data direct VCC has not been established. The MSS Server
increases the number of frames forwarded to over 100-Kbps in the standard BUS
configuration.

FDDI to ATM Support
The 8210-003 continues to support dual-ring fiber FDDI, which allows you to route
IP, IPX, and AppleTalk traffic between FDDI and ATM networks.

FDDI support is improved in the 8210-003. The improved bridging support enables
customers who run other protocols on FDDI to use MSS as a migration path to
ATM.

Quality of Service (QoS)
One of the advantages of ATM is the ability to negotiate Quality of Service (QoS).
The MSS Server provides the ability to define QoS for a LEC, an ELAN, or an ATM
interface. In the MSS Server, MSS is enhanced to define QoS on an LEC-by-LEC
basis. Selected stations, like servers, can be configured with higher QoS than
others, giving their traffic a higher priority or more bandwidth than other
workstations.

| The MSS Server delivers QoS from the leading edge. In concert with the
| traffic-shaping characteristics and PNNI capabilities of the 8265, the MSS Server
| enables ease of configuration. As the network scales, the edge devices need not
| be reconfigured.
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Next Hop Resolution Protocol (NHRP) Support
The MSS Server also provides NHRP, one of the main functions of the MPOA
standard. This function allows NHRP clients to establish a data direct VCC and
forward IP data frames without traversing intermediate routers.

Enhanced Routing and Bridging Support
The MSS Server provides routing support for AppleTalk and bridging support for
RFC 1483 bridge format frames.

Redundant ARP Server Support
Two MSS Servers can act as redundant Classical IP ARP servers. You can
configure which MSS Server will act as the Primary ARP server, and which will act
as the Secondary ARP server. If both MSS Servers are active, the primary server
will always be the one to service incoming calls.

Distributed Redundant Default IP Gateways for ELANs
Users can configure a distributed redundant gateway (DRG) for endstations on
ELANs with manually configured, default-gateway, IP addresses. Clients are
randomly assigned to one of the active DRGs, distributing the routing load across
all active DRGs. If a DRG goes down, one of the remaining active DRGs
automatically picks up the workstations of the failed DRG.

 Year 2000
The MSS Server is Year 2000-ready. When used in accordance with its associated
documentation, it is capable of correctly processing, providing, and receiving date
data within and between the 20th and 21st centuries—provided all other products
(software, hardware, and firmware) used with the MSS Server properly exchange
accurate date data.

This computer system maintains the date and time using a hardware clock that is
backed up by an internal battery. Consistent with PC industry standards, the
hardware clock relies on the system BIOS to update the first two digits of the year,
called the century indicator (19 and 20). If the system unit is powered off during the
date transition to the year 2000, the century indicator is updated to 20 the next time
the system is powered on. If the system unit is powered on during the year 2000
transition, the century indicator does not immediately update to 20, but remains at
19. The system BIOS updates the century indicator to 20 the next time the system
is booted.

The user can update the century indicator manually by using the operating system’s
normal date-setting function. Year 2000-ready application programs that do not
directly access the hardware clock and Year 2000-ready operating systems that
directly access it only at bootup are not affected by the potential delay in updating
the hardware clock century indicator.

For additional information about Year 2000 related topics, visit:

 http://www.ibm.com/year2000
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 Hardware Features
The following table shows the features available with the 8210-003 and the A-MSS
Server Module.

Description Machines Models Features

A-MSS 3.0 Server Module 8265 5403

A-MSS Server Module 8260  5400

Service kit 8210  2505

1-port, 155-Mbps, multimode, fiber ATM adapter 8210  3003

1-port, 155-Mbps, single-mode, fiber ATM adapter 8210  3004

Dual-ring FDDI adapter 8210  4002

MSS flash drive 8210/8260/8265  8711

Data/Fax PCMCIA modem (See note) 8210/8260/8265 Country
Dependant

Voice/Data/Fax PCMCIA modem (See note) 8210/8260/8265 5357

Note:  This interface is intended for remote installation, network management, and
service access to the MSS Server. The Voice/Data/Fax PCMCIA modem is
available only in the U.S. and Canada. The Data/Fax PCMCIA modem is
available in most countries. The Voice/Data/Fax PCMCIA Modem is
available in the U.S. and Canada; the Data/Fax PCMCIA Modem is
available in other countries. See your IBM representative for more
information about availability in your country.

ATM MAC (ESI) Addresses
The media access control (MAC) address, also called the end system identifier
(ESI), is a unique identifier that is 6 bytes long. If you use the ESI that is assigned
to the ATM device interface at the factory, you are using the burned-in or
universally administered address.

ATM MAC (ESI) Address of the 8210
This address has the following value for the 8210-003: B'0000 0000 0000 0100
1010 1100 0100 0111 0000 0000 0000 0000' The first four bytes are fixed in
value. The last two bytes are assigned by the factory.

In most significant byte (MSB) form this address block begins with :

00 04 AC 47

In canonical form, this address block begins with:

00 20 35 E2

The bits are to be delivered to or received from the physical medium in the order
written in the canonical form above, with the leftmost bit first.
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ATM MAC (ESI) Address of the A-MSS Server Module
This address has the following value for the module: B'0000 0000 0000 0100 1010
1100 1001 1001 0000 0000 0000 0000' The first four bytes are fixed in value. The
last two bytes are assigned by the factory.

In most significant byte (MSB) form this address block begins with :

00 04 AC 99

In canonical form, this address block begins with:

00 20 35 99

The bits are to be delivered to or received from the physical medium in the order
written in the canonical form above, with the leftmost bit first.

Management Using SNMP
The MSS Server network management support is based on the following functions
of Simple Network Management Protocol (SNMP):

¹ SNMP version 1 protocol

¹ Transportation of SNMP messages between MSS Servers and network
management stations (NMSs)

¹ Configurable MIB information access

¹ A comprehensive set of standard and enterprise-specific SNMP MIBs for
monitoring and managing resources

– Bridging and Routing
– Emulated LAN (ELAN) services (LAN Emulation Server [LES], Broadcast

and Unknown Server [BUS], and LAN Emulation Configuration Server
[LECS])

 – Broadcast Manager
 – System specific
 – Enterprise specific

– LAN Emulation Client (LEC)
– Interim Local Management Interface (ILMI) Extensions

 – ATM interfaces—AToM
 – MPOA

The SNMP agent in the MSS Server uses a simple authentication scheme to
determine which Network Management Station can access which portion of the MIB
data. The user defines the community name by specifying a set of IP addresses
(using an IP mask) that has the same access privilege (read-only, read-write) to the
same subset of the MIB data (MIB view). The community name is included in each
SNMP message and is verified by the MSS Server SNMP agent.

Users can configure the trap destination and associated filtering.

Accessing MSS Server MIBs
All network management data is available via SNMP. The following table contains
MIB contents for SNMP.
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Obtain MIBs and information at

 nways.raleigh.ibm.com

Along with product and release-specific network management information, errors in
the MIBs have been corrected and problems loading MIBs into a network
management station have been fixed.

Note:  If you run into problems accessing nways.raleigh.ibm.com, try the alias
address, 6611ftp.raleigh.ibm.com, or IP address 204.146.167.70. The IP
address can change without notice, so try the host names first.

1. To connect to the various FTP servers, enter the appropriate command:

For various enterprise MIBs %ftp venera.isi.edu

For RFC-defined MIBs %ftp ds.internic.net

For MIBs and information %ftp nways.raleigh.ibm.com/mss

 At the name prompt, enter anonymous . You will be prompted for a
password. Enter your internet mail address.

2. Change to the MIBs directory by entering:

For various enterprise MIBs %cd /mib

For RFC-defined MIBs %cd /rfc

For MIBs and information %cd /pub/netmgmt

3. To receive a copy of a specific MIB, enter the get  command together
with the name of the MIB. As an example:

For MIB defined by number #### % get rfc####.mib

% get ibmMSS8210.mib

% get novell-ipx.mib

% get novell-rip-sap.mib

 Using this command places a copy of the specified MIB in the directory
from which you connected to the FTP server.

MIBs supported by the MSS Server are also accessible through the Internet using
anonymous FTP at

 venera.isi.edu, ds.internic.net

and

 nways.raleigh.ibm.com

Function MIB

General RFC 1213 (MIB-II) RFC 1573 (Interface MIB)

ATM interfaces RFC 1695 (AToM MIB)

LES LE Services Mgmt V2.1

LEC LE Client Mgmt V2.1

RFC 1493 (Bridges) RFC
1525 (Source Route
Bridges)

Routing Protocols RFC 1253 (OSPF) Novell IPX and RIP/SAP MIBs RFC
1213 (MIB-II)

Others Routing Enterprise (for example, ELS) MSS Specific
Broadcast Manager
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Chapter 3. Physical Planning and Prerequisites

This chapter describes physical characteristics of the MSS Server. Some
information applicable to the A-MSS Server Modules is not included because the
modules fit into the 8260 or 8265. To install an A-MSS Server Module, you need to
plan for the 8260 or 8265. Refer to the 8250/8260/8285 Planning and Site
Preparation Guide or the 8265 Planning and Site Preparation for hub planning
information.

The only cables attached to an A-MSS Server Module are the cables attached to
the EIA-232 and Ethernet service ports and the cable attached to the PCMCIA
modem, if it is used. Installing an A-MSS Server Module in the 8260 or 8265 and
making it operational establishes the connection to the ATM network.

 Placement Options
The 8210-003 can be placed on a tabletop or in a rack.

 Tabletop Placement
If the 8210-003 is placed on a tabletop, the table must meet the requirements for
service and operating clearances listed under “Physical, Electrical, and
Environmental Specifications” on page 3-3.

 Rack Placement
If you choose rack-mounting, you must provide the rack; it is not provided with the
MSS Server.

You can use any EIA standard 19-inch rack. The rack can be open or closed.
However, if you choose a closed rack, you must make sure that enough air flows
through the MSS Server. Covers on the front of the rack that would not let air reach
the MSS Server must be removed or modified to let air pass. Similarly, unvented
rear rack covers that would not let air exit from the MSS Server or that would cause
back pressure to build up from several machines must not be used.

The attachment holes along each side of a rack are usually divided into units of
measure called EIA units (U). Each EIA unit equals 44.5 mm (1.75 in.). The MSS
Server is 1U high. There is no requirement for clearance between 8210-003 units in
a rack; multiple units can be spaced 1U apart.

 Hardware Requirements
You must provide the following hardware to operate the MSS Server:

¹ The appropriate adapter cable to attach the MSS Server to the ATM switch.
See “Planning the Cabling” on page 3-5 for a list of IBM cable feature
numbers.

¹ A modem for the MSS Server for some MSS Server functions. In most cases,
this is a PCMCIA modem that can be ordered with the initial MSS Server order.
In some countries, the modem is not available. Your IBM representative can tell
you whether you can order a modem. If a modem is not shipped with your MSS
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Server, you must supply a modem that connects to the serial port. The modem
must support the AT command set and one of the following protocols:

– ITU-T V.32 at 9.6 Kbps
– ITU-T V.32 bis at 14.4 Kbps
– ITU-T V.34 at 28.8 Kbps

Whether you use the IBM modem or provide your own modem, you must set up a
communications (telephone) line to the modem to use it. A workstation is required
to access the MSS Server.

The required operational software is shipped preloaded on each MSS Server.

Required Code Level for the ATM Control Point Switch Module

Table 3-1. A-CPSW Code Levels and Slot Restrictions

Module
Minimum A-CPSW Code
Level

Pluggable Slots

Release 4 8265

CP/SW FC 6502

A-MSS 3.0 Server Module

A-MSS 2.5 Server Module

A-MSS Server Module

 

 V4.1

 V4.0.0

 N/A

 

Slots 1-8 or 12-17

Slots 1-8 or 12-17

 N/A

CP/SW FC 6501

A-MSS 3.0 Server Module

A-MSS 2.5 Server Module

A-MSS Server Module

 

 V4.1

 V4.0.0

 V3.2.0

 

Slots 1-8 or 12-17

Slots 1-8 or 12-17

Slots 1, 3, 5, 7

8265 (Prior to Release 4)

CP/SW FC 6502

A-MSS 3.0 Server Module

A-MSS 2.5 Server Module

A-MSS Server Module

 

 V4.1

 V4.0.0

 N/A

 

Slots 1-8 or 13-17 (See Note)

Slots 1-8 or 13-17 (See Note)

 N/A

CP/SW FC 6501

A-MSS 3.0 Server Module

A-MSS 2.5 Server Module

A-MSS Server Module

 

 V4.1

 V4.0.0

 V3.2.0

 

Slots 1-8 or 12-17

Slots 1-8 or 12-17

Slots 1, 3, 5, 7

8260

A-MSS 3.0 Server Module

A-MSS 2.5 Server Module

A-MSS Server Module

 N/A

 N/A

 V2.5.2

 N/A

 N/A

Slots 1-8 or 12-17

Note:  Slot 12 is not available to the A-MSS 3.0 Server Module or the A-MSS 2.5 Server Module in this configuration.
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Hardware and Software Requirements for the Configuration Program
You can use the Multiprotocol Switched Services Configuration Program
(configuration program) to prepare configuration files and then upload them to the
MSS Server. This method of configuration enables you to use the change
management functions of the MSS Server.

Note:  Using the configuration program is recommended for the initial configuration
of the MSS Server. The configuration program enables you to save and
track configuration files. You can also make an ASCII copy of the completed
configuration file to check its parameters before you download it to the MSS
Server.

Refer to Configuration Program User’s Guide for Nways Multiprotocol Access,
Routing and Switched Services for details of hardware and software operating
environments in which the program will operate.

Physical, Electrical, and Environmental Specifications

 Physical Specifications
Width 440 mm (17.3 in.) without rack-mounting flanges

480 mm (18.9 in.) with rack-mounting flanges
Depth 406.4 mm (16.0 in.)
Height 43.65 mm (1.7 in.) from the top of the 8210 MSS Server to the top of

the next machine that is mounted in the rack
Weight 6.7 kg (14.7 lb) with two ATM Adapters

 Service Clearance
The 8210-003 can be rack- or surface-mounted. It should have at least 100 mm
(4.0 in.) minimum clearance at the rear and 300 mm (11.8 in.) clearance at the
front. The air flow for ventilation is from front to back.

 Power Requirements
Electrical power 0.107 kVA
Starting current less than 40 A
Leakage current 1.5 mA maximum

The ac power cord connector is in the back of the MSS Server. The 8260 or 8265
supplies power to the MSS Server Module.

 Environmental Specifications
Power-on temperature  10°C—40°C (50°F—104°F)
Storage temperature 0.0°C—51.7°C (32°F—125°F)
Relative humidity 8%—80%
Max. wet bulb 26.7°C (80°F)
Heat output 46.5 kcal/hr (184 BTU/hr)
Capacity of exhaust 0.566 m3/min. (20 cubic ft/min.)
Noise level 44 dB
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 Over-Temperature Condition
If the temperature in the MSS Server approaches the maximum operating
(power-on) temperature, the operational code issues a warning message. If the
temperature exceeds the maximum operating temperature and thermal shutdown is
enabled, the over-temperature LED will light, and the MSS Server will shut down.
The MSS Server will restart when the inside temperature returns to the operating
range.

An over-temperature condition could indicate that the cooling fan or blower has
malfunctioned or that there is an abnormally high room temperature where the MSS
Server is located.

 Acoustic Characteristics
The following table is a declaration of the 8210 MSS Server noise emission
characteristics.

Table 3-2. Declaration of IBM Product Noise Emission Values

Type Description

LwAd LpAm <LpA>m

Operating
(bels)

Idle (bels) Operating
(dB)

Idle (dB) Operating
(dB)

Idle (dB)

8210 MSS
Server

4.8 4.8 N/A N/A 44 44

Notes:  

LwAd is the declared (upper limit) sound power level for a random sample of
machines.

LpAm is the mean value of the A-weighted sound pressure levels at the
operator position (if any) for a random sample of machines.

<LpA >m is the mean value of the A-weighted sound pressure levels at the
1-meter (bystander) positions for a random sample of machines.

N/A Indicates “not applicable” (that is, having no defined operator position.)

All measurements were made in accordance with ANSI S12.10 and reported in
conformance with ISO DIS 9296.

Pin Assignments for the EIA-232 Service Port
Both the 8210 MSS Server and the MSS Server Module have a standard, EIA-232
service port: a male, 9-pin, D-shell connector. It can be attached locally through a
null-modem cable, or remotely through a modem attachment. The service port is
provided so that you can access the MSS Server to perform configuration or
maintenance. The line speed is 19.2 Kbps.

Figure 3-1 on page 3-5 shows the pin assignments for the service port connector.
Connectors for the 8210 MSS Server and the MSS Server Module are identical.
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1 2 3 4 5

6 7 8 9

1 - CD
2 - RX
3 - TX
4 - DTR
5 - GND

6 - DSR
7 - RTS
8 - CTS
9 - RI

Figure 3-1. EIA-232, Service-Port, Pin Assignments

Pin Assignments for the Null-Modem Cable
Figure 3-2 shows the pin assignments for the null-modem cable.

Figure 3-2. Null-Modem Cable Pin Assignments

Ethernet Service Port
In addition to the EIA-232 service port, both the 8210-003 and the MSS Server
Module have an additional 10BASE-T Ethernet service port.

Planning the Cabling
Cables are not provided with the 8210-003 for ATM adapters or FDDI adapters and
they must be ordered separately. Refer to the following table for information about
cables and adapters for the MSS Server.

If you plan to use the EIA-232 service port, you must provide a cable that is
correctly shielded and grounded. This MSS Server service port provides an
EIA-232-D, with a 9-pin, D-shell, male connector.

Table 3-3. MSS Server Adapters and Cable Connectors

Adapter Feature
Code

Cable Type Connector Type

ATM 155-Mbps
multimode fiber

3003 62.5-micron,
plenum-rated
multimode fiber

Industry-standard SC

ATM 155-Mbps
single-mode fiber

3004 9-micron,
plenum-rated single
mode fiber

Industry-standard SC

FDDI dual-ring optical
fiber

4002 62.5-micron,
plenum-rated
multimode fiber

Industry-standard SC
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If you plan to use the Ethernet service port, you must provide a 10BASE-T cable.
This MSS Server service port provides a 10BASE-T Ethernet connector.

Keeping a Record of the Network Topology
On appropriate charts, floor plans, and other network documentation, you should
record the location and identification of:

¹ Each device in your network. The identification can consist of its MAC address
and other addresses, such as ATM address and IP address.

¹ The cable numbers and their connection points at the MSS Server connectors
and at the next network device.

¹ The cable numbers and the cable connection points from that network device to
the next, and from that device to the next, if applicable.

In addition to the physical map of your network, you can record the logical structure
of the network. This information identifies the ELANs or the LISs to which each
device belongs.
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Chapter 4. Configuration and Monitoring Tools

Access to the MSS Server is provided to enable you to install the operational
software and to configure, monitor, control, and maintain the product using software
that is provided with it.

Configuration Tools Overview
You can use one (or a combination) of three methods to configure the MSS Server:

¹ Command line interface
¹ Configuration program (also known as the GUI or graphical user interface)

 ¹ Web browser

Table 4-1 provides a summary of the three configuration methods.

The following sections describe when to use each method, explain the advantages
and disadvantages of each method, and tell you where to find additional
information.

Table 4-1. Configuration Methods, Connections Supported, and Recommended Use

Method Connections Supported Recommended Use

TTY SLIP Ethernet ATM

Command Line
Interface

X X X X

The basic interface that
can be used to create
partial or full configuration.
Not as easy to use as the
other methods.

Configuration
Program

 X X X

Web Browser  X X X

An easy-to-use
HTML/HTTP interface that
provides access to the
MSS Server’s configuration
and console functions,
including Quick
Configuration and an
extensive subset of the
functions provided by the
command line interface.
Functions that cannot be
accessed are the firmware
functions and some of the
GWCON and Config
functions (for example,
PING).
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Command Line Interface
The command line interface is a teletypewriter (TTY) text interface that requires you
to enter commands to use it. The workstation that accesses it must be an ASCII
terminal, a personal computer (PC), or other workstation emulating an ASCII
terminal.

Before the MSS Server is operational in the network, you usually reach the
command line interface over a link through an MSS Server service port in one of
the following ways:

¹ Using TTY through the EIA-232 service port
¹ Telnetting into the MSS Server through the EIA-232 service port (using SLIP)
¹ Telnetting into the MSS Server through the 10BASE-T Ethernet service port

After the MSS Server is operational in the ATM network, you can Telnet into the
MSS Server over IP to bring up this interface. If one connection to the MSS Server
is a Telnet session, the MSS Server can support two connections simultaneously,
but each connection must be running a different MSS Server process (such as
OPCON and GWCON).

The command line interface provides the following configuration and monitoring
functions:

 ¹ Login authentication.

¹ Displaying the status of system processes, that is, the processes of the
OPCON are currently active. The OPCON processes are the functions of
OPCON, for example, Config, which is the configuration process, and GWCON,
which is the most frequently used monitoring process.

The Talk 6  command starts the configuration process

The Talk 5  command starts the GWCON monitoring process.

From the configuration process you can bring up the event logging system
(ELS), which displays system error messages.

¹ Displaying statistics including:

 – Packets forwarded
 – Memory utilization
 – Uptime

– Last restart or reboot
– Detailed interface error counters
– Protocol status (routing tables) and error counters
– ATM VCC statistics

¹ Controlling the output from a process.

¹ Stopping the output from a process.

Refer to the MSS Server Interface Configuration and Software User’s Guide and
the MSS Protocol Configuration and Monitoring References for a full description of
the command line interface.
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|  Command Completion
| The automatic command completion function assists you with the syntax for
| commands entered at the command line.

| To illustrate the behavior of Command Completion, assume that the following
| commands are allowed in a given menu context. (This is an example menu only.)

| enable  auto-refresh

| caching

| set  cache-size

| cache-timeout

| priority

| ¹ If you type ena and press the Space Bar, the full command is shown as
| ENABLE . If you now type ?, a list of possible items to enable are shown
| (auto-refresh  and caching ) and the command ENABLE  remains on the
| command line.

| ¹ If you type ena and press Enter , a message is printed that the command is not
| fully specified, and a list of possible items to enable are shown (auto-refresh
| and caching ) and the command ENABLE  remains on the command line.

| ¹ Because the ENABLE  command requires an item to enable, it appears in a list
| of possible command completions with “...” in the left margin to indicate that
| more input is required for the command.

| ¹ If your input matches multiple commands, a list of possible completions is
| displayed. Your input on the new command line is expanded to the longest
| common prefix. For example, if you enter set ca , and then press the space bar,
| CACHE-SIZE and CACHE-TIMEOUT will be listed, and the new command line
| will be expanded to SET cache- , since “cache-” is common to both possible
| completions. Now you must type the letter “s” or the letter “t” to distinguish
| between the possible completions "size" or "timeout".

| ¹ Common commands sometimes appear in an alternate form (SHOW,
| DISPLAY , LIST). If the Command Completion does not yield a match on a
| common command, such as SHOW, the alternatives DISPLAY  or LIST will be
| displayed, if found.

| ¹ If the search for a command (and alternatives) does not yield an exact match,
| you are presented with a list of possible completions, using some portion of
| your input. For example, enanle  followed by the Space Bar would be replaced
| with ena and ENABLE  would be listed as the possible completion.

| ¹ When a list of possible commands is shown, you can use the Tab key to cycle
| through one command at a time on the current command line. You can use the
| Space Bar or Enter key to select the command shown.

 Configuration Program
The Multiprotocol Switched Services Configuration Program (configuration program)
is a standalone, offline program. It is installed in a workstation that is connected to
the MSS Server through one of the service ports or through the ATM network. The
workstation must be running TCP/IP.
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Before the MSS Server is operational in the network, the configuration program is
usually connected to the MSS Server through a modem or one of the service ports.
While the MSS Server is in this state, you cannot use the Communications options
of the configuration program.

You can create configuration files and download them to the MSS Server by
employing:

¹ The serial link (EIA-232 service port or modem), using TFTP over SLIP
¹ The serial link, using Xmodem configuration files
¹ The Ethernet link, using TFTP

The workstation must be running TCP/IP.

The configuration file that you download over a serial link can provide an IP
address and subnet mask to the MSS Server or establish LANE.

After the MSS Server is operational in the network, you can use the
Communications Send option of the configuration program to send configuration
files from the workstation over the network to the MSS Server. If you are using the
version of the configuration program that is supported by AIX, you can also use the
Communications Retrieve option of the configuration program to retrieve
configuration files from the MSS Server.

The configuration program is shipped with the MSS Server and the Configuration
Program User’s Guide for Nways Multiprotocol Access, Routing and Switched
Services. Refer to this manual for details about installing and using the
configuration program.
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Web Browser Hypertext Markup Language (HTML) Interface
The MSS Server includes Hypertext Transfer Protocol (HTTP) support to allow it to
act as a World Wide Web (WWW) server; this arrangement allows you to access
the MSS Server from any Hypertext Markup Language (HTML) 3.0 or higher Web
browser. The HTML interface can be used for both configuration and monitoring
operations.

You need a Web browser that can display clickable images and tables. You can
access the Web browser interface using SLIP or IP.

If you give the Web browser the SLIP address, the IP address of the Ethernet
service port, one of the configured IP addresses of the MSS Server, or its name (if
you use an IP name server), the Web browser interface will come up.

Notes:

1. The configured IP addresses of the MSS Server include the IP addresses of all
the LECs and Classical IP clients.

2. When using the SLIP interface, do not execute a TFTP to or from the MSS
Server.

Refer to the MSS Server Interface Configuration and Software User’s Guide for a
full description of the Web browser interface.
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 Appendix A. Charts

This appendix provides you with the cabling chart and the rack inventory chart. Use
them to plan the installation of the MSS Server.

IBM 8210 MSS Server Cabling Chart
Fill in the identification information for the MSS Server. Then, mark the box with an
X for each connector that you plan to use. Label the heavy lines between the boxes
with the cable numbers; for example, if the cable is a patch cable, you might
identify it as P8. For each termination point (TP), specify the type of device (for
example, Distribution Panel). For each room, rack, and connection (R/R/C), enter
the correct information; for example, you might enter E210-11-B6 to indicate that
the distribution panel is in room E210 of building 11 and that the connection to the
patch panel is B6.

Rack Inventory Chart for the 8210 (Standalone)
This chart helps you plan where to place devices within a rack. Follow the
instructions on the chart to use it.
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Appendix B. Notices and Trademarks

References in this publication to IBM products, programs, or services do not imply
that IBM intends to make these available in all countries in which IBM operates.
Any reference to an IBM product, program, or service is not intended to state or
imply that only IBM’s product, program, or service may be used. Any functionally
equivalent product, program, or service that does not infringe any of IBM’s
intellectual property rights may be used instead of the IBM product, program, or
service. Evaluation and verification of operation in conjunction with other products,
except those expressly designated by IBM, are the user’s responsibility.

IBM may have patents or pending patent applications covering subject matter in
this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to:

| IBM Director of Licensing
| IBM Corporation
| North Castle Drive
| Armonk, NY 10504-1785 USA

 Trademarks
The following terms are trademarks of the International Business Corporation in the
United States and/or other countries:

Microsoft, Windows, and the Windows 95 logo are trademarks or registered
trademarks of Microsoft Corporation.

Other company, product, and service names may be trademarks or service marks
of others.

AIX Library Reader Personal System/2
APPN Nways PowerPC (logo)
AppleTalk Operating System/2 PS/2
IBM OS/2 RS/6000
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 Glossary

This glossary includes terms and definitions from the
IBM Dictionary of Computing (New York; McGraw-Hill,
Inc., 1994).

¹ The symbol (A) identifies definitions from the
American National Standard Dictionary for
Information Systems, ANSI X3.172-1990, copyright
1990 by the American National Standards Institute
(ANSI). Copies can be purchased from the
American National Standards Institute, 1430
Broadway, New York, New York 10018.

¹ The symbol (E) identifies definitions from the
ANSI/EIA Standard-440-A, Fiber Optic Terminology.

¹ The symbol (I) identifies definitions from published
parts of the Information Technology Vocabulary,
developed by Subcommittee 1, Joint Technical
Committee 1, of the International Organization for
Standardization and the International
Electrotechnical Commission (ISO/IEC JTC1/SC1).

¹ The symbol (T) identifies definitions from draft
international standards, committee drafts, and
working papers being developed by ISO/IEC
JTC1/SC1.

The following cross-references are used in this
glossary:

Contrast with:  This refers to a term that has an
opposed or substantively different meaning.

Synonym for:  This indicates that the term has the
same meaning as a preferred term, which was defined
in its correct place in the glossary.

Synonymous with:  This is a backward reference from
a defined term to all other terms that have the same
meaning.

See:  This refers the reader to multiple-word terms that
have the same last word.

See also:  This refers the reader to related terms that
have a related, but not synonymous, meaning.

A
active .  (1) Able to communicate on the network. (2)
Operational. (3) Pertaining to a node or device that is
connected or is available for connection to another node
or device. (4) Currently transmitting or receiving.

adapter .  In a communicating device, a circuit card
that, with its associated software and/or microcode,
enables the device to communicate over the network.

Adaptive source route transparent bridging
(ASRT).  This is source route transparent (SRT)

bridging combined with source route to transparent
bridging (SR-TB). In this type of bridging, source routed
traffic can be converted to transparent bridge format.
The conversion is not part of the SRT standard.

address .  (1) A character or group of characters that
identifies a register, a particular part of storage, or some
other data source or destination. (A)  (2) To refer to a
device or an item of data by its address. (I) (A)  (3) In
data communication, the unique code assigned to each
device or workstation connected to a network.

Address Resolution Protocol (ARP) .  A protocol that
dynamically maps between Internet addresses,
baseband adapter addresses, X.25 addresses, and
token-ring adapter addresses on a local area network.

IP ARP translates network addresses into hardware
addresses. LAN emulation ARP translates LAN
destinations into ATM addresses.

addressing .  In data communication, the way in which
a station selects the station to which it is to send data.

Advanced Peer-to-Peer Networking (APPN) .  An
extension to SNA featuring (a) greater distributed
network control that avoids critical hierarchical
dependencies, thereby isolating the effects of single
points of failure; (b) dynamic exchange of network
topology information to foster ease of connection,
reconfiguration, and adaptive route selection; (c)
dynamic definition of network resources; and (d)
automated resource registration and directory lookup.
APPN extends the LU 6.2 peer orientation for end-user
services to network control and supports multiple LU
types, including LU 2, LU 3, and LU 6.2.

agent .  In the client-server model, the part of the
system that performs information preparation and
exchange on behalf of a client or server application.

AIX.  Advanced Interactive Executive. See AIX
operating system.

AIX operating system .  IBM’s implementation of the
UNIX operating system. The RS/6000 system, among
others, runs the AIX operating system. See UNIX
operating system.

ambient noise .  In acoustics, the noise associated with
a particular environment, usually a composite of sounds
from many distant or nearby sources. See also
background noise and impulsive noise.

American National Standard Code for Information
Interchange (ASCII) .  The standard code, using a
coded character set consisting of 7-bit coded characters
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(8 bits including parity check), used for information
interchange among data processing systems, data
communication systems, and associated equipment.
The ASCII set consists of control characters and
graphics characters. (A)

Note:  IBM has defined an extension to ASCII code
(characters 12–255).

application .  (1) The use to which an information
processing system is put; for example, a payroll
application, an airline reservation application, a network
application. (2) A collection of software components
used to perform specific types of user-oriented work on
a computer.

APPN.  Advanced peer-to-peer networking.

ARP.  Address Resolution Protocol.

AS.  Autonomous system.

ASCII.  American Standard Code for Information
Interchange.

ASRT.  Adaptive source route transparent bridging.

ATM.  Asynchronous Transfer Mode, a
connection-oriented, high-speed networking technology
based on cell switching.

attach .  To make a device a part of a network logically.

attaching device .  Any device that is physically
connected to a network and can communicate over the
network.

B
backbone .  (1) In a local area network multiple-bridge
ring configuration, a high-speed link to which the rings
are connected by means of bridges or routers. A
backbone can be configured as a bus or as a ring. (2)
In a wide area network, a high-speed link to which
nodes or data switching exchanges (DSEs) are
connected.

background noise .  In acoustics, total of all
interference sources in a system used to produce,
detect, measure, or record a signal, excluding noise
produced by the signal itself. See also ambient noise
and impulsive noise.

BAN .  Boundary access node.

Basic Input/Output System (BIOS) .  Code that
controls basic hardware operations, such as interactions
with diskette drives, hard disk drives, and the keyboard.

BBCM .  Bridging Broadcast Manager.

BCM.  Broadcast Manager.

BGP-4.  Border Gateway Protocol-4.

binary .  Pertaining to a system of numbers to the base
two; the binary digits are 0 and 1. (A)

binary digit .  Synonym for bit.

BIOS.  Basic Input/Output System.

bit .  Either of the digits 0 or 1 when used in the binary
numeration system. Synonymous with binary
digit. (T)  See also byte.

BNN.  Boundary network node.

Border Gateway Protocol-4 (BGP-4) .  An Internet
Protocol (IP) routing protocol used between domains
and autonomous systems.

boundary access node (BAN) .  A router (such as the
IBM 6611) that provides its attached LAN-based SNA
peripheral nodes direct frame-relay access to a subarea
boundary node (such as an IBM 3745 or an IBM 3746
Model 900).

boundary network node (BNN) .  Synonym for
boundary node.

boundary node (BN) .  In SNA, a subarea node with
boundary function.

Note:  A subarea node may be a boundary node, an
intermediate routing node, both, or neither,
depending on how it is used in the network.

bridge .  (1) An attaching device that connects two LAN
segments to allow the transfer of information from one
LAN segment to the other. A bridge can connect the
LAN segments directly by network adapters and
software in a single device, or it can connect network
adapters in two separate devices through software and
use of a telecommunications link between the two
adapters. (2) A functional unit that connects two LANs
that use the same logical link control (LLC) procedures
but may use the same or different medium access
control (MAC) procedures. (T) Contrast with gateway
and router.

Note:  A bridge connects networks or systems of the
same or similar architectures, whereas a
gateway connects networks or systems of
different architectures.

bridging .  The forwarding of a frame from one local
area network segment to another. The destination is
based upon the medium access control (MAC) sublayer
address encoded in the destination address field of the
frame header.
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Bridging Broadcast Manager (BBCM) .  A bridging
enhancement that can transform certain types of
bridged, broadcast frames into unicast frames, reducing
the number of packets processed by end stations and
interconnection devices while also decreasing network
utilization.

broadcast .  (1) Transmission of the same data to all
destinations. (T) (2) Simultaneous transmission of the
same data to more than one destination. (3) A packet
delivery system where a copy of a given packet is given
to all hosts attached to the network. Broadcast can be
implemented in hardware (Ethernet, for example) or
software. Contrast with multicast.

Broadcast and Unknown Server (BUS) .  A LAN
emulation service component responsible for the
delivery of multicast and unknown unicast frames.

Broadcast Manager (BCM) .  An IBM extension to LAN
emulation designed to limit the effects of broadcast
frames.

BUS.  Broadcast and Unknown Server.

BUS Monitor .  A function in the MSS Server that
provides a mechanism to pinpoint end users who could
be overutilizing the BUS. It can improve network
performance by identifying the causes of a possible
bottleneck at the BUS.

byte .  (1) A string that consists of a number of bits,
treated as a unit, and representing a character. (T)
(2) A binary character operated upon as a unit and
usually shorter than a computer word. (A)  (3) A group
of 8 adjacent binary digits.

C
C. Celsius.

change management .  The process of planning,
administering, and distributing changes to network
hardware and software components. This network
management discipline is commonly accepted as a
component of configuration management. See
configuration management.

CIP.  Classical IP.

circuit .  One or more conductors through which an
electric current can flow.

Classical IP over ATM .  An IETF standard that defines
how ATM-attached hosts can communicate using IP
over ATM.

client .  A functional unit that receives shared services
from a server. (T)

command .  (1) A request for performance of an
operation or execution of a program. (2) A character
string from a source external to a system that
represents a request for system action.

communication link .  (1) The assembly of parts of two
data terminal equipment that are controlled by a link
protocol, and the interconnecting data circuit, that
enable data to be transferred from a data source to a
data sink. (I) (2) See also data link.

community .  An administrative relationship between
Simple Network Management Protocol (SNMP) entities.

community name .  An opaque string of octets
identifying a community.

component .  Hardware or software that is part of a
functional unit.

configuration .  (1) The manner in which the hardware
and software of an information processing system are
organized and interconnected. (T) (2) The devices and
programs that make up a system, subsystem, or
network. (3) The task of defining the hardware and
software characteristics of a system or subsystem. (4)
See also system configuration.

configuration file .  A file that specifies the
characteristics of a system device or network related to
a specific product.

configuration management .  The monitoring and
control of information required to identify physical and
logical network resources, their states, and their
interdependencies. Services include customization,
network resource inventory, and assistance to other
network management disciplines.

connect .  In a LAN, to physically join a cable from a
station to an access unit or network connection point.
Contrast with attach.

connection .  (1) In data communication, an association
established between functional units for conveying
information. (I) (A) (2) In Open Systems
Interconnection architecture, an association established
by a given layer between two or more entities of the
next higher layer for the purpose of data
transfer. (T) (3) In TCP/IP, the path between two
protocol applications that provides reliable data stream
delivery service. In Internet, a connection extends from
a TCP application on one system to a TCP application
on another system. (4) The path between two protocol
functions, usually located in different machines, that
provides reliable data delivery service.

control point (CP) .  A component of a node that
manages resources of that node and optionally provides
services to other nodes in the network.
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conversion .  The process of changing from one form
of representation to another, for example, to change
from decimal representation to binary representation. In
bridging, conversion means changing frames from
source route format to transparent bridging format.

CPSW.  Control Point Switch Module.

D
D-PVLANs .  Dynamic Protocol VLANs.

data .  (1) A representation of facts, concepts, or
instructions in a formalized manner suitable for
communication, interpretation, or processing by human
or automatic means. (I) (A) (2) Any representations
such as characters or analog quantities to which
meaning is or might be assigned. (A)

data circuit .  (1) A pair of associated transmit and
receive channels that provide a means of two-way data
communication. (I) (2) See also physical circuit and
virtual circuit.

Notes:

1. Between data switching exchanges, the data circuit
can include data circuit-terminating equipment
(DCE), depending on the type of interface used at
the data switching exchange.

2. Between a data station and a data switching
exchange or data concentrator, the data circuit
includes the data circuit-terminating equipment at
the data station end, and can include equipment
similar to a DCE at the data switching exchange or
data concentrator location.

data link .  (1) The assembly of parts of two data
terminal equipment (DTE) devices that are controlled by
a link protocol, and the interconnecting data circuit, that
enable data to be transferred from a data source to a
data sink. (I) (2) Any physical link, such as a wire or a
telephone circuit, that connects one or more remote
terminals to a communication control unit, or connects
one communication control unit with another. (3) The
interconnecting data circuit and the link protocol
between two or more equipments; it does not include
the data source or the data sink.

Note:  A telecommunication line is only the physical
medium of transmission. A data link includes the
physical medium of transmission, the protocol,
and associated devices and programs— it is
both physical and logical.

dB . Decibel.

dependent logical unit requester .  See dependent LU
requester.

dependent LU requester (DLUR) .  An APPN end
node or an APPN network node that owns dependent
LUs, but requests that a dependent LU server provide
the SSCP services for those dependent LUs.

destination .  Any point or location, such as a node,
station, or particular terminal, to which information is to
be sent.

device .  (1) A mechanical, electrical, or electronic
contrivance with a specific purpose. (2) An input/output
unit such as a terminal, display, printer, or telephone.
(3) See also attaching device.

disk .  A round, flat, data medium that is rotated in
order to read or write data. (T)  See also diskette.

diskette .  A small magnetic disk enclosed in a jacket.
(T) 

diskette drive .  The mechanism used to seek, read,
and write data on a diskette.

distribution panel .  A wiring board that provides a
patch panel function and mounts in a rack. See also
patch panel.

DLL .  Data link layer.

DLUR.  Dependent LU requester

DOS.  Disk Operating System.

Dynamic Protocol VLANs (D-PVLANs) .  A
dynamically determined subset of the bridge ports.
There are many variations, but DPF VLANs operate by
learning which ports are actively participating in which
virtual LANs. Multicast traffic for this virtual LAN is then
forwarded only over those actively participating bridge
ports. By reducing the forwarding domain of multicast
packets, end stations and interconnection devices have
fewer packets to process, and network utilization is
decreased.

E
EIA unit .  Electronic Industries Association unit.

EIA 232.  In data communications, a specification of
the Electronic Industries Association (EIA) that defines
the interface between data terminal equipment (DTE)
and data circuit-terminating equipment (DCE), using
serial binary data interchange.

ELAN .  Emulated local area network.

Electronic Industries Association (EIA) .  An
organization of electronics manufacturers that advances
the technological growth of the industry, represents the
views of its members, and develops industry standards.

X-4 MSS Server Intro and Planning  



  
 

Electronic Industries Association (EIA) unit .  A unit
of measure equal to 4.45 cm (1.75 in.).

Emulated local area network (ELAN) .  A LAN
segment implemented with ATM technology.

emulation .  (1) The use of a data processing system to
imitate another data processing system, so that the
imitating system accepts the same data, executes the
same programs, and achieves the same results as the
imitated system. Emulation is usually achieved by
means of hardware or firmware. (T) (2) The use of
programming techniques and special machine features
to permit a computing system to execute programs
written for another system.

enable .  To make functional.

enabled .  On a LAN, pertaining to an adapter or device
that is active, operational, and able to receive frames
from the network.

encapsulation .  A technique used by layered protocols
by which a layer adds header information to the
protocol data unit (PDU) from the layer above. In
Internet terminology for example, a packet would
contain a header from the physical layer, followed by a
header from the transport layer (TCP), followed by the
application protocol data.

error .  A discrepancy between a computed, observed,
or measured value or condition and the true, specified,
or theoretically correct value or condition. (I) (A)
Contrast with failure and fault.

Ethernet .  A 10-Mbps baseband local area network
that allows multiple stations to access the transmission
medium at will without prior coordination, avoids
contention by using carrier sense and deference, and
resolves contention by collision detection and
transmission. Ethernet uses carrier sense multiple
access with collision detection (CSMA/CD).

event .  (1) An occurrence or happening. (2) An
occurrence of significance to a task; for example the
completion of an asynchronous operation, such as an
input/output operation.

explorer packet .  A packet, generated by the source
host, that traverses the entire token-ring network
gathering information on the possible paths the host
might use.

F
F. Fahrenheit.

failure .  (1) The termination of the ability of a functional
unit to perform its required function. (I) (A) (2) An
uncorrected hardware error. Failures are either
recoverable or not recoverable by the software or the
operator. The operator is always notified when failures
occur. Contrast with error.

fault .  An accidental condition that causes a functional
unit to fail to perform its required function. (I) (A)

feature .  A part of an IBM product that can be ordered
separately by the customer.

fiber .  Dielectric material that guides light; waveguide
(see multimode and single-mode optical fiber). See
optical fiber.

fiber optics .  The branch of optical technology
concerned with the transmission of radiant power
through fibers made of transparent materials such as
glass, fused silica, and plastic. (E)

Note:  Telecommunication applications of fiber optics
use optical fibers. Either a single discrete fiber
or a nonspatially aligned fiber bundle can be
used for each information channel. Such fibers
are often called optical fibers to differentiate
them from fibers used in noncommunication
applications.

file .  A named set of records stored or processed as a
unit. (T)

File Transfer Protocol (FTP) .  The Internet protocol
(and program) used to transfer files between hosts. It is
an application layer protocol in TCP/IP that uses
TELNET and TCP protocols to transfer bulk-data files
between machines or hosts.

fixed disk .  Synonym for hard disk.

fixed disk drive .  Synonym for hard disk drive.

frame .  (1) A data structure that consists of fields,
predetermined by a protocol, for the transmission of
user data and control data. The composition of a frame,
especially the number and types of fields, may vary
according to the type of protocol. Synonymous with
transmission frame. (T) (2) The unit of transmission in
some local area networks, including the IBM
Token-Ring Network; it includes delimiters, control
characters, information, and checking characters. (3) A
packet that is transmitted over a serial line or LANs.
See also packet.

FTP.  File Transfer Protocol.
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function .  A specific purpose of an entity, or its
characteristic action. (A)

G
gateway .  (1) A functional unit that interconnects two
computer networks with different network architectures.
A gateway connects networks or systems of different
architectures. A bridge interconnects networks or
systems with the same or similar architectures. (T) (2)
A computer that attaches two or more networks and
routes data packets to their destination through those
networks. Contrast with bridge and router. (3) The
original Internet term for router or IP router.

H
hard disk .  (1) A rigid magnetic disk such as the
internal disks used in the system units of personal
computers and in external hard disk drives.
Synonymous with fixed disk. (2) A rigid disk used in a
hard disk drive.

Note:  The term hard disk is also used loosely in the
industry for boards and cartridges containing
microchips or bubble memory that simulate the
operations of a hard disk drive.

hard disk drive .  A stand-alone disk drive that reads
and writes data on rigid disks and can be attached to a
port on the system unit. Synonymous with fixed disk
drive, hard drive.

hardware .  All or part of the physical components of an
information processing system, such as computers or
peripheral devices. (T) (A)

help .  A choice that allows a user to select various
kinds of help information.

high-performance routing (HPR) .  An addition to the
Advanced Peer-to-Peer Networking (APPN) architecture
that enhances data routing performance and reliability,
especially when using high-speed links.

HPR.  High-performance routing.

I
IBM Disk Operating System (DOS) .  A disk operating
system based on MS-DOS** that operates with all
IBM-compatible personal computers.

ICMP.  Internet Control Message Protocol.

IEEE.  Institute of Electrical and Electronics Engineers.

ILMI.  Interim Local Management Interface,
SNMP-based procedures for managing the
User-Network Interface (UNI).

impulsive noise .  In acoustics, noise of an impulsive
nature whose level is determined with a sound level
meter set for the dynamic characteristic “impulse.”

Institute of Electrical and Electronic Engineers
(IEEE).  An organization involved in establishing Local
Area Network standards.

interface .  (1) A shared boundary between two
functional units, defined by functional characteristics,
signal characteristics, or other characteristics, as
appropriate. The concept includes the specification of
the connection of two devices having different functions.
(T) (2) Hardware, software, or both, that links systems,
programs, or devices.

Internet .  The largest internet in the world consisting of
large national backbone networks and a myriad of
regional and campus networks all over the world. The
Internet uses the Internet protocol suite. See also
internet.

Internet Control Message Protocol (ICMP) .  The
protocol used to handle errors and control messages in
the Internet Protocol layer. Reports of problems and
incorrect datagram destinations are returned to the
original datagram source. ICMP is part of the Internet
Protocol.

Internet Packet Exchange (IPX) .  The routing protocol
used to connect Novell’s servers or any workstation or
router that implements IPX with other workstations.
Although similar to TCP/IP, it uses different packet
formats and terminology. See also TCP/IP and Xerox
Network Services (XNS).

Internet Protocol (IP) .  (1) A protocol that routes data
through a network or interconnected networks. IP acts
as an interface between the higher logical layers and
the physical network. However, this protocol does not
provide error recovery, flow control, or guarantee the
reliability of the physical network. IP is a connectionless
protocol. (2) A protocol used to route data from its
source to its destination in an Internet environment.

IP.  Internet Protocol.

IP address .  A 32-bit address assigned to devices or
hosts in an IP internet that maps to a physical address.
The IP address is composed of a network and host
portion.

IPX.  Internet Packet Exchange.
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J
jumper cable .  Synonym for patch cable.

K
Kbps .  1000 bits per second.

KVA . Kilovolt-amperes.

L
LAN .  Local area network.

LAN emulation (LE, LANE) .  The MSS Server
implements the LAN Emulation Over ATM: Version 1.0
Specification, which is widely accepted as the industry
standard for multivendor multiprotocol interoperability.
LAN emulation protocols allow ATM networks to provide
the appearance and function of local area networks like
Ethernet and Token Ring.

LAN emulation client (LEC) .  A LAN emulation
component that represents users of the emulated LAN.

LAN emulation configuration server (LECS) .  A LAN
emulation service component that centralizes and
disseminates configuration data.

LAN emulation server (LES) .  A LAN emulation
service component that resolves LAN destinations to
ATM addresses.

LANE .  LAN emulation.

layer .  (1) In network architecture, a group of services
that is complete from a conceptual point of view, that is
one out of a set of hierarchically arranged groups, and
that extends across all systems that conform to the
network architecture. (T) (2)In the Open System
Interconnection reference model, one of seven
conceptually complete, hierarchically arranged groups of
services, functions, and protocols that extend across all
open systems. (T) 

LE.  LAN emulation.

LEC.  LAN emulation client.

LECS.  LAN emulation configuration server.

LES.  LAN emulation server.

link .  (1) The logical connection between nodes
including the end-to-end link control procedures. (2) The
combination of physical media, protocols, and
programming that connects devices on a network.

LIS.  Logical IP subnet.

LLC .  Logical link control.

local .  Pertaining to a device accessed directly without
use of a telecommunication line. Contrast with remote.

local area network (LAN) .  (1) Physical network
technology that transfers data at high speed over short
distances. (2) A network in which a set of devices are
connected to one another for communication and that
can be connected to a larger network. See also token
ring and Ethernet. (3) A computer network located on a
user’s premises within a limited geographical area.
Communication within a local area network is not
subject to external regulations; however, communication
across the LAN boundary may be subject to some form
of regulation. (T) Contrast with wide area network
(WAN) and metropolitan area network (MAN).

location .  Any place in which data can be stored. (A)

logical IP subnet (LIS) .  A Classical IP (CIP) subnet. It
is composed of a CIP ARP Server and the attached CIP
Clients.

logical link .  A logical link is a link entity with the
property that multiple logical links can be distinguished
while they share the use of the same physical media
connecting two physical nodes. Examples are 802.2
logical links used on LAN facilities and LAP E logical
links on the same point-to-point physical link between
two nodes.

logical link control (LLC) .  (1) The data link control
(DLC) LAN sublayer that provides two types of (DLC)
operation. The first type is connectionless service,
which allows information to be sent and received
without establishing a link. The LLC sublayer does not
perform error recovery or flow control for connectionless
service. The second type is connection-oriented service,
which requires the establishment of a link prior to the
exchange of information. Connection-oriented service
provides sequenced information transfer, flow control,
and error recovery. (2) A sublayer of the OSI link layer
that defines formats and protocols for exchanging
frames between LLC sublayers attached to a local area
network. It has provisions that ensure that error-free,
nonduplicated, properly ordered frames are delivered to
the appropriate data-link user. See also bridge and
medium access control (MAC).

logical link control (LLC) protocol .  In a local area
network, the protocol that governs the exchange of
transmission frames between data stations
independently of how the transmission medium is
shared. (T) The LLC protocol was developed by the
IEEE 802 committee and is common to all LAN
standards.
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logical link control (LLC) protocol data unit .  A unit
of information exchanged between link stations in
different nodes. The LLC protocol data unit contains a
destination service access point (DSAP) address, a
source service access point (SSAP), a control field, and
user data. See logical link control (LLC).

logical link control (LLC) sublayer .  One of two
sublayers of the ISO Open Systems Interconnection
data link layer (which corresponds to the SNA data link
control layer), proposed for LANs by the IEEE Project
802 Committee on local area networks and the
European Computer Manufacturers Association
(ECMA). It includes those functions unique to the
particular link control procedures that are associated
with the attached node and are independent of the
medium; this allows different logical link protocols to
coexist on the same network without interfering with
each other. The LLC sublayer uses services provided
by the medium access control (MAC) sublayer and
provides services to the network layer.

M
MAC.  Medium access control.

MAN.  Metropolitan area network.

management information base (MIB) .  A collection of
objects that can be accessed by means of a network
management protocol, such as Simple Network
Management Protocol (SNMP).

management station .  The system responsible for
managing all, or a portion of, a network. The
management station talks to network management
agents that reside in the managed node by means of a
network management protocol such as Simple Network
Management Protocol (SNMP). Synonymous with
network management station (NMS).

MB.  (1) For processor storage and real and virtual
memory, 1048 576 bytes. (2) For disk storage capacity
and transmission rates, 1 000 000 bytes.

Mb. Megabit.

Mbps .  One million bits per second.

medium access control (MAC) .  The sublayer of the
data link control layer that supports media-dependent
functions and uses the services of the physical layer to
provide services to the logical link control sublayer. The
MAC sublayer includes the medium-access port. See
logical link control (LLC).

medium access control (MAC) protocol .  (1) In a
local area network, the protocol that governs access to
the transmission medium, taking into account the
topological aspects of the network, in order to enable

the exchange of data between data stations. (T)  See
also logical link control protocol. (2) The LAN protocol
sublayer of data link control (DLC) protocol that includes
functions for adapter address recognition, copying of
message units from the physical network, and message
unit format recognition, error detection, and routing
within the processor.

medium access control (MAC) sublayer .  In a local
area network, the part of the data link layer that applies
a medium access method. The MAC sublayer supports
topology-dependent functions and uses the services of
the physical layer to provide services to the logical link
control sublayer. (T)

memory .  All of the addressable storage space in a
processing unit and other internal storages that is used
to execute instructions. (T)

message .  (1) In electronic mail, information transferred
as an entity between correspondents. (I) (2) An
assembly of characters and sometimes control codes
that is transferred as an entity from an originator to one
or more recipients. A message consists of two parts:
envelope and content. (T)

metropolitan area network (MAN) .  A network formed
by the interconnection of two or more networks which
may operate at higher speeds than those networks,
may cross administrative boundaries, and may use
multiple access methods. (T) Contrast with local area
network (LAN) and wide area network (WAN).

MIB.  (1) Management information base. (2) MIB
module.

MIB view .  The collection of managed objects, known
to the agent, that is visible to a particular community.

migrate .  To move to a changed operating
environment, usually to a new release or version of a
program, system, or device.

mm .  Millimeter, millimeters.

modem (modulator/demodulator) .  (1) A functional
unit that modulates and demodulates signals. One of
the functions of a modem is to enable digital data to be
transmitted over analog transmission
facilities. (T) (A) (2) A device that converts digital data
from a computer to an analog signal that can be
transmitted in a telecommunication line, and converts
the analog signal received to data for the computer.

MPOA.  Multiprotocol over ATM.

MSS.  Multiprotocol Switched Services.

multicast .  (1) Transmission of the same data to a
selected group of destinations. (T) (2) A special form
of broadcast where copies of the packet are delivered
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to only a subset of all possible destinations. Contrast
with broadcast.

multimode optical fiber .  (1) A graded-index or
step-index optical fiber that allows more than one bound
mode to propagate. (E) Contrast with single-mode
optical fiber. (2) An optical fiber waveguide usually
characterized by a core diameter of 50 to 100 µm that
will allow a large number of modes to propagate.

Multiprotocol Switched Services. .  A component of
IBM’s Switched Virtual Networking (SVN) framework.

N
name .  An alphanumeric term that identifies a data set,
statement, program, or cataloged procedure.

NetBIOS .  Network Basic Input/Output System. An
operating system interface for application programs
used on IBM personal computers that are attached to
the IBM Token-Ring Network. See also BIOS.

network .  (1) An arrangement of nodes and connecting
branches. (T) (2) A configuration of data processing
devices and software connected for information
interchange. (3) A signal path connecting input/output
devices to a system. A network can consist of multiple
LAN segments connected together with bridging
products. (4) The interconnection of two or more
subnets.

network management .  The process of planning,
organizing, and controlling a communications-oriented
system.

network management station (NMS) .  The system
responsible for managing a network or a portion of a
network. The NMS talks to network management
agents, that reside in the managed nodes, by means of
a network management protocol. See also agent.

NHRP.  Next Hop Resolution Protocol.

NMS.  Network management station.

noise .  In acoustics, any undesired sound.

O
offline .  Pertaining to the operation of a functional unit
that takes place either independently of, or in parallel
with, the main operation of a computer. (T)

Open Shortest Path First (OSPF) .  Provides
intra-domain information transfer for the Internet
Protocol (IP). An alternative to the Routing Information
Protocol (RIP), OSPF allows the lowest cost routing
defined by the user and handles routing in large

regional or corporate networks. It is a link-state routing
protocol specified by the IETF; link-state routing
protocols scale better than vector-distance routing
protocols like RIP.

operating system (OS) .  Software that controls the
execution of programs and that may provide services
such as resource allocation, scheduling, input/output
control, and data management. Although operating
systems are predominantly software, partial hardware
implementations are possible. (T)

Operating System/2 (OS/2) .  A set of programs that
control the operation of high-speed large-memory IBM
personal computers (such as the IBM Personal
System/2 computer, Models 50 and above), providing
multitasking and the ability to address up to 16 MB of
memory. Contrast with IBM Disk Operating System
(DOS).

operation .  (1) A defined action, namely, the act of
obtaining a result from one or more operands in
accordance with a rule that completely specifies the
result for any permissible combination of operands.
(A) (2) A program step undertaken or executed by a
computer; for example, addition, multiplication,
extraction, comparison, shift, transfer. The operation is
usually specified by the operator part of an
instruction. (A) (3) An action performed on one or more
data items, such as adding, multiplying, comparing, or
moving.

optical cable .  A fiber, multiple fibers, or a fiber bundle
in a structure built to meet optical, mechanical, and
environmental specifications. (E)

optical fiber .  Any filament made of dielectric materials
that guides light, regardless of its ability to send signals.
(E) See also fiber optics.

optical fiber cable .  Synonym for optical cable.

OS.  Operating system.

OSPF.  Open Shortest Path First.

P
packet .  (1) In data communication, a sequence of
binary digits, including data and control signals, that is
transmitted and switched as a composite whole. (I) (2)
Synonymous with data frame. Contrast with frame.

parallel .  (1) Pertaining to a process in which all events
occur within the same interval of time, each handled by
a separate but similar functional unit; for example, the
parallel transmission of the bits of a computer word
along the lines of an internal bus. (T) (2) Pertaining to
concurrent or simultaneous operation of two or more
devices or to concurrent performance of two or more
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activities in a single device. (A) (3) Pertaining to
concurrent or simultaneous occurrence of two or more
related activities in multiple devices or channels. (4)
Pertaining to the simultaneity of two or more processes.
(5) Pertaining to the simultaneous processing of the
individual parts of a whole, such as the bits of a
character and the characters of a word, using separate
facilities for the various parts. (A) (6) Contrast with
serial.

parallel port .  A port that transmits the bits of a byte in
parallel along the lines of the bus, 1 byte at a time, to
an I/O device. On a personal computer, it is used to
connect a device that uses a parallel interface, such as
a dot matrix printer, to the computer. Contrast with
serial port.

parity .  (1) A transmission error-checking scheme in
which an extra bit is added to some unit of data, usually
a byte, in order to make the total number of one bits
even or odd. For the AEA feature, odd, even, mark,
space, or no-parity coding is supported. No-parity
means that no parity bit is sent or expected. Mark and
space mean that the parity position is always set to one
or zero, respectively, and that received parity is not
checked. (2) The state of being either even-numbered
or odd-numbered.

parity (even) .  A condition when the sum of all of the
digits in an array of binary digits is even.

parity (odd) .  A condition when the sum of all of the
digits in an array of binary digits is odd.

patch cable .  A length of cable with data connectors at
both ends that is normally used to interconnect two
sections of building cable at a patch panel or to connect
a product to the building cable. Synonymous with
jumper cable.

patch panel .  An organized concentration of cable
terminations, usually mounted in a flat panel, that
facilitates the interconnection of communication cables.

PC.  Personal computer.

PCMCIA.  Personal Computer Memory Card
International Association.

personal computer (PC) .  (1) A microcomputer
primarily intended for stand-alone use by an individual.
(T) (2) A desk-top, floor-standing, or portable
microcomputer that usually consists of a system unit, a
display monitor, a keyboard, one or more diskette
drives, internal fixed-disk storage, and an optional
printer. PCs are designed primarily to give independent
computing power to a single user and are inexpensively
priced for purchase by individuals or small businesses.

Personal Computer Memory Card International
Association (PCMCIA) .  An organization involved in

establishing hardware standards that are often
associated with miniaturized peripherals.

physical .  (1) Pertaining to actual implementation or
location as opposed to conceptual content or meaning.
(A) (2) Pertaining to the representation and storage of
data on a medium such as magnetic disk, or to a
description of data that depends on physical factors
such as length of data elements, records, or pointers.
(A) (3) Contrast with logical. (A)

physical circuit .  A circuit established without
multiplexing. See also data circuit. Contrast with virtual
circuit.

port .  (1) An access point for data entry or exit. (2) A
connector on a device to which cables for other devices
such as display stations and printers are attached. (3)
The representation of a physical connection to the link
hardware. A port is sometimes referred to as an
adapter, however, there can be more than one port on
an adapter. A single DLC process can control one or
more ports. (4) An abstraction used by transport
protocols to distinguish among multiple destinations
within a host machine.

problem determination .  The process of determining
the source of a problem; for example, a program
component, a machine failure, telecommunication
facilities, user or contractor-installed programs or
equipment, an environment failure such as a power
loss, or user error.

processor .  In a computer, a functional unit that
interprets and executes instructions. A processor
consists of at least an instruction control unit and an
arithmetic and logic unit. (T)

protocol .  (1) A set of semantic and syntactic rules that
determines the behavior of functional units in achieving
communication. (I) (2) In Open Systems Interconnection
architecture, a set of semantic and syntactic rules that
determine the behavior of entities in the same layer in
performing communication functions. (T)

R
rack .  A free-standing framework that holds equipment.

rack inventory chart .  A planning chart indicating the
location of the components installed in an equipment
rack.

read-only memory (ROM) .  (1) A storage device in
which data, under normal conditions, can only be read.
(T) (2) Memory in which stored data cannot be modified
by the user except under special conditions.

receive .  To obtain and store data.
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reconfiguration .  A change made to a given
configuration of a computer system; for example,
isolating and bypassing a defective functional unit,
connecting two functional units by an alternative path.
Reconfiguration is effected automatically or manually
and can be used to maintain system integrity. (T)

reduced instruction-set computer (RISC) .  A
computer that uses a small simplified set of frequently
used instructions for rapid execution.

reference noise .  The magnitude of circuit noise that
will produce a circuit noise meter reading equal to that
produced by ten micromicrowatts of electric power at
1000 cycles per second.

remote .  Pertaining to a system, program, or device
that is accessed through a telecommunication line.
Contrast with local.

remove .  (1) To take an attaching device off a network.
(2) To stop an adapter from participating in data
passing on a network.

Request for Comments (RFC) .  Documents that
describe the Internet suite of protocols and related
experiments. All Internet standards are written as RFCs.

resource .  (1) People, equipment, or material used to
perform a task or a project. (2) Any facility of a
computing system or operating system required by a job
or task, and including main storage, input/output
devices, processing unit, data sets, and control or
processing programs.

RFC.  Request for Comments.

ring .  (1) Two or more stations in which information is
passed sequentially between active stations, each
station in turn examining or copying the information,
finally returning it to the originating station. (2) See also
ring network.

ring network .  (1) A network configuration in which
devices are connected by unidirectional transmission
links to form a closed path. (2) A network in which
every node has exactly two branches connected to it
and in which there are exactly two paths between any
two nodes. (T)

RIP.  Routing Information Protocol.

RISC.  Reduced instruction-set computer.

ROM.  Read-only memory. (A)

route .  (1) The path that network traffic uses to get
from source to destination. (2) An ordered sequence of
nodes and transmission groups (TGs) that represent a
path from an origin node to a destination node
traversed by the traffic exchanged between them.

router .  (1) A computer that determines that path of
network traffic flow. The path selection is made from
several paths based on information obtained from
specific protocols, algorithms that attempt to identify the
shortest or best path, and other criteria such as metrics
or protocol-specific destination addresses. (2) An
attaching device that connects two LAN segments,
which use similar or different architectures, at the
reference model network layer. Contrast with bridge
and gateway.

routing .  The assignment of the path by which a
message is to reach its destination.

Routing Information Protocol (RIP) .  A protocol that
provides intra-domain routing information transfer and
calculates a route based upon the least number of
hops, regardless of link transmission speed. It is a
vector-distance routing protocol. It is used by several
routing protocols including the Internet Protocol (IP),
Internet Packet Exchange (IPX), and Xerox Network
Services (XNS).

S
SAP.  Service Advertising Protocol.

select .  The process of choosing a single symbol or
menu item by placing the cursor on it and clicking the
mouse button. To select multiple symbols
simultaneously, press and hold the Shift key down while
clicking on the symbols you want to select.

serial .  (1) Pertaining to a process in which all events
occur one after the other; for example, serial
transmission of the bits of a character according to V24
CCITT protocol. (T) (2) Pertaining to the sequential or
consecutive occurrence of two or more related activities
in a single device or channel. (A) (3) Contrast with
parallel.

serial port .  On personal computers, a port used to
attach devices such as display devices, letter-quality
printers, modems, plotters, and pointing devices such
as light pens and mice; it transmits data 1 bit at a time.
Contrast with parallel port.

server .  (1) A functional unit that provides shared
services to workstations over a network; for example, a
file server, a print server, a mail server. (T) (2) In a
network, a data station that provides facilities to other
stations; for example, a file server, a print server, a mail
server. (A) (3) A device, program, or code module on a
network dedicated to providing a specific service to a
network.

Service Advertising Protocol (SAP) .  This protocol
provides a mechanism that allows IPX servers on an
internet to advertise their services by name and type.
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Servers using this protocol have their name, service
type, and internet address recorded in all file servers
running NetWare Version 2.1 (and above). A
mechanism is also provided that allows a workstation to
broadcast a query to discover the identities of all
servers of all types, all servers of a specific type, or the
nearest server of a specific type. SAP also provides a
mechanism for workstations to query any file server
running NetWare to discover the names and addresses
of all servers of a specific type.

session .  (1) In network architecture, for the purpose of
data communication between functional units, all the
activities which take place during the establishment,
maintenance, and release of the connection. (T) (2)
The period of time during which a user of a

shortcut bridge (SCB) .  Need definition  terminal can
communicate with an interactive system, usually,
elapsed time between logon and logoff.

Simple Network Management Protocol (SNMP) .  (1)
An IP network management protocol that is used to
monitor routers and attached networks using MIBs. (2)
A TCP/IP-based protocol for exchanging network
management information and outlining the structure for
communications among network devices. SNMP is an
application layer protocol. Information on devices
managed is defined and stored in the application’s
Management Information Base (MIB).

single-mode optical fiber .  An optical fiber in which
only the lowest-order bound mode (which can consist of
a pair of orthogonally polarized fields) can propagate at
the wavelength of interest. (E) Contrast with multimode
optical fiber.

SLIP.  Serial Line IP, an IETF standard for running IP
over serial communication links.

SNA.  Systems Network Architecture.

SNMP.  Simple Network Management Protocol.

SNMP agent .  As defined in the SNMP architecture, an
agent, or an SNMP server, is responsible for performing
the network management functions requested by the
network management stations.

source route bridging .  A bridging method that uses
the routing information field in the IEEE 802.5 medium
access control (MAC) header of a frame to determine
which rings or token-ring segments the frame must
transit. The routing information (RI) field is inserted into
the MAC header by the originating (source) node. The
information in the routing information field is derived
from explorer packets generated by the source host.
See explorer packet.

source route to transparent (SR-TB) .  A bridge that
connects SR and TB ports.

source routing (SR) .  A bridging protocol for token-ring
LANs. See source route bridging.

source-route transparent (SRT) .  A bridging protocol
for LANs specified in the IEEE 802.1d standard. SRT
bridges support both source-route and transparent
bridging on the same port.

spanning tree .  The method by which bridges
automatically develop a routing table and update that
table in response to changing topography to ensure that
there is only one route between any two LANs in the
bridged LAN. This method prevents packet looping,
where a packet returns in a circuitous route back to the
sending router.

SR.  Source routing.

SR-TB.  Source route to transparent bridging.

SRB.  Source routing bridging.

SRT.  Source-route transparent.

station .  (1) An input or output point of a system that
uses telecommunication facilities; for example, one or
more systems, computers, terminals, devices, and
associated programs at a particular location that can
send or receive data over a telecommunication line. (2)
A location in a device at which an operation is
performed; for example, a read station.

storage .  (1) A functional unit into which data can be
placed, in which they can be retained and from which
they can be retrieved. (T) (2) The action of placing data
into a storage device. (I) (A) (3) A storage device. (A)

Note:  The terms storage and memory are sometimes
used loosely as synonyms. In a more precise
and useful sense, the term memory pertains to
the part of storage in which instructions are
executed (main storage or execution space) and
excludes auxiliary storage devices such as
disks, diskettes, mass storage devices, and
magnetic tape. The term memory is used
primarily in microcomputers and calculators,
whereas the term main storage is used primarily
in large and intermediate systems.

subnet .  Shortened form of subnetwork. See
subnetwork.

subnetwork .  Any group of nodes that have a set of
common characteristics, such as the same network ID.

Super VLAN .  A collection of emulated LANs that
enables you to build large ATM networks.

switch .  Equipment that makes, breaks, or changes the
connections between devices in an ATM network.
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system .  In data processing, a collection of people,
machines, and methods organized to accomplish a set
of specific functions. (I) (A)

system configuration .  A process that specifies the
devices and programs that form a particular data
processing system.

Systems Network Architecture (SNA) .  The
description of the logical structure, formats, protocols,
and operational sequences for transmitting information
units through, and controlling the configuration and
operation of, networks.

Note:  The layered structure of SNA allows the ultimate
origins and destinations of information, that is,
the end users, to be independent of and
unaffected by the specific SNA network services
and facilities used for information exchange.

T
TB.  Transparent bridging.

TCP.  Transmission Control Protocol.

TCP/IP.  Transmission Control Protocol/Internet
Protocol.

Telnet .  In TCP/IP, an application protocol that allows a
user at one site to access a remote system as if the
user’s display station were locally attached. Telnet uses
the Transmission Control Protocol as the underlying
protocol.

terminal .  In data communication, a device, usually
equipped with a keyboard and display device, capable
of sending and receiving information.

terminal emulation .  The capability of a microcomputer
or personal computer to operate as if it were a
particular type of terminal linked to a processing unit
and to access data.

token .  (1) In a local area network, the symbol of
authority passed successively from one data station to
another to indicate the station temporarily in control of
the transmission medium. Each data station has an
opportunity to acquire and use the token to control the
medium. A token is a particular message or bit pattern
that signifies permission to transmit. (T) (2) A sequence
of bits passed from one device to another along the
token ring. When the token has data appended to it, it
becomes a frame.

token ring .  (1) A network with a ring topology that
passes tokens from one attaching device to another; for
example, the IBM Token-Ring Network. See also local

area network (LAN). (2) A group of interconnected
token rings.

topology .  The physical or logical arrangement of
nodes in a computer network. Examples are ring
topology and bus topology.

Transmission Control Protocol (TCP) .  (1) A
communications protocol used in Internet and in any
network that follows the U.S. Department of Defense
standards for inter-network protocol. TCP provides a
reliable host-to-host protocol between hosts in
packet-switched communications networks and in
interconnected systems of such networks. It assumes
that the Internet protocol is the underlying protocol. (2)
A transport protocol in the Internet suite of protocols
that provides reliable, connection-oriented, full-duplex
data stream service.

Transmission Control Protocol/Internet Protocol
(TCP/IP).  (1) A set of protocols that allow cooperating
computers to share resources across a heterogeneous
network. (2) A set of communication protocols that
support peer-to-peer connectivity functions for both local
and wide area networks.

transmission frame .  (1) In data transmission, data
transported from one node to another in a particular
format that can be recognized by the receiving node. In
addition to a data or information field, a frame has some
kind of delimiter that marks its beginning and end and
usually control fields, address information that identifies
the source and destination, and one or more check bits
that allow the receiver to detect any errors that occur
after the sender has transmitted the frame. (2) In
synchronous data link control (SDLC), the vehicle for
every command, every response, and all information
that is transmitted using SDLC procedures. Each frame
begins and ends with a flag. (3) In high level data link
control (HDLC), the sequence of contiguous bits
bracketed by and including opening and closing flag
(01111110) sequences. (4) In a token-ring network, a
bit pattern containing data that a station has inserted for
transmission after capturing a token.

transparent bridging (TB) .  A method for tying
individual local area networks (LANs) together through
the medium access control (MAC) level. A transparent
bridge keeps the tables that hold MAC addresses so
that frames seen by the bridge can be forwarded to
another LAN if the tables indicate to do so. This
bridging protocol is specified in the IEEE 802.1d
standard.

trap .  A vital part of the Simple Network Management
Protocol (SNMP). A trap is specified data that is sent by
a managed node (agent function) to a management
station to report an exception condition.
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U
U.  Unit. See Electronic Industries Association (EIA)
unit.

UDP.  User Datagram Protocol.

UNIX operating system .  An operating system
developed by Bell Laboratories that features
multiprogramming in a multiuser environment. The UNIX
operating system was originally developed for use on
minicomputers, but has been adapted for mainframes
and microcomputers.

Note:  The AIX operating system is IBM’s
implementation of the UNIX operating system.

User Datagram Protocol (UDP) .  (1) In TCP/IP, a
packet-level protocol built directly on the Internet
Protocol layer. UDP is used for
application-to-application programs between TCP/IP
host systems. (2) A transport protocol in the Internet
suite of protocols that provides unreliable,
connectionless datagram service. (3) The Internet
Protocol that enables an application programmer on one
machine or process to send a datagram to an
application program on another machine or process.
UDP uses the internet protocol (IP) to deliver
datagrams.

V
V. Volt.

version .  A separately licensed program, based on an
existing licensed program, that usually has significant
new code or new function.

virtual circuit .  (1) A logical connection established
between two DTEs. (2) In packet switching, the facilities
provided by a network that give the appearance to the
user of an actual connection. (T) See also data circuit.
Contrast with physical circuit. (3) In a packet-switching
data network, a logical end-to-end transmission
channel–as opposed to a physical connection–that
connects X.25 users. Virtual circuits allow physical
transmission facilities to be shared by many users
simultaneously. (4) Synonym for virtual connection.

virtual connection .  (1) A connection between two
nodes on the network that is established using the
transport layer and that provides reliable data between
nodes. (2) A logical connection established between two
data terminal equipment (DTE) devices. Synonymous
with virtual circuit.

virtual private network .  A network comprised of one
or more secure IP tunnels connecting two or more
networks.

VCC.  Virtual Circuit Connection.

W
WAN.  Wide area network.

wide area network (WAN) .  (1) A network that
provides communication services to a geographic area
larger than that served by a local area network or a
metropolitan area network, and that may use or provide
public communication facilities. (T) (2) A data
communications network designed to serve an area of
hundreds or thousands of miles; for example, public and
private packet-switching networks and national
telephone networks. Contrast with local area network
(LAN) and metropolitan area network (MAN).

workstation .  (1) A functional unit at which a user
works. A workstation often has some processing
capability. (T) (2) Personal desktop computer
consisting of a monitor, keyboard, and central
processing unit.

write .  To make a permanent or transient recording of
data in a storage device or on a data medium. (I) (A)

X
Xerox Network Services (XNS) .  A Xerox Network
Services protocol. This term collectively describes the
suite of internet protocols developed by the Xerox
Corporation. Although similar to TCP/IP protocols, XNS
uses different packet formats and terminology. See also
IPX.

XNS.  Xerox Network Services.
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