
About This Issue

Welcome, and “Thanks” for choosing to 
read NCP and 3745/46 Today. It’s hard 
to imagine that we’re halfway through the 
year 2001 when it seems like only yes-
terday that we were concerned about 
the year 2000. Time stops for no man 
and definitely for no business. Everyday 
there is a new and unique challenge 
to address in our ever-changing world        
of business. Or should I have said 
e-business? That’s what it’s all about 
today — e-business. 

Of course, we’ve all heard about the 
“dot-com” successes and the “dot-
bombs.” Maybe the dust has settled and 
maybe not. Nonetheless, the task at hand 
is how to move our businesses into the 
e-business future. That term means a lot. 
It means how to move our business to 
the Internet. It means how to intranet 
inside our business or organization. It 
talks to how we do business with our 
customers and our suppliers. It drives us 
to greater efficiency in our infrastructure 
and our superstructure. And it’s not just 
for private enterprise. It’s for all types of 
organizations — for profit, or not for profit, 
or government — as well. One other thing 
that “e-business” means is the explosion 
of data and the need for storage strate-
gies for the future. 

SAN/NAS

The first section of this issue is about 
storage strategies of the now and the 
future. We’re fortunate to have some 
opening words by Linda Sanford, Senior 
Vice President and Group Executive, IBM 
Storage Systems Group. Linda offers a 
unique insight into the storage demands 
of today and the future, and how 
storage networking is going to meet 
those demands. Following Linda Sand-
ford’s introduction, we have an article 
on what storage networking is all about. 
Then the first section is rounded off with 
a some “hot off the press” articles about 
brand-new storage networking products 
from IBM. This is must-read information if 
you’re in business and want to compete 
in business today. 

Network Technology

Of course, we realize that there are other 
topics that might pique your interest, so 
we have an entire second section dedi-
cated to general networking technology 
subjects. These subjects cover the hard-
to-answer questions of when and where 
to start the e-business transformation, 
how to merge SNA and TCP/IP envi-
ronments,  and how to balance those 
merged environments. They also touch 
on class/quality of service and security 
in these new environs. Again, this section 
is real “reach out and touch you” informa-
tion for your business today. I know you’ll 
enjoy it.

NCP and 3745/46

The third section is about the latest and 
greatest from us in the NCP and 3745/46 
world. We’ve worked hard to respond 
to a number of new requirements that 
came directly from you, our customers. 
Then, we added a few new functions 
from ideas of our own. We hope this new 
support will make an already highly pre-
dictable and highly reliable product set 
more valuable to you and easier to use. 
These new functions span the product 
set from the 3745/46 to NCP, SSP, and 
NTuneMONTM and the service for each.  

In our last issue, we included an 
NTuneMON demonstration CD inside the 
back cover and we received much 
favorable feedback — so much good 
feedback that we decided to do it again. 
The CD cover has all the instructions 
you need to download it,  and detailed 
instructions for using it are in the down-
loaded material. 

Again, thank you for spending some of 
your valuable time reading our magazine. 
We sincerely hope that you find it stimu-
lating, enjoyable and rewarding — both 
personally and professionally. We strive 
to make NCP and 3745/46 Today the 
best magazine in its class. The Summer 
2000 Edition won an Excellence Award 
in the Society for Technical Communi-
cation (STC) 2001 Technical Publication 
Competition. Additionally, the enclosed 
NTuneMON CD won a Merit Award in the 
STC 2001 Online Information Competition. 

If there’s something we 
have missed or something 
you’d like to see in a 
future issue, please use 
the feedback form at the 
end of the magazine to 
contact us by mail, or 
reach us at
ibm.com/networking/ncp

Look out for those “data 
explosions,” and whatever  
you do, enjoy your year 2001.

We would also like to remind 

you that you are important to 

us and we want to say “Thank 

you” for being our customers 

and for using our products and 

services.
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IBM Continues Drive to Storage Leadership 
by Linda Sanford, Senior Vice President and Group Executive, IBM Storage Systems Group

IB
M

 C
o

n
tin

u
e

s D
rive

 to
 S

to
ra

g
e

 L
e

a
d
e

rsh
ip

These estimates from the NEC Research 
Institute illustrate the enormous informa-
tion explosion that has become a critical 
issue for IT executives around the world. 
The relentless growth in data is driving 
huge increases in storage requirements 
for businesses of all sizes. The average 
company’s storage needs are more than 
doubling every year.

As companies consider ways to manage 
their data, secure it and make it accessi-
ble when and where it’s needed, storage 
area networks (SANs) have become a 
popular alternative to traditional direct-
attached storage. Three out of five 
companies have implemented SANs or 
are planning to initiate SAN projects in 
the near term, according to a recent 
IDC survey of large enterprises in North 
America. With the spending growth 
for SANs and network-attached storage 
(NAS) already outpacing the growth 
of direct-attached spending, SANs will 
almost certainly become the dominant 
model for storage environments in the 
future.

As storage moves into the network, IBM 
is committed to helping customers make 
this migration in a way that is evo-
lutionary, not revolutionary. We want to 
protect your existing storage investments 
and help you integrate your storage 
resources to make your storage environ-
ment more manageable and your data 
more valuable.

Two-and-a-half billion Web sites. Seven million more 
coming online every day. More than 500 billion 
documents online. 

To respond to your accelerating storage 
requirements, IBM and our Business 
Partners have invested several billion 
dollars over the past 18 months to recap-
ture industry leadership in storage. The 
IBM TotalStorageTM portfolio offers the 
industry’s most complete array of disk 
and tape hardware, storage networking 
software and the services capabilities 
that customers need to put it all together. 
IBM has also been a leading voice 
in the industry behind an important 
cause: the development of open stan-
dards that allow for true and complete 
interoperability. In June, IBM joined five 
other storage vendors in announcing an 
unprecedented interoperability initiative 
that will make possible the first cross-
vendor, jointly supported open storage 
networking solutions.

Open standards and interoperability are 
critical if we are to deliver on the 
true promise of storage area networks: 
universal access to information, where 
data can be stored and accessed from 
anywhere, anytime, from any applications 
running on any operating system on any 
hardware platform. 

In this issue of NCP and 3756/46 Today 
magazine, Diane Pozefsky looks in-depth 
at the evolution of storage networking 
and where we see the technology 
heading. You’ll also find stories on 
Tivoli® storage network management 
software, updates on key networking 
technology and information on our                         
new NAS gateway products.

Three out of five companies 

have implemented SANs or 

are planning to initiate SAN 

projects in the near term, 

according to a recent IDC 

survey of large enterprises in 

North America.

As IBM continues its drive to industry 
leadership in storage, you can count 
on our full support and commitment to 
open standards, to leadership in storage 
networking and to delivering world-class 
products, on-time. 

You can also count on us to keep you 
informed of all the latest developments 
— through publications like this one. 
Please fill out the feedback form in the 
back of this issue and let us know what 
topics you’d like to see addressed in 
future issues. 

Thanks for your business and for your 
confidence in us as a strategic partner 
you can count on to help you meet the 
storage challenge. 
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Separating Storage 
from Servers

It has always been true that a corpo-
ration’s key IT asset is its data. When 
storage was tightly coupled to the 
server on which the data would be 
processed, the data and storage were 
simply subsumed under concerns for the 
server. Network design focused on avail-
ability of server access; scalability and 
manageability were defined by the server 
characteristics. Today, we are looking 
at significant changes to the storage 
environment. These changes involve 
separating storage from servers to create 
an environment that is generally referred 
to as storage networking. 

The move from server-based storage to 
network-based storage is as significant 
and fundamental a change as was the 
move from the centralized mainframe 
model to the client-server model or from 
client-server to Internet. But the separa-
tion of the storage is only the first step. 
We also want to treat the storage in the 
network as a single pool, leading to the 
virtualization of storage. 

Once the storage-server axis is broken, 
we can begin to treat the information and 
the copy of the information as separate, 
and start looking at different ways to 
manage and access the information. 
This leads to the work in content dis-
tribution. Two of the key technologies 
of storage networking are the infra-
structure model, known as storage area 
networking (SAN), and special-purpose 
file servers, known as network-attached 
storage (NAS).

This article introduces the concepts of storage 
networking and two key technologies used in today’s 
storage solutions: the storage area network (SAN) 
and network-attached storage (NAS). It provides an 
overview of storage networking, and explains how the 
storage industry evolved to that model. It also covers 
the basics of SAN and NAS, and looks at where we 
see the industry and technology heading.

Storage Networking: 
More than an SNA Anagram
by Diane Pozefsky

Evolution of Information 
Access

In the centralized computing model, the 
complete application and all the needed 
data are stored and used in a single 
location — the mainframe. This is a very 
simple and efficient model. Access to 
information is local and there is no need 
to determine how to access data — 
it is all local. All that was necessary 
was to decide where the server should 
be located and to validate that network 
access allows users to reach the server 
with appropriate response times.

The advent of the client-server model 
did not affect the use of storage, but 
moved applications from a centralized 
model to a decentralized model. With the 
application running on distributed clients, 
access to data began to take on the 
first concerns of networking — how 
much data needed to be transferred, 
and was the network bandwidth and reli-
ability sufficient for the transfer of data? 
The location of servers took on new 
levels of complexity, and network design-
ers started to design the network with 
concern for data transfer. 
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The move to the World Wide Web 
exploded the amount of data being 
stored. Large corporations started seeing 
huge amounts of data, in the form of Web 
pages, added to the content that they 
needed to manage. This data increase 
was a significant motivator of the storage 
consolidation efforts seen, for example, in 
the growth of SANs. 

The growth of e-business also intro-
duced the notion of doing more for the 
end user. For example, once a customer 
enters any information into the system, 
well-designed Web sites continue to 
use this data in multiple ways and 
through multiple phases of processing. 
In some cases, the data is transformed 
and copied, but more often, the data 
is shared among different applications.    
As data sharing grows, the problem of 
keeping data with the application grows. 
How many applications must reside on 
the same server? Data sharing further 
enhanced the consolidation model and 
added the need for specific file sharing. 
While file sharing is not especially new, 
we saw a new surge of interest in the 
area with the growth of NAS. 

The Changing Requirements 
of e-business

As the world moves to a rapidly growing 
dependence on e-business, the infra-
structure for e-business is adapting 
to meet these needs. What are the 
changing requirements? The most signifi-
cant is that information must be available 
reliably and efficiently wherever and 
whenever it is needed. The winners in 
the Web world are those who can keep 
customers returning to their sites. One of 
the keys to strong Web sites is that they 
are responsive. Users will come back to 
sites if they can do what they need to 
do efficiently. If it takes too long to check 
the weather, there are other solutions to 
find the information. If there are half-a-
dozen sites that sell the same item at 
approximately the same price, users go 
to those that are the quickest.

What do these requirements mean for 
the world of storage? While companies 
still need and want very tight control 
of their data and information, they 
cannot afford to work with a single-copy 
model. There must be multiple copies to 
provide reliability, availability and appro-
priate responsiveness. Reliability and 
availability are nothing new to the corpo-
rate world, but managing response times 
is a significantly different problem from 
the one it used to be. 

When people accessing the information 
can be anywhere around the world rather 
than in a few well-defined locations, 
problems can no longer be addressed 
by network design alone. And it is not 
just consumers who create this stress: 
business partners, suppliers, and busi-
nesses that are customers all require this 
same type of access. Even employees 
are no longer in well-defined locations. 
With business travel at an all-time high 
and the growth of the “teleworking” 
community, even that landscape has 
changed dramatically. 

The need for responsiveness implies that 
there must be additional copies of data, 
and the need for control requires that 
there be synchronization rules for the 
data. There are multiple models, all the 
way from all data being copied every-
where to the simplest caching models. 
Models for distributing this data will 
continue to evolve and emerge, and the 
optimal selection of the distribution model 
will become a competitive advantage. 

As the complexity of storage has 
increased, the skills available to manage 
it have shrunk. The old adage therefore 
applies that we need to learn to work 
smarter, not harder. The first step toward 
addressing these problems was the con-
solidation of storage into SANs and NAS 
devices. 
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Storage Area Networks

When we refer to consolidation, the 
physical consolidation of the storage is 
not sufficient. Not only must the storage 
be brought physically together to be able 
to better manage it, but the storage must 
be accessible as a single pool of storage 
that can be used by whatever servers 
and applications need it. Also, the user 
must be assured that the storage is safe 
from inadvertent access or damage.

The first step is to create the physical 
pool of storage with a SAN. This is not 
a specific product, but an infrastructure 
for shared storage. In today’s environ-
ment, SANs are implemented on a Fibre 
Channel base, but the fundamental prin-
ciple of SANs is not tied to the media 
used. The fundamental characteristic is 
that the storage is on a network rather 
than directly attached to a server. The 
implications of this structure are that 
multiple servers can be physically on 
the SAN and have access to the same 
storage device, and that such a server 
has access to multiple devices. This 
structure provides the scalability and 
manageability that businesses need as 
their storage requirements grow.  SANs 
also enable such key functions as 
backup and copying that do not interfere 
with either the servers that use the data 
or the network on which the corporation’s 
other traffic is flowing. 

As already noted, consolidation requires 
more than physical consolidation, but 
before moving on to these additional 
requirements, let’s spend a moment on 
the medium that is used. Today, SANs are 
built on Fibre Channel, and this restricts 
the placement of the servers that can 
access those storage devices. Although 
Fibre Channel extenders do exist, there 
are many environments in which they are 
not sufficient. For example, a company 
with a large number of remote offices will 
not be able to have servers at the remote 
offices directly accessing fibre-attached 
SAN storage. This is where IP storage 
comes into play. IP storage provides all 
of the benefits of SANs — the consolida-
tion with its scalability and manageability 
— while extending the access to this 
storage across the wide area network 
(WAN). 

Needed Enhancements

Returning to the requirements beyond 
physical sharing, a series of enhance-
ments are needed to make the 
consolidated pool easy to use. In the 
industry, these enhancements are often 
referred to as virtualization. A simple defi-
nition of virtualization is the conversion 
of discrete physical entities into a single 
logical whole. Virtualization can occur at 
a number of different levels and we begin 
here by talking about disk, or logical unit 
(LUN), virtualization. 

LUN virtualization covers those features 
that are needed to make this pool of 
storage behave as a single virtual disk. 
When a SAN has these capabilities, 
servers now connect to a virtual disk 
that can span multiple units. When new 
storage is added to this virtual disk, no 
changes are required at the server; the 
virtual disk simply gets larger. LUN vir-
tualization also includes LUN masking, 
which can ensure that only one server 
has access to any specific storage. 



12

Without LUN masking, every operating 
system attached to the SAN assumes 
that the entire SAN belongs to it. Clearly, 
this is not desirable and becomes one 
of the management complexities for a 
SAN. Virtualization removes this burden 
from administrators. LUN virtualization will 
be a continually enhanced function, not 
a one-time capability that is “done.” The 
virtual disk and LUN masking are clearly 
the most important two features and 
therefore, the first ones to be provided, 
but as technology and business require-
ments advance, we can expect to see 
additional capabilities added at this layer. 

As virtualization is added to a SAN, there 
must be physical control of this logical 
entity, and that requires a single logical 
control point that is always used when 
requesting access to data. Clearly, such 
a single point of control can cause 
performance problems, but that is not 
necessarily the case. With products and 
technology such as the Tivoli® SANergyTM 

software, that single control point needs 
to be accessed only when the file is 
opened. By returning appropriate infor-
mation and authority to the requesting 
server, additional access to the file can 
be directly from the server to the data.  

Network-Attached Storage 

Like the SANergy software, NAS devices 
are built on the file paradigm and provide 
the important function of file sharing. IBM 
has delivered distributed file systems, 
Andrew File System (AFS®) and Distrib-
uted File System (DFSTM), for a number 
of years. These systems allow multiple 
users to access the same file, and allow 
the user to access a file without knowing 
where it is located and whether the file 
being accessed is a primary copy or a 
secondary copy. Once the environment is 
set up, all copies of the files are automati-
cally kept up-to-date. The key advantage 
to users of the system is that a widely 
distributed audience can all get local-
access performance to the files.

NAS devices are simply file servers. 
File systems and file servers have been 
around for a long time. The primary 
reason why businesses began using 
file systems was for sharing of informa-
tion. When many people or applications 
require access to the same information, 
it is more efficient to have a single copy 
that everyone knows is the most recent. 
File servers were originally just another 
component that ran on general-purpose 
servers. As the use and importance 
of file serving grew, it was recognized 
that much of the processing power of 
the server was being dedicated to file 

serving, and that the overhead and com-
plexity of the general-purpose server was 
not only unnecessary, but indeed added 
to the administrative burden. Given those 
two observations, special-purpose file 
serving devices — NAS appliances — 
were born. 

There is clearly a need for these appli-
ances. IBM’s current focus is to bring the 
benefits of the NAS environment to those 
customers who also need the consoli-
dation and scalability of SANs. We refer 
to this configuration as a NAS gateway 
because the device does not come with 
its own integrated storage, but simply 
provides the access to existing SAN 
storage. Our goal is to integrate these 
two technologies that customers have 
found so valuable: the scalability and 
manageability of large amounts of 
storage on a SAN with the simplicity and 
sharing of file systems provided by NAS. 
When a NAS gateway is placed on a 
SAN, it is typically not the only server 
on the SAN. The existing application 
servers can continue to use the SAN 
as usual. The NAS gateway is simply 
another server that can share the pool 
of storage. As the need for more NAS 
storage grows, the NAS gateway simply 
expands its share of the SAN-attached 
devices.
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A NAS device, whether containing inte-
grated storage or a gateway to a SAN, 
provides a single access point to a large 
quantity of storage and the files on it. Our 
NAS product line features a shared file 
system and a cluster model that allows 
multiple servers to serve them. With 
the load distribution capability of access-
ing any of these servers through a 
single address, the server needs to 
know only that the file requested is avail-
able through this NAS server. The actual 
server that will be used, the volume that 
it is stored on, and whether it is on 
direct-attached storage or a SAN are all 
transparent to the user. Because of this, 
the NAS cluster itself is able to move 
files when new storage becomes avail-
able, and provide backup and mirroring 
capabilities transparently to any user. 

A word of warning about shared file 
systems: There is no magic in either 
distributed file systems or shared file 
systems that allows multiple parties to 
simultaneously update a file. At the 
most basic, all of these systems ensure 
consistency by prohibiting this from hap-
pening. This same distributed file model 
is needed and expected in our NAS 
environment. Although each NAS cluster 
will have a shared file system, there will 
often be multiple geographically sepa-
rated clusters. In this environment, you 
will want to be able to think of the multi-
plicity of NAS environments as a single 
file system, and you will often need the 
performance advantage of the closer file 
access. We refer to this as a federation of 
NAS clusters.

Content Distribution

Content distribution is in many ways 
simply the next step beyond virtualiza-
tion. Not only should you be able to think 
of all the storage in the network as a 
single pool, but the network should 
be able to manage the placement of 
the information that is stored in a 
manner that meets the criteria that you 
have established for that information. 
The criteria that you need to establish 
include: 

 The level of availability of the data 

 The backup requirements (for 
example, the window of lost data that 
can be tolerated) 

 The performance requirements for 
accessing this data (for example, 
latency)

 The constraints on assuring that all 
accesses to the data get the most 
current information

Some examples of the different types of 
requirements will help explain this. For a 
database such as current product infor-
mation that is updated every evening 
and accessed constantly throughout the 
day on a worldwide basis, the availability 
and latency are critical, but a backup 
copy of the master data is  required 
only once a day. The implication is most 
likely that you would want to replicate 
multiple read-only copies of the informa-
tion immediately after update. On the 
other hand, data that tracks activities 
happening during the day, and is there-
fore updated throughout the day through 
a batch process from around the world, 
but needs to be always available and 
always correct, would be more apt to 
exist as a single copy that is constantly 
mirrored. The goals for content manage-
ment are that the operational activities to 
provide these capabilities be automated, 
based on policy statements, and that this 
type of management can be focused on 
the policy definitions.
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Key components of content distribution 
include the management of the data and 
the timely and efficient distribution of the 
data where needed. There are a number 
of options that can provide the replica-
tion function. In some cases, you will 
“push” the copies out to edge locations 
in advance of any requests for them 
and always keep them up-to-date as 
changes occur. This would be the tradi-
tional replication function. Variants on this 
model include not replicating until there 
is a request for data but then keeping it 
up-to-date as changes occur. This variant 
is useful if only a small portion of a large 
collection is likely to be used, but once 
it is used, it is likely to be accessed 
multiple times. This capability might be 
called intelligent replication.

On the “pull” side of getting the informa-
tion out to the users, the basic function 
is caching. The assumption with caching 
is that if there is one use of information, 
others are to follow. Here, too, we can add 
intelligence to the function. The caching 
policy can be adapted, based on history 
or on the types of data that have been 
requested. It is also possible to “prefetch” 
based on the same characteristics or 
information stored with the data. For 
example, when a Web home page is 
loaded, it may be worth prefetching all of 
the pages at the next level. Once one of 
the next-level pages is loaded, it may be 
worth prefetching more depth than just 
the next level.

The replicated or cached information 
is stored in a device that we refer 
to as an edge server. Besides this 
function, the edge server will support a 
number of capabilities needed for perva-
sive devices. Two of these key functions 
are personalization and transcoding. 
Personalization is the specification of 
what information is relevant to the 
recipient.Transcoding refers to the func-
tions that take a standard Web page 
and convert the presentation to match 
the device to which it is to be sent (for 
example, screen size, graphic capabili-
ties, and color scale). 

When considering personalization, one 
recognizes that there is a hierarchy 
of information. You can imagine, for 
example, that there is a locality of news 
that is likely to occur. Most requests for 
U.S. news are going to come from within 
the U.S., for state news from within the 
state, and for local news from within 
the local area. It is therefore important 
that the storage and data hierarchy be 
multilevel to get the most benefit from 
caching.

For most companies, the most 

important data stays in their 

data centers. These use tightly 

managed SANs with data 

backed up, archived, and 

protected.
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To pull together the technical description 
of storage devices needed to support 
content distribution, there are conse-
quently four tiers of devices to consider:

 The master copy of storage stored 
or created at a single central location

 The cached or replicated copy at 
the edge of the network, which 
provides the needed response time 
and supports streaming multimedia

 Potential intermediary caching and 
staging points to take advantage of 
commonality 

 The actual clients

As one considers the environment 
described for content distribution, it 
is unlikely that most corporations will 
actually deploy this type of network on 
their own. It is impractical to expect 
most companies to have a network that 
reaches the breadth that this access 
implies. Therefore, it becomes a signifi-
cant service provider strategy to create 
this part of the storage networking infra-
structure. 

Policy-Based Management

With all of this technology to place 
storage where it’s wanted and provide 
access to the data as it’s needed, the 
administrative cost and complexity of this 
environment can still be overwhelming. 
You need to deal with the management 
and security of data at the business 
level:

 What is the value of the data to the 
corporation? 

 How critical is it that there be no lost 
data?

 What is the cost to the business if 
the data is not accessible for some 
amount of time? 

 Where do I need to keep archives and 
how many versions are needed? 

These are the questions that the 
business wants to focus on — 
independently of the type or location 
of the data. To have this capability, you 
need policy-based management.

Policy-based management exists today 
for areas outside of storage, and for 
storage, it exists in specific environments. 
For example, Tivoli SecureWay® Policy 
Director provides these types of capa-
bilities for security access, and storage 
products such as Data Facility Storage 
Management Subsystem (DFSMS) for the 
storage that they manage. Where we 
need to be is a single-policy definition of 
storage that supports all types of data 
(Web pages, databases, electronic mail, 
and all other files as well) independently 
of where they are stored. The policy 
management should drive key products, 
such as Tivoli Storage Manager and Tivoli 
Storage Network Manager, and support 
all major vendors’ storage. For policy-
based management to be most valuable 
to users, it must be based on open stan-
dards with proven interoperability so that 
it is able to deal with all of the business 
data in a holistic manner.
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As already stated, policy must address all 
data, no matter where it is, and a corpo-
ration’s data is spreading far and wide. It 
is no longer all sitting in the data center. 
Let’s take a look at what is happening 
to corporate data. For most companies, 
the most important data stays in their 
data centers. These use tightly managed 
SANs with data backed up, archived, 
and protected. Most of the content is 
managed here. But leaving the data 
just at the data center no longer 
works. Remote offices that need fast 
access to data often can’t handle the 
network delays that are inherent in 
remote access. Corporations therefore 
want copies of that data at the remote 
sites, but they can’t afford to manually 
ensure that the data is up-to-date. 
The policy-based management needs 
to take on the responsibility of ensuring 
consistency. 

In other cases, those response-time 
requirements do not exist, and the 
remote sites want direct access to all 
the data — both data that is accessed 
through file systems and data that is 
accessed directly on a SAN. In this case, 
IP storage can be used. For other orga-
nizations or for other data, the storage 
might not be at the enterprise at all, 
but at a storage service provider. In this 
case, the requirements still remain the 
same — the service-level requirements 
become the responsibility of the SSP, but 
the business still wants to manage the 
policy in a single place with a single set 
of decisions. 
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As access to information becomes ubiq-
uitous across the Web, many of these 
same requirements surface for the infor-
mation going out to the company’s 
customers and other audiences (stock-
holders, press, business partners, and 
so on). Here, there is not the option of 
the corporation building the breadth of 
network to meet these needs, so they 
will require the services of content-distri-
bution providers who can take advantage 
of their global presence to provide the 
performance required.

No matter the size of the organization 
or the business, or whether the storage 
is maintained in-house or at a service 
provider, we see the volume of data 
and the needed access to it growing 
at ever-increasing speeds, and these 
requirements for easier management of 
data and storage becoming critical to the 
growth of business. Our goal is to provide 
the products and services to tame the 
information beast. 
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iSCSI: Furthering IBM Storage Networking 
Leadership 
By Jim Tuckwell

This need for information, and the expo-
nential growth of stored data to provide 
it, have led to a transformation in the 
IT industry. Not long ago, servers were 
viewed as the central component of the 
network, and storage was often seen 
as an afterthought. Today, an organiza-
tion’s data is the heart and lifeblood of 
its network. Providing ease of access to 
exploit this asset, in a secure environ-
ment, is crucial to success.

While pursuing the promise of the 
competitive advantage that e-business 
applications can provide, many custom-
ers, if not the vast majority of them, have 
seen significant growth in the numbers of 
servers and their associated databases 
in their networks. This phenomenon 
has led to the growing complexity 
of systems and storage management, 
increasingly inefficient storage utilization 
and increased cost of ownership. These 
issues are compounded when, as is the 
case with many customers, support staffs 
often have very limited resources. The 
deployment of storage area networks 
(SANs) is designed to address these 

requirements, and increasingly, custom-
ers are seeing improved availability and 
service levels, improved administration, 
increased flexibility and lower cost of 
ownership as a result of implementing 
SANs. However, these same require-
ments exist throughout many areas within 
organizations that are not served by 
SANs, as well as in organizations where 
Fibre Channel SAN networking technol-
ogy isn’t justifiable. 

Remote locations, departments, and 
small- to medium-sized businesses are 
increasingly voicing the need for directly 
addressable, pooled storage solutions, 

Today’s incredibly fast-paced, ruthlessly competitive, 
global business environment has led to the  
ever-increasing strategic importance of leading-edge 
e-business applications and the transformation of 
data into meaningful information with which to 
fuel competitive advantage. 

optimized for database-intensive appli-
cations, which can be deployed over 
familiar IP “fabric.” In effect, they require 
a solution often referred to as SAN 
over IP. What these customers require 
is a lower-cost, more-easily managed 
and more-affordable approach than cur-
rently available SAN solutions. In addition, 
these customers typically don’t require 
the enterprise-level scalability, reliability 
and performance that are the hallmarks 
of SAN technology. These customers also 
demand that pooled storage solutions be 
based on open standards so that they 
can maintain the maximum in flexibility 
and control. 
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What is iSCSI?

Developed by IBM Research in Almaden, 
CA and Haifa, Israel, “iSCSI” is a new 
technology that provides the encapsu-
lation of SCSI commands with TCP/IP 
for transport over IP network “fabric.” 
iSCSI product development is currently 
taking two different paths. One approach 
is based on developing an iSCSI-based 
storage “appliance.” These devices 
include imbedded storage, and utilize 
iSCSI technology to attach directly to 
the IP network. The second approach 
features a “gateway” that utilizes iSCSI 
technology and provides an “extension” 
for Fibre Channel SANs, to link users 
of the Fibre Channel SAN environment 
and users in the IP network environment. 
These gateways do not contain internal 
storage.

Each of these approaches provides three 
separate components:

Initiators (1): These are the “device 
drivers” that reside on the client. They 
intercept SCSI commands, encapsulate 
them with TCP/IP, route them over the 
IP network and provide access to the 
“target” device. 

Target Software (2): This software 
receives iSCSI commands from the IP 
network, and can also provide con-
figuration support, storage-management 
support and other capabilities. 

Target Hardware (3): This can be 
a storage appliance containing internal 
storage, or a gateway that has no internal 
storage of its own, but extends the reach 
of the SAN to users on IP networks.  

There are some in our industry who are 
eager to predict that IP-based storage 
will replace SAN technology. IBM doesn’t 
share this view, but sees iSCSI as 
an exciting new technology capable of 
providing solutions that are an extension 
of, and complementary to, the benefits 
that SANs offer. Just as SAN features 
and functions continue to be enriched, 
IBM expects the capabilities provided 
by iSCSI technology to grow, as a 
number of different factors evolve over 
time, such as: 

 The introduction of 10-Gigabit Ethernet 
(expected late in 2002 or 2003)

 The introduction of Host Bus Adapters 
(HBAs) to offload TCP/IP overhead 
from storage appliances and clients, 
thus improving performance/
throughput (this is beginning to 
happen now) 

 Improved network and storage  
management capabilities

IBM Storage Networking 
Leadership

IBM is committed to being a storage 
networking leader. Nowhere is this com-
mitment more self-evident than in the 
announcement of the IBM TotalStorageTM 

IP Storage 200i in February, 2001. One 
of the first iSCSI solutions to be intro-
duced into the market, this new storage 
“appliance” clearly extends IBM’s lead-
ership in IP-based storage networking 
research, development and open stan-
dards to deployable customer solutions. 
The IBM TotalStorage IP Storage 200i 
positions IBM as a technology and 
open-standards leader, and is IBM’s 
first step in delivering solutions for the 
emerging market for pooled storage over 
IP networks. 

Designed for environments that don’t 
require and cannot justify the bandwidth, 
enterprise-level reliability, or scalability 
provided by Fibre Channel SANs, the 
TotalStorage IP Storage 200i begins 
to bring the advantages of SAN tech-
nology to users on Ethernet and Gigabit 
Ethernet “fabric,” and is specifically 
engineered for: 

 Departments and workgroups 

 Remote branch/plant sites

 Service providers 

 Small- to medium-sized businesses

The IP Storage 200i can provide an 
excellent pooled-storage solution if you  
have multiple servers and your storage-
management requirements have grown 
in complexity to the point where your 
IP staffs lack the resources or skills to 
effectively manage them. Its use of the 
familiar IP fabric makes this approach 
more manageable and affordable in 
such a situation. 

IBM is committed to being 

a storage networking leader. 

Nowhere is this commitment 

more self-evident than in the 

announcement of the IBM 

TotalStorageTM IP Storage 200i 

in February, 2001.
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IBM IP Storage 200i Model 200

IBM IP Storage 200i Model 100

IBM TotalStorage 
IP Storage 200i 

There are three models of the IP 
Storage 200i, the Model 100, 200 and 
EXP (expansion unit). All feature RAID 
reliability and a preloaded operating envi-
ronment (microcode) based on Linux, 
and are designed for block I/O storage. 
Initiators are downloadable from the Web 
at no charge and support Windows NT®, 
Windows® 2000 and Linux clients. 

IBM is committed to iSCSI as the 
open standard for the transport of block 
I/O over IP and, as a result, actively 
participates with other industry leaders 
in the Internet Engineering Task Force 
(IETF) standards efforts. The standards 
definition is not yet finalized, although a 
final proposed standard is expected in 
October of this year. IBM’s iSCSI strategy 
includes the adoption of this proposed 
standard. 

IBM TotalStorage IP Storage 200i 
Model 100

The IBM IP Storage Model 100 is a 
tower configuration that includes 36.4-GB 
hard disk drives (three to six, providing 
from 108 to 216 GB). The Model 
100 features an 800-MHz Pentium® III 
processor, takes advantage of standard 
IBM components to minimize cost, and 
is bundled with microcode that provides 
a browser interface for straightforward 
configuration and management. With 
a suggested retail price starting at 
USD19 995, the Model 100 is an 
excellent fit if you want to begin taking 
advantage of the benefits offered by an 
IP-based, pooled-storage solution, and 
position yourself for the future.

IBM TotalStorage IP Storage 200i 
Model 200

The IBM IP Storage 200i Model 200 
comes as a tower configuration and 
is designed for environments requiring 
increased performance. The Model 200 
offers up to two 800-MHz Pentium III 
processors, and imbedded storage 
ranging from 216 GB to 1.74 TB (utilizing 
the same 36.4-GB hard disk drives as 
the Model 100). Suggested retail prices 
range from USD40 000 to USD100 000. 

IBM TotalStorage IP Storage 200i 
Model EXP (Expansion Unit) 

The IBM IP Storage 200i Model EXP 
provides additional storage capacity for 
the Model 200. It holds 14 slim-high 
36.4-GB hard disk drives (ships with 3), 
providing up to 509 GB storage capacity 
per unit. Up to three Model EXPs can 
be attached to a Model 200, providing 
1.7 TB of storage. Each Model EXP has  
dual 250 W, hot-swap, redundant power 
supplies.

IBM Storage Networking Alternatives 

IBM offers multiple approaches to extend 
the advantages offered by storage area 
networking technology to users through-
out the entire organization. Each of 
these approaches is designed and 
optimized for specific requirements. 
When file serving and file sharing is 
required, NAS solutions are the recom-
mended approach. The xSeries 150 NAS 
family, and the groundbreaking new IBM 
TotalStorage Network Attached Storage 
300G file-serving gateway offer outstand-
ing solutions. 

If you require solutions optimized for 
database performance, block I/O 
approaches are recommended. In 
addition to SAN solutions, iSCSI solutions 
are also block I/O in design and are 
recommended. The focus of this article 
is the IBM TotalStorage IP Storage 200i. 
However, Cisco Systems is also a leader 
in iSCSI technology. Their first iSCSI 
solution, the Cisco 5420 Storage Router, 
was announced in April. The 5420 is a 
gateway that can offer a bridge between 
users of Fibre Channel and IP networks, 
and is sold by IBM as well as Cisco 
Systems. 
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The following table summarizes IBM TotalStorage IP Storage 200i Model 100 and 200 
features.

Feature Model 100 (4125-100) Model 200 (4125-200)

Scalability 108 GB - 216 GB 216 GB - 1.74 TB

Drives  3 - 6 6 - 48

Engines/nodes 1 1

Processors 1 2

Protocol attachment 
to hard disk drive (HDD) SCSI SCSI

Redundancy Hot-swap HDD  Hot-swap HDD
 Hot spare  Hot spare
 Hot-swap fans  Hot-swap fans
 Redundant power supply Redundant power supply

Backup Normal system procedure Normal system procedure

What customers require is 

a lower-cost, more-easily 

managed and more-affordable 

approach than currently 

available SAN solutions.

There have never been more options 
available to you to tailor your storage 
environment to maximize service levels 
and obtain lower cost of ownership. IBM 
is in a unique position to offer solutions 
covering the entire storage networking 
spectrum. These solutions offer direct 
access to data, be it connected through 
a SAN or on IP “fabric,” and we also 
provide options optimized for file sharing 
as well as database-intensive environ-
ments. 

Not only is IBM’s storage networking 
strategy designed to cover the depth and 
breadth of an enterprise’s requirements, it 
also calls for the continued introduction 
of exciting new capabilities. 

Positioning — Which Approach for 
Which Requirement?

Where do each of these solutions 
best fit? To address this question, and 
better understand which pooled storage 
solution is optimal for a particular require-
ment, it is best to begin with the business 
problem that we’re working to solve. 
Every situation is different. There will be 
exceptions, but in general, the following 
guidelines are good to keep in mind 
when evaluating requirements and iden-
tifying where to begin to find the best 
approach: 

 If the requirement being addressed is 
focused on end users, and needs to 
address the problems inherent in the 
day-to-day management and support 
of PC clients (which tend to be file- 
oriented), then typically the optimal 
solution will be a NAS solution, which 
is optimized for file serving and file 
sharing. 

 If the requirement evolves around 
servers, and addresses the problems 
inherent in the day-to-day manage-
ment and support of storage accessed 
by database-intensive applications, 
then typically the optimal solution will 
be a SAN or iSCSI solution, which 
is optimized for block I/O, database-
intensive environments. 

 If enterprise scalability, reliability and 
throughput are required, then clearly, 
a SAN solution offering the optimum 
in scalability, bandwidth, service levels, 
and network management software 
should offer the best approach. In 
this environment, extending the SAN 
through the installation of a gateway 
might prove to be an ideal “marriage,” 
offering SAN benefits to users not 
directly attached to the Fibre Channel 
network.

 If installation of a Fibre Channel SAN 
isn’t a realistic alternative, due to initial 
cost, complexity, support skill invest-
ments, and so on, then the IP Storage 
200i or IBM’s NAS family should be the 
recommended solution. 

Why IBM?

IBM is committed to being a leader 
in open standards-based storage 
networking solutions. IBM has a depth 
and breadth of products, and complete 
solution offerings that we believe you 
will find unparalleled anywhere in the 
industry. Finally, IBM offers the best depth 
and breadth of support and service, 
and complete consulting and integration 
services designed to help you realize the 
best ROI. 

Storage networking is an amazingly fast-
growing area of our industry. It offers an 
exciting and fast changing landscape. 
The Web sites on the following page offer 
additional information. 
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IBM Corporation 
ibm.com
IBM Storage Systems Group  
ibm.com/storage

IBM Storage Networking  
ibm.com/storage/snetwork/index.html

IBM Tivoli Storage  
tivoli.com/search/query.html?qt=storage&col=products&submit=Search

Storage Networking Industry Association 
snia.org

Internet Engineering Task Force 
ietf.org

Cisco  
cisco.com/go/ibm

Cisco storage 
cisco.com/warp/public/756/partnership/ibm/storagenetworking.shtm

Joint IBM & Cisco Web site  
cisco.com/ibm

Cisco AVVID Partner Program  
cisco.com/go/avvidpartners

Fibre Channel Industry Association 
fibrechannel.org

ANSI 
ansi.org

SCSI Trade Association  
scsita.org 
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Two models of the IBM TotalStorageTM 

Network Attached Storage 300G are 
now available to enable you to connect 
an IP or Ethernet network with storage 
area networks (SANs). The IBM NAS 
300G will act as a versatile link, allowing 
IP-attached clients running applications 
based on Windows®, UNIX® and NetWare 
to share data stored on a Fibre Channel-
based SAN.

The growth of SANs is primarily due to 
the need to control the rapid expansion 
that most companies are experiencing in 
storage requirements. Today, many 
customers are faced with an infrastruc-
ture consisting of isolated pockets of 
servers and their direct-attached storage. 
SANs offer the combined benefits of 
centralized management and efficient 
assignment and use of storage. This is 
also a prime reason for the recent explo-
sion in demand for network-attached 
storage (NAS) devices that combine the 
access features of the IBM NAS 300G 
with integrated storage (DASD) in a 
single device. 

The IBM NAS 300G connected to a 
SAN provides NAS functions with huge 
scalability and, in many cases, the rede-
ployment of existing storage devices. 
Although many analysts are taking a 
SAN-versus-NAS line, a better view 
is to see them as complementary 
architectures. Because IBM offers both 
SAN and NAS devices, we are in 
a position to create storage solution 
offerings that best suit your specific 
environment.

IBM TotalStorage Network Attached Storage 300G 
Answers Small and Medium Business Needs
By Daniel Powell

The single-node IBM NAS 300G  
Model G00 is shipped according to 
your configuration in a single rack-ready 
frame. You can attach to the built-in 
10/100-Mbps Ethernet adapter or order 
any combination of additional 10/100 or 
Gigabit Ethernet PCI adapters. (The IBM 
NAS 300G has four available PCI slots.) 
The device also has one Fibre Channel 
port, and can be enhanced with one 
additional PCI Fibre Channel adapter 
to provide direct connection of a Fibre 
Channel device like a tape backup 
device. The Model G00 is powered by 
dual 933-MHz processors and a base of 
1 GB of memory. This can be expanded 
to a total of 2 GB for maximizing NFS 
performance.

The Model G00 comes preloaded with 
numerous software elements specifically 
selected to focus this storage server 
on its single-use function — rapid 
file delivery. The operating system is 
Windows Powered OS, a derivative 
of Microsoft Windows 2000 Advanced 
Server. The IBM NAS 300G will ship 
with a finely tuned version of this OS 
that has been tweaked to maximize 
its rate of delivering NFS, CIFS, Novell, 

HTTP and FTP files. Complementing 
this are management and backup clients, 
a server box utility and a gateway 
configuration utility. 

A key software application preloaded in 
the IBM NAS 300G is the Columbia Data 
Products Persistent Storage Manager, 
which allows users to maintain multiple 
backup images of files and to easily 
recover an earlier version of any file. 
The IBM NAS 300G is also preloaded 
and ready to license with Tivoli® 
SANergyTM software, which can provide 
performance enhancements for high-
bandwidth requirements. For individual 
computers requiring higher-bandwidth 
access beyond the capability of any 
LAN connection, the SANergy software 
can be licensed and used to provide 
increased I/O performance to large data 
files located on the SAN.

IBM’s Storage Networking Division recently unveiled 
two new products designed to help you deal with 
burgeoning growth in storage. 
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The dual-node Model G25 is essentially 
two Model G00s that are linked together 
using clustering and failover-protection 
code. This design eliminates any single 
point of failure from SAN connection 
through to the LAN connection, and 
provides a fault-tolerant design, allowing 
continuous access to data. Should 
a failure occur, the automatic failover 
function will switch the failing node’s data 
request to the second node, which will 
then provide data access to both nodes’ 
files. The dual-engine model includes 
an active/active design which provides 
fault-tolerant features so that access to 
data is maintained even in the event of 
an engine failure. At the same time, a 
high performance level is maintained by 
utilizing both nodes for data delivery. 
This ensures that users will have access 
to data through the alternate engine. 
Each engine also provides a hot-
swappable redundant power supply 
and fan for increased availability.

Both models of the IBM NAS 300G have 
been tested and verified to work with 
a number of SAN and Fibre Channel 
products. IBM will continue to test and 
verify compatibility of the IBM NAS 300G 
products with other SAN and Fibre 
Channel products, and the following list 
of compatible hardware products is not 
meant to be definitive:

IBM Enterprise Storage ServerTM

 2105 Models F10 and F20

IBM 2106 Modular Storage Server

IBM 2109 Fibre Channel Switch

IBM 2032 Fibre Channel Director

IBM 2042 Fibre Channel Director

IBM 7133 Serial Disk System

IBM 7139 SLIC Router

IBM Netfinity® FAStT500

IBM Netfinity FAStT200 

About the Author

Dan Powell has 22 years of develop-
ment experience in IBM. He started his 
career as a chip and board designer  
and has held numerous positions in 
development, management, planning, 
quality and project management. He 
is currently the Product Manager for 
Storage System Group’s recently 
announced storage gateway products.
dcpowell@us.ibm.com

Compatible software includes Tivoli 
Storage Manager client, Veritas Backup 
Exec and Legato Networker.

You will benefit from the IBM NAS 300G 
technology in multiple ways. You may be 
able to consolidate or eliminate servers 
that are currently acting as file servers. 
The finely tuned IBM NAS 300G storage 
server has a significant performance 
advantage over a general-purpose server 
(in some cases up to 3 times better NFS 
file performance). You will also benefit 
from cost savings due to the elimination 
of Fibre Channel connections to multiple 
servers. The server consolidation requires 
a single Fibre Channel connection to 
the IBM NAS 300G, rather than multiple 
servers. Finally, the storage server appli-
ance model eases product installation, 
configuration, support and management. 

More and more customers are seeing 
the value of storage consolidation and 
are looking for appliances that ease 
the transition to the new world of open 
storage systems. The IBM NAS 300G 
answers the call by providing an easy-
to-use, competitive, high-availability 
(Model G25) offering that delivers great 
total-cost-of-ownership value. 

IBM NAS 300G
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The IBM NAS 200 and IBM NAS 300 
bring affordable, IP-attached storage to 
your business for use in a variety 
of applications. These additions to the 
product line provide you with one more 
building block to increase the flexibility, 
efficiency and effectiveness of your 
storage network. The IBM NAS 200 
and IBM NAS 300 provide exceptional 
performance at affordable prices. They 
combine to provide a wide range of 
scalability, offering data storage ranging 
from 108 GB to 3.24 TB. Redundant sub-
systems enhance their value, providing 
a high-availability solution to ensure the 
continuation of your business operations 
even in the event of a component failure.

Why NAS?

Data storage began as direct-attached 
devices, such as the hard disk drive in 
a PC, but evolved with innovations in 
storage networking such as storage area 
networks (SANs) and network-attached 
storage (NAS). Although direct-attached 
storage provides good performance and 
is relatively inexpensive, it is limited in 
the amount of data it can store and con-
strains an organization’s ability to share 
data. SANs have overcome these obsta-
cles, providing a means of not only 
sharing data, but doing so with many 
clients, while simultaneously providing 
the highest level of performance. SANs 
also offer excellent data protection 
through their use of completely redun-
dant systems. NAS combines the best 
attributes of direct-attached and SAN 
storage. NAS solutions, in particular the 
IBM NAS 200 and 300, create a solution 
that enables many clients to access the 
same data simultaneously, with excep-
tional  performance, while also providing 
component-level redundancies to protect 
the data.

IBM TotalStorage Network Attached Storage 200 
and 300 — Efficient Solutions for Storage Networks
By Eric Dunlap

IBM TotalStorageTM Network Attached Storage 200 
and 300 are the newest additions to the IBM 
Storage Networking portfolio of hardware, software                
and services. 

The IBM Network Attached 
Storage 200 Series

The IBM Network Attached Storage 200 
series is an affordable solution if you 
are undergoing server consolidations, 
or otherwise considering the use of 
NAS. Both versions of the IBM NAS 
200 provide exceptional performance in 
Windows® environments and excellent 
mixed Windows/UNIX® performance. 
Their multiprotocol support eliminates 
the need to have separate servers for 
each supported protocol, further enhanc-
ing their ability to consolidate storage 
from multiple general-purpose servers. 
Redundant, hot-swap power supplies 
and hot-spare, hot-swap hard disk drives 
provide system availability even in the 
event of a subsystem failure. 

The included Persistent Storage Manager 
software creates True Image data views, 
which allow client file restorations in the 
event of an accidental file deletion. Per-
sistent Storage Manager also includes 
an open file manager that allows online 
backup without the need to stop user 
access to the system. Installation of the  
IBM NAS 200 series has been simplified 
compared with general-purpose servers 
through a tightly integrated suite of pre-
loaded software, allowing you to get up 
and running as soon as possible.

The single-engine IBM NAS 200 series 
offers two versions — a tower version 
with 108 to 216 GB of storage for 
workgroup-type applications, and a rack 
version with 216 GB to 1.74 TB for 
departmental and small enterprise envi-
ronments. The  IBM NAS 200 tower 
version uses an 800-MHz Pentium® 
III processor and a ServeRAIDTM 4L 
controller with high-throughput SCSI 
hard disk drives. It can be upgraded 
with an additional 800-MHz processor 
and up to 2 GB of total system memory. 
The IBM NAS 200 rack version utilizes 
two 800-MHz Pentium III processors, 
1 GB of system memory, a four-channel 
ServeRAID 4H controller and high-
throughput SCSI hard disk drives. It can 
be upgraded to 2 GB of total system 
memory as well.

These additions to the 

product line provide you with 

one more building block to 

increase the flexibility, 

efficiency and effectiveness 

of your storage network. 



25

IB
M

 To
ta

lS
to

ra
g

e
 N

e
tw

o
rk

 A
tta

c
h

e
d

 S
to

ra
g

e
 2

0
0

 a
n

d
 3

0
0

 —
 

E
ffi

c
ie

n
t S

o
lu

tio
n

s fo
r S

to
ra

g
e

 N
e
tw

o
rk

s

Environments and Applications

The  IBM NAS 200 tower version is well 
suited for use in workgroups, including 
corporate headquarters locations as well 
as remote settings such as the branch 
offices of a bank, insurance company or 
retail facility. The low-cost-per-megabyte 
advantage of the IBM NAS 200 tower 
version also makes it an excellent choice 
for use in Internet service provider (ISP), 
application service provider (ASP) and 
storage service provider (SSP) environ-
ments where engine failover capability is 
typically not required. 

The  IBM NAS 200 rack version is best 
suited to departmental environments, 
including corporate headquarters loca-
tions and regional offices. Within these 
settings, the  IBM NAS 200 rack version 
is an excellent solution for storing e-mail 
attachments, temporary storage of daily 
transactions prior to downloading to a 
corporate location, or as a means of 
running sales force support applications.

IBM Network Attached 
Storage 300

The IBM Network Attached Storage 300 
is an affordable, scalable and high-
performance solution if you require 
failover capability to support mission-crit-
ical applications. Its dual engines and 
overall system design create increased 
levels of performance compared with 
the IBM NAS 200 in either Windows or 
mixed Windows/UNIX environments. By 
scaling from 360 GB to 3.24 TB, the  
IBM NAS 300 also provides the storage 
capacity necessary to support mission-
critical applications. Like the IBM NAS 
200 series, its support of Windows 
(CIFS), UNIX (NFS), HTTP, FTP and Novell 
(NetWare) lets clients share files using 
different protocols, and eliminates the 
need to have separate servers for each 
supported protocol. 

In addition to the failover protection 
afforded by its dual-engine design, the 
IBM NAS 300 also provides redundant, 
hot-swap power supplies, hot-spare, 
hot-swap hard disk drives and dual RAID 
controllers for increased system availabil-
ity. In addition to those Persistent Storage 
Manager features provided on the IBM 
NAS 200 series, the IBM NAS 300 

has the additional capability to instantly 
restore volumes of data in a minimum 
of steps. This quick-restoral ability elimi-
nates the need to point, click, drag and 
drop potentially thousands of files, saving 
valuable time for scarce IT resources. The 
same tightly integrated suite of preloaded 
software that is found on the IBM NAS 
200 is standard on the IBM NAS 300 as 
well.

The two engines of the IBM NAS 300 
each use dual 933-MHz Pentium III 
processors and 1 GB of system memory 
to bolster I/O throughput. The use of 
Fibre Channel technology in its hubs and 
hard disk drives further increases perfor-
mance. The IBM NAS 300 is upgradable 
to a total engine memory size of 2 GB.

Environments and Applications

The IBM NAS 300 is well suited for use 
in larger departments or for enterprise-
wide support. Because of its dual-engine 
failover capability, the IBM NAS 300 is 
ideally suited to mission-critical applica-
tions such as:

 Accounts receivable processing   
and storage

 Payroll support

 Customer service support

For further information regarding the IBM 
Network Attached Storage 200 and 300, 
as well as other IBM storage networking 
products, go to ibm.com/storage/nas 

About the Author

Eric Dunlap is Product Marketing 
Manager for Integrated NAS products 
and is based in Research Triangle Park, 
North Carolina. Eric has a diverse IT 
background, bringing several years of 
experience to the Storage Networking 
Division. 
sedunlap@us.ibm.comIBM NAS 200 Tower IBM NAS 300
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SANs offer the promise of reduced costs, 
improved speeds, centralized manage-
ment, consolidation, flexibility, scalability, 
resource sharing and simplified admin-
istration, all the necessary ingredients 
to make organizations more competitive. 
Industry analysts estimate that most 
storage will be networked by 2005, and 
that SANs will be a key technology for 
the support of e-business.

Although SANs may be the future of 
enterprise storage management, they 
come with some very specific problems. 
The reality of SANs is that they can be 
extremely complex. When you look at an 
enterprise SAN, you will most likely see 
hosts from one vendor, storage devices 
from another, non-similar file systems and 
catalogs, different access methods, and 
so on. Such network complexity, coupled 
with massive amounts of data, make it 
a challenge to maintain your existing 
business processes and to make stra-
tegic decisions to enter new markets 
to expand your business. Complexity is 
especially apparent when it comes to 
managing this environment. 

Taking SAN Management to the Next Level 
with Tivoli Storage Network Manager
By Sarah Jeong and Steve Luko

The costs of managing this type of envi-
ronment are extensive. It is estimated 
that over the life of the asset the cost 
of managing storage is three to eight 
times the cost of the actual storage 
itself. In addition, there is a shortage of 
storage administrators, with no relief in 
sight. Industry analysts predict that by 
the year 2003 there will be 1.5 million 

Storage area networks (SANs) have emerged as the 
hottest technology to hit the storage industry this 
decade. Why all the hype? Because SANs offer real 
promise.

open, unfilled IT positions. With this said, 
SAN management has become a very 
popular topic. In September 2000, one 
of the industry’s leading analysts said 
that SAN management is more important 
than the network itself.

 

Tivoli® Storage Network 

Manager is a comprehensive 

solution for managing SAN 

infrastructures and their 

associated storage resources. 

This unique solution provides 

features to manage SAN 

topology, assign available disk 

resources to managed hosts, 

and automatically extend file 

systems using administrator-

defined policies. 
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Getting past the intimidation of so many 
components and connections involved 
with networked storage, we realize that 
there are three key requirements for 
managing a storage network:

1. Integrate new SAN and storage 
technologies quickly and easily into 
enterprise infrastructures to alleviate 
the storage constraints.

2. Simplify the management of existing 
and new technologies, and reduce   
the overall cost of managing the     
environment.

3. Provide quick, reliable and secure 
access to data for application  
processing.

Simplifying the Complexities 
of SAN Management

Tivoli Systems has a solution for sim-
plifying the complexities of managing 
heterogeneous enterprise SANs. Tivoli 
Storage Network Manager provides a 
complete solution by moving beyond the 
traditional industry definition of SAN man-
agement, which is: attempting to manage 
the SAN through the proprietary manage-
ment software of Fibre Channel switch 
vendors. Although switch management 
is necessary, Tivoli Storage Network 
Manager enables administrators to take 
SAN management to the next level by 
taking advantage of all the management 
intelligence and interoperability built into 
the ANSI standards-based Fibre Channel 
protocol. 

Tivoli Storage Network Manager is a 
comprehensive solution for managing 
SAN infrastructures and their associated 
storage resources. This unique solution 
provides features to manage SAN 
topology, assign available disk resources 
to managed hosts, and automatically 
extend file systems using administrator-
defined policies. This solution is built 
upon an architecture that can easily 
scale to handle very large and complex 
configurations. Tivoli Storage Network 
Manager provides:

 SAN discovery and monitoring for 
problem identification and resolution. 
This assists in the maintainability 
of the SAN infrastructure to ensure 
continuous application availability. 
The console used for SAN discovery 
can integrate directly with the Tivoli 
NetView® program or operate in 
standalone mode to provide 
vendor-independent graphical SAN 
management, allowing administrators 
to monitor and quickly resolve 
problems within the SAN infrastructure.
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 Identification and assignment of het-
erogeneous disk storage resources by 
logical unit number (LUN) to provide 
a simple, secure, and efficient method 
of assigning resources to host systems. 
This software-based LUN masking/disk 
management function allows you to 
securely manage disk resources 
attached to the SAN. These resources 
can be assigned to hosts in the SAN 
using a graphical display to show 
the assignments in effect and the 
disk storage resources available. Pol-
icy-based control provides flexibility 
and productivity by allowing granular 
control at the individual file-system 
level or host level or by grouping 
hosts together and configuring them 
as a set. Policy-based administration 
reduces the effort required to configure 
the SAN by providing for inheritance or 
the use of default policies.  

 Monitoring of file systems to automat-
ically assign and extend additional 
disk resources to maintain continuous 
application processing while reducing 
administrative workload and costs. This 
file system automation function uses 
administrator-defined policies to auto-
matically monitor file systems, assign 
additional storage, and extend file 
systems in an out-of-space condition. 
Policies can be explicitly set for a 
group of hosts, an individual host, or a 
file system on a particular host.

Complete SAN Topology 
Discovery using Inband and 
Outband Methods

In order to manage a SAN, it is first 
necessary to identify the network 
topology — what is physically connected 
to what. Tivoli Storage Network Manager 
performs SAN topology discovery and 
display of the components and storage 
resources across the SAN based on 
the ANSI FC-MI, the industry standard 
for Fibre Channel management. This 
discovery uses a combination of 
discovery mechanisms: inband, through 
the SAN network itself, and outband, 
through TCP/IP using Simple Network 
Management Protocol (SNMP) capabili-
ties for the most accurate results. 

Tivoli Storage Network Manager uses 
multiple, industry-standard discovery 
techniques. These include, but are not 
limited to, the SNMP-based Fibre Alliance 
Fibre Channel (FC) MIB, “legacy” SCSI 
commands and the newest management 
service of native inband Fibre Channel 
commands. These commands include 
extended link services such as request 
node identification (RNID) and request 
topology information (RTIN), name server 
queries, and management server 
queries, as well as selected vendor-
specific interfaces. The use of multiple 
discovery techniques and a correlation 
engine allows Tivoli Storage Network 
Manager to identify devices discovered 
by two or more discovery mechanisms to 
provide an accurate topology.

Although both inband and outband 
methods have a valid role in SAN 
management and are complementary, 
the inband method provides superior 
function. The current functional advan-
tage of inband over outband is expected 
to increase due to the greater ongoing 
investment in inband technology. 

The outband Fibre Channel MIB was 
developed originally as a de facto 
standard by the Fibre Alliance vendor 
consortium. The rationale was to provide 
basic SAN manageability quickly and 
with broad device coverage using the 
well-established and easy-to-implement 
SNMP protocol. The Fibre Alliance FC 
MIB corrects the basic flaws in SNMP, 
including the lack of topology awareness 
and conflicting data definitions. The FC 
MIB has made SNMP a useful tool for 
basic SAN management during the early 
phase of SANs. 

The requirement for an SNMP agent 
on a SAN-attached device has both 
an advantage and disadvantages. The 
advantage of the outband agent is that 
it provides an alternative method to 
detect and forward errors where the 
inband method fails due to the outage 
of the primary SAN data path. The dis-
advantages are that the agent must be 
installed, consumes memory and CPU 
resource, requires a LAN adapter and 
connection, and adds an additional point 
of failure. If your mission-critical servers 
are already resource-constrained, these 
can be weighty costs. Storage service 
providers are even more sensitive to 
these concerns because they often must 
ask their customer to bear these risks 
where the customer retains primary oper-
ational responsibility for the system. An 
additional disadvantage of the outband 
approach is that it lacks the visibility and 
insight into the status of adjoining SAN 
devices. 
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The SAN industry set out to build a 
network with new levels of performance, 
reliability, manageability and interopera-
bility. The SAN architects benefited from 
industry experience gained in both wide 
and local area networking — a much 
more powerful and less costly technol-
ogy — and the freedom to start from 
a blank slate. A current advantage of 
inband over outband is the ability of 
inband-compliant devices to discover 
and provide error reporting for adjoining 
devices. 

For example, a switch can use inband 
facilities to discover and manage the 
physical and logical connections to 
a fibre-attached disk device. Similarly, 
inband management is used by a switch 
to discover and manage fibre-attached 
CPUs through contact with their Host 
Bus Adapters (HBAs). This eliminates 
the need for agents where only basic 
SAN fabric management is required, 
increases the number of systems man-
ageable in a SAN management domain, 
and decreases the cost of deploying the 
management system.

A future version of the inband SNIA 
HBA standard is expected to include the 
ability of the HBA to query the host 
system and provide the host name, IP 
address, and OS type and level, and 
to identify multiple HBAs on a single 
host. Multiple HBAs on host systems are 
expected to be the most common imple-
mentations, and the ability to identify 
these will enhance error detection and 
fault isolation. 

Another future capability expected under 
the forthcoming inband GS-4 standard 
for switches is a common zone control 
mechanism that would allow the setting 
of zones across multiple switch vendors. 
These capabilities will extend inband’s 
ability to deliver lower management costs 
through improved administrator produc-
tivity and improved application service 
levels.

Monitoring the SAN 
Infrastructure

With Tivoli Storage Network Manager, 
you can now continuously monitor the 
components within the discovered SAN 
topology and capture data to be used 
for reporting. Tivoli Storage Network 
Manager collects and consolidates infor-
mation about events as well as provides 
for multi-vendor, multi-component fault 
isolation and problem determination in 
the SAN. When the SAN exceeds toler-
ances or experiences a failure, alerts are 
generated and icon colors are changed 
on the Tivoli Storage Network Manager 
Console.

Using the icons on the console, you can 
drill down into individual elements to view 
configuration information as well as alert 
and failure information. If a device must 
be manipulated or reconfigured,  you can 
launch specific “vendor-provided” man-
agement tools from within Tivoli Storage 
Network Manager to assist in resolution 
of the problem. In addition, Tivoli Storage 
Network Manager can integrate directly 

with the Tivoli NetView program, allowing 
you to monitor and control the SAN 
infrastructure from the same interface 
that you use to manage your LANs 
and WANs. These networks can now be 
viewed from the same console.

One feature of a SAN is the ability to 
support logical subsets or zones in the 
network. Said another way, just because 
there is a physical connection between 
the host, SAN fabric and storage, does 
not mean that there is a logical con-
nection. With Tivoli Storage Network 
Manager, once a physical map is 
produced, additional information allows 
logical views to be overlaid showing 
zones, host-to-storage and storage-to-
host mappings. Thus, the SAN topology 
can be displayed in both physical and 
logical views.
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Assigning Storage 
Resources to Host Systems

In a SAN, where you have a lot of hosts 
attached to a lot of disks, something has 
to govern which disks are accessible by 
which hosts. This is what will ensure that 
a Windows NT®, AIX®, or Sun machine 
has its own set of disks and that they 
don’t step on each other. Windows NT 
and Windows® 2000, as part of their Plug 
and Play architecture, are incompatible 
with other operating systems on a SAN 
in that they will attempt to write sig-
natures on all the disks they can see, 
an action that makes it impossible for 
other systems to read from those disks. 
Because you are potentially in an any-
to-any networked configuration, without 
such control mechanisms there would 
be chaos in the SAN. Tivoli Storage 
Network Manager provides this control 
with its software-based LUN masking 
capabilities.

It is important to note that LUN masking 
is also available from the high-end disk 
subsystem vendors like EMC and HDS, 
in addition to IBM. If you are an all-EMC 
shop, you can do it using the EMC 
Symmetrix. If you are an all-IBM shop, it 
can be done inside the IBM Enterprise 
Storage ServerTM (ESS). Rather than 
depending on the software LUN masking 
to be installed on the managed system, 
intelligent disk subsystems have their 
control point at the disk controller. 
Because intelligent disk subsystems 
perform LUN masking at the controller 
level, there is no exposure to a “rogue” 
host. A rogue host is an unauthorized 
or improperly configured system on the 
SAN. Although Tivoli Storage Network 
Manager can alert the operator when 
a rogue host joins the SAN, it cannot 
prevent the rogue host from improperly 
accessing data. 

Although intelligent disk subsystem 
controller-based LUN masking offers 
protection from rogue hosts, it has two 
potential drawbacks. The first is cost. 
There is a large investment in “Just A 
Bunch of Disks” (JBOD) that can be 
economically and safely adapted to the 
SAN environment using proper precau-
tions. Software-based LUN masking used 
in conjunction with best-practice data-
center physical security, change control 
and data protection, and supplemented 
with port-based zoning, can create a safe 
habitat for JBODs on the SAN. 

The second drawback to the use of 
intelligent subsystem LUN masking exists 
where subsystems are from multiple 
vendors and thus have multiple different 
configuration interfaces adding to the 
complexity of this area of SAN manage-
ment. Tivoli Storage Network Manager 
reduces the chance of configuration 
error in the setup and maintenance 
of LUN masking by presenting the 
storage administrator with one interface 
for diverse systems and storage devices. 
You can easily and securely assign dis-
covered disk resources (at the LUN level) 
from the heterogeneous storage subsys-
tems attached to a SAN to specific 

computers connect to the SAN, ensuring 
that the right host is looking at the right 
disk. Also, it is possible to allow multiple 
systems to have access to the same 
LUN.  Tivoli Storage Network Manager 
effectively allows multiple computers to 
securely share the same SAN resources 
and the same storage subsystems.

You can easily view all the assigned 
LUNs for a particular host using the Tivoli 
Storage Network Manager GUI. You can 
also view available LUNs from a hetero-
geneous list compiled by Tivoli Storage 
Network Manager, and assign them as 
resources are needed. To assign a LUN, 
you simply select it and apply the 
change. The additional resources are 
immediately available to the host. You can 
just as easily unassign a LUN from one 
host and reallocate it to another. 

Another way to ensure that the right 
systems have access to the right disk 
storage is port-level zoning from the 
switch. Port-level zoning uses zones that 
allow devices plugged into specific ports 
to pass data between them. The disad-
vantage of using only port-level zoning 
to govern system-to-disk access is that 
it does not allow for the sharing of disk 
resources at the granular level of the 
LUN. Such granularity allows for more 
efficient use of storage assets and is 
achievable only by using LUN masking 
from intelligent disk subsystems or 
software-based LUN masking, such as 
the one available from Tivoli Storage 
Network Manager. 

Tivoli Storage Network 

Manager’s policy-based file 

system automation ensures 

continuous access to mission-

critical applications.
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Automating File System 
Extension

Tivoli Storage Network Manager’s policy-
based file system automation ensures 
continuous access to mission-critical 
applications. For example, on a Web site 
that is up 24x7, you cannot have an 
outage due to an out-of-space condition. 
Tivoli Storage Network Manager enables 
clients to automatically assign more 
space when a predetermined threshold 
is reached. This enables a client to stip-
ulate, “I don’t want the location where 
content is stored to be over 80% full. 
If it does, take action to fix it so that 
I don’t run out of space in my Web 
environment.” 

Tivoli Storage Network Manager con-
tinuously monitors these resources as 
they approach a policy-defined threshold 
or capacity level. When the threshold 
is exceeded, Tivoli Storage Network 
Manager automatically extends those 
file systems. This task varies depending 
on the operating system. For example 
for Sun Solaris, Tivoli Storage Network 
Manager:

1. Writes a label to the disk so that it 
can be used by the Veritas Volume 
Manager 

2. Configures the disk for use with the 
Veritas Volume Manager

3. Adds the disk to the group disk 
where the file system’s logical volume 
resides

4. Increases the size of the file 
system and underlying 
system’s logical volume by 
adding all the available 
space from the assigned 
LUNs 

Tivoli Storage Network Manager intel-
ligently selects the most appropriate 
available LUN based on the size required, 
or other characteristics. During initial con-
figuration, the upper and lower bounds 
of the size of an acceptable LUN are 
specified. Later, when an additional LUN 
is required, the largest available LUN that 
meets the acceptable size criteria will 
always be chosen. Also, if the system 
is using software-based mirroring, Tivoli 
Storage Manager will automatically select 
and assign multiple LUNs as required to 
preserve the mirroring. 

This unique automation capability can 
greatly reduce administrative workload 
and ensure continuous application avail-
ability. There may be cases where 
automatic extension is not required, such 
as when users don’t want to pay for 
additional storage resources and would 
prefer to be notified so that they can 
manually delete files that are not longer 
needed. Tivoli Storage Network Manager 
can meet this requirement by sending an 
alert indicating that a warning threshold 
has been reached, and the user can be 
notified. Whether a system is either mon-
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itored or automatically extended, Tivoli 
Storage Network Manager sends SNMP 
and Tivoli Enterprise Console events to 
report these activities to the designated 
administrator’s or management console. 
This unique monitoring and extending 
feature is available to both internal and 
external disks.

Integration with 
Complementary Tivoli 
Offerings

Tivoli Storage Network Manager is a key 
component of the overall Tivoli Storage 
Management Solutions strategy for com-
prehensive SAN and storage resource 
management. An application that gives 
an overall storage management view of 
the enterprise for the operational integrity 
of the business, Tivoli Storage Network 
Manager can operate and integrate with:

 Tivoli NetView

 Tivoli Enterprise Console

 Tivoli Decision Support for SAN 
resource and management analysis

Supported Platforms

Console Platform
Microsoft Windows 2000 Professional 
Edition, Server Edition or Advanced 
Server Edition

Managing Server Platform
Windows 2000, Advanced Server Edition

Managed Host Platform
Microsoft Windows NT Version 4.0 Server; 
Windows 2000, Professional Edition, 
Server Edition, or Advanced Server 
Edition for all functions including file 
system monitoring, except automatic file 
system extension; IBM AIX, Version 4.3.3; 
Sun Solaris, Version 2.7 for all functions. 

For more information about current 
platform support, device compatibility, 
application support, and the latest infor-
mation on features and developments, 
go to tivoli.com/tsnm 
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How Do I Learn More About SAN and NAS?
by Mary Lovelace

IBM Learning Services offers courses on a wide variety 
of storage and Storage Networking topics to help you 
increase your skills and stay competitively sharp.
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To enroll, call 1 800 IBM-TEACH 

(1 800 426-8322) or visit 

ibm.com/training/spotlight/storage 

for more information and a 

complete list of storage and 

Storage Networking classes. 

Storage Area Network 
Courses

Storage area networks (SANs) are 
the foundation of a storage network. 
They harness the breadth of IBM tech-
nical expertise, products, software, and 
services. They manage the explosive 
growth of data, offer high application 
availability, and make it easier to manage 
resources and growth. 

(SS700) Storage Area Networks 
(SANs): An Introduction 
(1.5 days, USD595)

Examine products and strategies associ-
ated with managing the explosive growth 
of business data across the enterprise in 
today’s networking economy. Learn the 
basic concepts and terminology associ-
ated with SANs, and map the promise of 
SANs to the complications of managing 
islands of information among hetero-
geneous environments with disparate 
operating systems, data formats, user 
interfaces, and limited integration of 
products from assorted vendors. Learn 
how to enable your enterprise to take 
advantage of this relatively new approach 
to information management.
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(SS71A) Implementing SAN 
Solutions (2.5 days, USD2495)

This intermediate-level, hands-on course 
provides the in-depth working knowledge 
and skills needed to implement Fibre 
Channel SAN solutions. This course 
builds on your knowledge of Fibre 
Channel SAN basics, adding technical 
discussions of protocols, SAN connec-
tivity and security considerations, and 
specific SAN product training. Lecture 
and lab activities focus on how to 
plan, design, install, and configure SANs 
in Windows NT® and UNIX® environ-
ments. The skills you develop can also 
be applied to other environments. Lab 
activities include more than 8 hours of 
hands-on configurations and demonstra-
tions with a variety of Fibre Channel 
products and configurations.

(SS74A) Designing the SAN 
Infrastructure (2 days, USD2295)

This intermediate-level course provides 
the knowledge and skills that senior con-
sultants require in order to plan and 
design SANs for customer requirements. 
The course emphasizes the critical con-
siderations required for creating effective 
Fibre Channel SAN logical and physical 
designs. You will practice design steps for 
four solution-centric projects from start 
to finish. Based on extensive SAN con-
sulting engagements, this course offers 
practical advice and tested options that 
you can apply immediately to your next 
SAN project.

Enterprise Storage Server 
(ESS) Courses

The IBM Enterprise Storage ServerTM 

(ESS) is the ultimate SAN utility, providing 
the information “fuel” that runs the 
e-business “engine.” IBM Learning 
Services has courses to help you use 
the ESS to address any or all of your 
strategic and tactical business initiatives 
and give your organization the business 
advantage needed to survive and thrive 
in the e-world.

(SS40A) Enterprise Storage Server 
Implementation (3 Days, USD1930 )

This intermediate-level, hands-on course 
is intended for storage administrators, 
system programmers, and support-group 
members responsible for storage sub-
systems in open-systems and mainframe 
environments. It provides information 
about the IBM 2105 Enterprise Storage 
Server (ESS) and its supporting software 
products, including StorWatchTM ESS 
Specialist and StorWatch ESS Expert.  
Hands-on labs using ESS Specialist to 
configure the ESS subsystem provide 
training in each of the products. You 
will learn to identify the components 
and features of ESS, host attachments, 
and attachment considerations of ESS 
for open-systems platforms. You will also 
learn about the logical configuration of 
ESS, how to access logical volumes 
defined for ESS, the copy services 
function of Concurrent Copy, Flash-
CopyTM, Peer-to-Peer Remote Copy 
(PPRC), and Extended Remote Copy 
(XRC), as well as the setup and functions 
of ESS Expert. 

New Copy Services Courses

Two new courses on Copy Services, one 
for zSeries and S/390® and one for open 
systems, deliver the skills needed to 
provide the reliability, scalability and avail-
ability that have come to be expected 
in the mainframe world, along with 
the openness and interoperability of a 
solution that will work across a mixed 
computing environment. You can take 
these courses at one of the IBM Learning 
Services training locations or, if you like, 
they can be delivered at your location.  
IBM Learning Services will also work with 
you to understand your training chal-
lenges and to tailor a training solution 
that is a perfect match for your audience.

(SS410) Enterprise Storage Server 
Copy Services for S/390 / zSeries 
(2 Days, USD1465)

Get a detailed look at the ESS Copy 
Services functions for S/390 and zSeries 
environments, and the procedures 
required to implement these functions. 
Perform an Extended Remote Copy 
(XRC) volume copy, a FlashCopy, and 
a Concurrent Copy, and set up a Peer-
to-Peer Remote Copy (PPRC) volume 
copy within a configured ESS. Study 
the methods for performing these func-
tions with job control language (JCL) and 
Time Sharing Option (TSO) commands, 
and using the ESS Web Copy Services 
interface. 

(SS420) Enterprise Storage Server 
Copy Services for Open Systems     
(2 Days, USD1465)

Get detailed information on the Enterprise 
Storage Server (ESS) Web Copy Services 
functions and the procedure required to 
implement these functions in an open 
systems environment. Perform a Flash-
Copy and set up a Peer-to-Peer Remote 
Copy (PPRC) volume copy within a 
configured ESS. Study the methods for 
performing these functions using the ESS 
Web Copy Services and command line 
interfaces (CLIs). 

About the Author

Mary Lovelace is the SAN Education 
Focal Point for IBM Learning Services. 
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International Technical Support  
Organization, San Jose Center, authoring 
Enterprise Storage Redbooks. Mary has 
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with IBM in large-systems and storage-
product education, system engineering 
and consultancy, marketing support, 
and system programming.
mhl@us.ibm.com
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User Group Meetings/Events
July  2001

Int’l Workshop on Intelligent Data Acquisition & Advanced 
Computing Systems July 1 - 4 Foros, Ukraine

Int’l Conf. on Dependable Systems & Networks July 1 - 4 Göteborg, Sweden

6th IEEE Symp. on Computers & Comm July 3 - 5 Hammamet, Tunisia

Int’l Conf. on Intelligent Agents, Web Technologies, & Internet Commerce July 4 - 6 Las Vegas, NV

Computing Systems July 5 - 7 Kuala Lumpur

International Conference on Enterprise Information Systems          July 7 - 10 Setúbal, Portugal

Share/Guide Association Conference July 9 - 10 Singapore

COMMON Malaysia Conference July 9 - 10 Kuala Lumpur

Internet World Chicago July 9 - 12 Chicago, IL

Int’l Conf. on Networking  July 9 - 13 Colmar, France

Interaction 2001 Conference   July 15 - 17 Sydney,  Australia

Wireless Developers Seminar July 17 Atlanta, GA

e-business Analytics Seminar July 17 Atlanta, GA

Perl Conference 5                          July 23 - 27  San Diego, CA

SHARE  Conference     July 22 - 27 Minneapolis, MN

Wireless Developers Seminar July 31 Boston, MA

e-business Analytics Seminar July 25 New York, NY

Migrating Enterprises to Linux Seminar  July 24 Reston, VA.

Migrating Enterprises to Linux Seminar                     July 25 New York, NY

7th World Conference on Computers in Education  July 29 -  Aug. 3 Copenhagen, Denmark

August 

10th Int’l Symp. on High-Performance Distributed Computing  Aug. 7 - 10 San Francisco, CA

14th Int’l Conf. on Parallel & Distributed Computing Systems  Aug. 8 - 10 Dallas, TX

IBM Storage and Storage Networking Symposium Aug. 20 - 24 Las Vegas, NV

10th USENIX Security Symposium Aug. 13 - 17 Washington, DC

Solutions, The IBM Technical Developer Conference Aug. 13 - 16 San Francisco, CA

2nd Int’l Conf. on Software Eng., AI, Networking, 
& Parallel/Distributed Computing Aug. 20 - 22 Nagoya

13th Int’l Conf. on Parallel & Distributed Computing & Systems  Aug. 21 - 24 Anaheim, CA

IEEE Int’l Symp. on Network Computing & Applications Aug. 22 - 24 Boston, MA

SecureWorld: IBM’s End-To-End Security Conference  Aug. 27 - 31 Washington, DC

European Conf. on Parallel Computing Aug. 28 - 31 Manchester, UK

September   

6th Int’l Conf. on Parallel Computing Technologies Sept. 3 - 7 Novosibirsk, Russia

5th Int’l Enterprise Distributed Object Computing Conference Sept. 4 - 7 Seattle, WA

Wireless Developers Seminar Sept. 5 Santa Clara, CA

Migrating Enterprises to Linux Seminar Sept. 6 Santa Clara, CA

IBM ^ iSeries (AS/400) Technical Conference Sept. 6  Orlando, FL

Networking Solutions Technical Conference Sep. 10 - 14 Las Vegas, NV

COMMON Latinoamerica Peru Conference Sep. 12 - 14 Lima, Peru

Storage World Conference 2001 Sept. 14 San Jose, CA

Internet World Sept. 26 - 27 Glasgow



36

October

ACM Symp. on Mobile Ad Hoc Networking & Computing  Oct. 4 - 5 Long Beach, CA

IEEE Int’l Symp. on Network Computing & Applications Oct. 8 - 10 Cambridge, MA

IEEE 3rd Int’l Conf. on Cluster Computing Oct. 8 - 11 Newport Beach, CA

e-Power Technical Conference Windows 2000 Enterprise Solutions Oct. 8 - 12 Washington, D.C.

IBM ^ pSeries (RS/6000) Linux and NUMA-Q Technical University  Oct. 8 - 12 Atlanta, GA

z/OS and OS/390 Expo Oct. 8 - 12 Orlando, FL

ISPCON Oct. 9 - 11 Las Vegas, NV

Gartner Symposium and ITxpo Oct. 9 - 11 Lake Buena Vista, FL

9th Int’l Conf. on Networks Oct. 10 - 12 Bangkok

30th IEEE Applied Imagery Pattern Recognition Workshop Oct. 10 - 12 Washington, D.C.

iSuc Conference Oct.17 - 19 Osaka, Japan

COMMON Conference and Expo Oct. 21 - 25 Minneapolis, MN

Storage Networking World  Oct. 22 - 24 Orlando, FL

IMS Technical Conference                Oct. 22 - 25 Miami Beach, FL

Networking Solutions Technical Conference,  Oct. 22 - 26  Malta

ISPCON Europe        Oct. 23 - 25 London, UK

Storage Tank Management and Technology Conference  Oct. 23 - 26 Phoenix, AZ

Wireless e-business Conference and EXPO           Oct. 28 - 31 Orlando, FL

November  

20th IEEE Symposium on Reliable Distributed Systems Nov. 4 - 7 New Orleans, LA

5th Annual Linux Showcase and Conference Nov. 6 - 10 Oakland, CA

XFree86 Technical Conference Nov. 7 - 8 Oakland, CA

9th Int’l Conf. on Network Protocols Nov. 11 - 14 Riverside, CA

COMDEX 2001 Nov. 13 - 17 Las Vegas, NV

Internet World Nov. 14 - 15 Manchester, UK

GLOBECOM 2001  Nov. 25 - 29 San Antonio, TX

1st Int’l IFIP TC11/WG11.4 Conf. on Network Security Nov. 26 - 27 Leuven, Belgium

ISPCON Germany Nov. 26 - 28 Frankfurt, Germany

ISPCON France                            Nov. 27 - 29 Paris, France

IEEE Int’l Conf. on Data Mining Nov. 29 - Dec. 2 San Jose, CA

December  

15th Systems Administration Conference (LISA 2001) Dec. 2 - 7 San Diego, CA

Int’l Conf. on High-Performance Computing  Dec. 17 - 20 Hyderabad, India

Int’l Symp. on Artificial Intelligence  Dec. 18 - 20 Kolhapur, India

Events in 2002  

Conference on File and Storage Technologies (FAST)  Jan. 28 - 29 Monterey, CA

BSDCon                                                                          Feb. 11 - 14 San Francisco, CA

Share/Guide Association Conference Mar. 3 - 8 Nashville, TN

The Systems and Network Administration Conference       Mar. 17 - 21 Dallas, TX



Network
Technology

 A Net390 project helps you to make 

the appropriate strategy, infrastructure, 

product, design, system management, 

and implementation decisions required 

to leverage S/390 and ^ z900 

enterprise servers into the e-business 

infrastructure.
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SNA powers a majority of the financial 
transactions that traverse the Web, and 
most of the airline and hotel reservations 
booked over the Web rely on SNA. This 
article explores ways to preserve and 
even enhance SNA investments while 
enabling for e-business. At the IBM 
Global Services (IGS) Center for Infra-
structure Solutions in Research Triangle 
Park, NC, we have worked with many 
forward-thinking organizations that rec-
ognize the value in their SNA investments 
and want to continue leveraging this 
value. These organizations are transition-
ing their SNA environment to preserve 
their significant investment in SNA appli-
cations, endpoints, and processes while 
positioning themselves for TCP/IP in the 
future. 

Through our work with many clients, 
we have identified four infrastructure 
architectures for S/390® and z900 envi-
ronments. These architectures can serve 
as marker posts to where an organization 
is today and where it may want to be 
tomorrow. They help to guide investments 
while minimizing significant and costly 
changes, avoiding potential traps while 
leveraging past and future investments, 
and enabling new capabilities while 
continuing to operate today. Before dis-
cussing these four architectures, we will 
first explore a service delivery model, 
which is the strategy that many orga-
nizations adopt to remain competitive. 
And lastly, we will discuss the Net390 
architecture; Net390 is the data-center 
structure that will optimally support the 
four architectural models. Both Net390 
and service delivery are best-practices 
approaches to networking enterprise 
systems and, hence, to leveraging the 
experiences of many organizations. 

Leveraging SNA while Transforming 
to e-business
By Robert Brinkman, Jim Goethals, and Bob Louden

It seems that SNA has been pushed to the backwaters 
of networking and systems as application developers 
and end users become increasingly focused on TCP/IP 
and the Web. Unknown to many, there is still significant 
business value that can be leveraged from their SNA 
investments.

Change is inevitable; leveraging the past 
can ease this change. Knowing where 
you want to go even further eases the 
impact of change. Strategically adopting 
a service delivery model leverages the 
past while enabling the new.  

Service Delivery 

Working with many companies, espe-
cially with the influence from the 
emerging service provider business 
segment, we have found that looking at 
infrastructure from a perspective of what 
services it provides to the devices that 
attach to it can simplify the way we 
view today’s complex IT environment. By 
looking at the services that are provided 
by the infrastructure, we can determine 
which ones are critical to the business 
and which ones have little or no usage. 
We can identify where duplicate services 
exist or where a service may be missing. 
By adopting a service delivery model, 
an organization can deploy new appli-
cations faster because the required 
underlying infrastructure is in place. They 
can reduce their overall cost by elimi-
nating duplicate services, and they can 
improve the availability of their IT environ-
ment because the service delivery model 
provides an effective way to look at IT 
from an end-to-end perspective.

This approach works for centralized orga-
nizations that are becoming distributed, 
and for distributed organizations that are 
centralizing. Adopting a service delivery 
approach focuses the organization on 
the delivery of services to the end-user 
client, as opposed to the technologies 
and products that seem to change on 
a daily basis. The end-user client device 
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can be a PC, a browser, a personal digital 
assistant (PDA), a phone, and so on. 
To remain competitive, IT organizations 
are transitioning to become service pro-
viders for their companies. In doing 
so, the biggest challenges they face 
are provisioning the required services 
and meeting the service-level agree-
ments and objectives that have been set 
between them and the end users. Over 
the past few years, the typical focus has 
been on the delivery of network-provided 
services (transport and protocol) in the 
lower two layers of the service delivery 
model shown on the left page. 

Progressive organizations are raising their 
sights into the higher layers of this 
service delivery model to better enable 
their business by:

 Enabling new capabilities that in turn 
enable new business opportunities 
and associated revenue growth

 Optimizing their infrastructure to 
reduce costs 

 Improving their infrastructure to achieve 
continuous availability and better 
response times 

These higher layers can be divided into 
two types of services: application-sup-
port services and application-specific 
services. 

As shown in the figure, application 
support services are built on top and 
have affinity with the networking proto-
cols. As the name suggests, applications 
rely on these support services, and 
hence, when a network support service 
fails, a broad range of applications will 
be affected. Examples of these services 
include host access, directory service, 
dynamic host configuration protocol, 
messaging, file transfer, print and Web 
serving. Application support services 
impact the largest number of applica-
tions and should be architected for the 
highest level of availability. Additionally, 
the number of technologies used to 

provide the same service (capability) to 
the end user should be minimized, and 
reduced to one if possible, to simplify 
support while reducing costs. Reducing 
the number of these options to one 
simplifies the client and enables the 
organization to focus on higher availabil-
ity of this one service. 

Application-unique services are built on 
top of the application support services. 
They provide a set of capabilities that 
are specific to the application, and there-
fore impact only that set of applications. 
Examples of these services on the S/390 
server are:

 Transaction Processing: CICS®   
and IMSTM

 Enterprise JavaBeansTM 

 Application-unique API (LU6.2, LU0 
and Sockets)

 Lotus Notes®

 PeopleSoft

 SAP R/3

When moving into these higher layers 
of the networking model, the integration 
of the network and the server becomes 
paramount, hence the need for a 
systems or enterprise view of computing. 
For enterprise servers, we have found 
through our extensive work with our 
clients that there are four infrastructure 
architectures, given the types of services 
that the S/390 server delivers. 

The Four Infrastructure 
Architectures for Enterprise 
Computing 

When building a service delivery model 
with the S/390 and z900 server, it is 
important to understand what application 
support and application-unique services 
need to be delivered, what protocol will 
deliver those services (SNA, IP, or both), 
and what transport will be used to carry 
those protocols. The four infrastructure 
architectures for enterprise computing 
are:

 SNA only

 SNA access

 IP access 

 IP only

From a systems or enterprise view, the 
driving factors that cause these models 
to differ are:

 The application programming interface 
(API), either SNA or IP, that is used 
to access the application on the enter-
prise server

 The host-access method, either SNA 
or IP, used to integrate the enterprise 
server with the network

 The WAN protocol, either SNA or IP, 
used to communicate to the endpoint

 The endpoint, either SNA or IP, used to 
deliver the application 
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SNA Only

Most applications, networks and end-
points were SNA Only a decade or 
more ago. Companies made significant 
investments in mainframe host-based 
SNA applications and associated net-
working (VTAM®, NCP, 3745, 3746, SDLC, 
the NetView® program, and so on). 

SNA-only networks enjoy a level of stabil-
ity that would be very difficult to match 
with newer networking technologies at 
this time.

Applications and endpoints using net-
working protocols other than SNA (such 
as NetBIOS and TCP/IP) grew in popu-
larity in the 80s and 90s. Consequently, 
networks had to evolve to carry those 
protocols in addition to SNA. Some net-
working solutions, such as multiservice 
switches or frame relay, separated pro-

tocols into different logical networks 
over shared physical links. Other solu-
tions, such as Data Link Switching 
(DLSw) transported other protocols 
(SNA, NetBIOS) over an IP-based 
network. Both approaches are widely 
used today.

SNA Access

Also, in order to leverage the investment 
in SNA applications and host-based 
data, organizations began to deploy 
gateway devices that allow non-SNA 
endpoints to access SNA-based appli-
cations and data without requiring 
changes to the applications or host-
access devices (for example, 3745s). 
These gateways were often placed in the 
data center just outside of the existing 
host-access devices. TN3270 servers, 
which allow TCP/IP-based personal com-
puters (running special 3270 emulation 
“Telnet client” code) to access SNA appli-
cations, are the most commonly found 
examples of such gateways today. As the 
need for SNA access grew, gateway use 
proliferated, and many companies found 
themselves struggling with the chal-
lenges of scaling and managing gateway 
environments. Gateways also negatively 
impacted SNA application performance 
and availability.

The Advanced Peer-to-Peer Networking® 
(APPN®) extension to SNA was an 
enhancement that supported commu-
nications with and between midrange 
systems, and enhanced the ability of 
SNA to accommodate change dynami-
cally. 

Due to the high cost of host cycles 
at that time, mainframe systems were 
usually front-ended by communication 
controllers such as the IBM 3745 Com-
munication Controller running NCP, which 
provided, among other things, line attach-
ments and offloaded link-level protocol 
support and device management. Wide 
area network (WAN) links carried traffic 
from SNA-based endpoints such as 3270 
terminals or personal computers with 
3270-emulation software. Fewer SNA-only 
networks remain today.

IBM introduced SNA networking almost 
30 years ago, at a time when WAN 
bandwidth was limited and expensive. 
Consequently, SNA products were origi-
nally designed for very efficient support 
of less-reliable, low-bandwidth media 
environments. Although the cost of 
bandwidth and the availability of 
higher-bandwidth links have improved 
substantially over the years, there remain 
parts of the world where the efficiency of 
SNA still plays a critical role in support 
of business operations. Also, given the 
maturity of the SNA networking products, 
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IP Access

Recognizing the strategic importance of 
TCP/IP, many organizations have focused 
on IP enablement of their host environ-
ments using the Open Systems Adapter- 
Express (OSA-Express) as a low-cost, 
high-performance, IP Access into their 
host environment. They have also used 

later releases (V2R8 and later) of the 
OS/390® software for its TCP/IP function-
ality. This positions the organizations for 
the deployment of IP-based applications 
into the highly scalable and very highly 
available S/390 or z900 environment. In 
recent years, the cost of mainframe host 
cycles has fallen to the point where it is 
usually less expensive to move gateway 
function (such as TN3270 servers) into 
the host environment while, at the same 
time, reducing complexity and improving 
performance and availability to SNA 
applications. Because of its scalability 
and availability, the mainframe host envi-
ronment may also prove to be the ideal 
place to run certain Web services — 
particularly those that need access to 
SNA applications or data. 

SNA endpoints, “legacy devices,” 
and specialized logical unit types (for 
example, LU0, LU6.2) can be given 
access to host applications using Enter-
prise Extender (EE), which very efficiently 
transports SNA traffic over an IP WAN 
and host-access infrastructure. EE is 
supported at the remote site in some 
routers and in most servers (for example, 
with IBM Communications Server for 
Windows NT® or IBM Communications 
Server for AIX®). EE is also integrated into 
OS/390 V2R6 and later.

IP Only

As organizations replace SNA endpoints 
with IP endpoints or Web browser-based 
endpoints, it will eventually no longer be 
necessary to support SNA endpoints. 
Likewise, SNA applications may be 
changed to support IP APIs or be 
replaced with IP applications as business 
processes are reengineered. Such tran-
sitions will likely take a very long time 
for most organizations; however, such an 
IP-only environment may be the ideal 
infrastructure “platform” to position an 
organization to more quickly support 
unanticipated business requirements as 
they arise, while minimizing complexity 
and operational costs.
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Data Center Architecture  
for Enterprise Computing: 
Net390 

The Net390 structure, which enables 
the S/390 and the z900 in the Parallel 
Sysplex® configuration to be the premiere 
service-delivery platforms in the industry, 
using separate logical partitions or 
servers in the Parallel Sysplex con-
figuration for application-specific and 
application-support services, as shown 
in the figure above. The value of this 
approach is that the application-support 
nodes, which should be continuously 
available, can be isolated from the 
applications that run on the application-
unique logical partitions. This protects the 
application-support services from any 
potential availability impact that the appli-
cations might present, while it enables an 
organization to deploy new IP services 
on the S/390 and z900 without impacting 
the existing application. This reduces the 
risk to the business as new S/390 appli-
cations are added or scaled. 

Additionally, hardware and software 
upgrades to the application-support 
nodes, called Net390 nodes, can be per-
formed independently of the application. 
In the SNA-only and SNA-access infra-
structure architectures, which have been 
in place for the past 10 - 20 years, these 
logical partitions were known as Com-
munications Management Configuration 
(CMC) logical partitions with well-under-

stood and proven benefits. In effect, 
Net390 extends the benefits of the CMC 
design to IP-access and IP-only enter-
prise models.  

As shown in the figure above, the Net390 
nodes provide access and integration to 
the network. The back-end application-
unique nodes need not directly attach to 
the network, though in most cases they 
will be attached. New application-unique 
nodes can be added without incurring 
changes in the network. This architecture 
also reduces the complexity of the appli-
cation-unique nodes because they rely 
on the Net390 nodes for all of their 
underlying services.  

S/390 and the z900 are well known 
for providing high-volume online pro-
cessing services and for their ability 
to intermix and manage multiple applica-
tion workloads and support large batch 
workloads. For online processing, the 
predominant transaction managers are 
CICS and IMS, and access to these 
subsystems has historically been 

provided by SNA. Today’s customers are 
also leveraging the S/390 and z900 into 
Web serving and Linux environments. 
To fully leverage S/390 and z900 into 
the e-business infrastructure, three major 
changes need to be accommodated. 
These are:

 The implementation of Parallel Sysplex 
architecture to enable continuous avail-
ability and unrestrained scalability of 
the host complex 

 The enablement of IP access for 
improved reach and heightened per-
formance 

 The accommodation of SNA to 
leverage and protect the existing 
investment

Net390 is an advanced network 
computing system that enables all three 
of these changes. It is built atop a 
S/390 Parallel Sysplex configuration and 
is extended into the network by combin-
ing the best attributes of SNA with the 
flexibility and reach of TCP/IP and the 
Web. The benefits of a Net390 are:

Continuous Availability 
Net390 enables continuous availability 
to the end user by integrating dynamic 
network routing protocols (for example, 
OSPF and High-Performance Routing 
[HPR]) into the continuous operation 
characteristics of the Parallel Sysplex 
server.

Scalability
By building on OS/390 features such 
as generic resources, Workload Manager 
(WLM), and Service Policy Agent, and by 
extending these features into the network 
with Enterprise Extender, TN3270 Server, 
and Sysplex Distributor, Net390 provides 
scalability and enhances performance.

Security
Net390 provides secure access to 
mainframe applications and data by 
leveraging the cryptographic features of 
the S/390 server and the network.We have found that looking 

at infrastructure from a 

perspective of what services 

it provides to the devices that 

attach to it can simplify the 

way we view today’s complex 

IT environment.
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Investment Protection 
Net390 protects current investments in 
existing applications, routed networks 
and SNA equipment (including the 3745 
and 3746 Communication Controllers) 
by enabling OS/390 access from the 
intranet, Internet and extranets. Connec-
tors between WebSphere® software on 
the S/390 server and backend systems 
(CICS, IMS and DB2® software) make 
existing data and application logic avail-
able to Web users.

Predictable Response Times 
Net390 enables the preservation of 
SNA service levels, and leverages new 
networking technologies that enable 
IP service levels through the use 
of bandwidth management, application 
content-specific prioritization and 
workload distribution to achieve system-
level response-time management.

Flexibility
Net390 is a flexible structure that is 
based on many existing and emerging 
technologies. As a best-practices 
approach, only those Net390 compo-
nents that provide the greatest benefit, 
given current business requirements and 
timeframes, need to be implemented.

Next Steps

It is difficult to present in a single paper 
the exact configuration that will support 
your business, given your current invest-
ments and business strategy. It is for 
this reason that IGS has developed the 
Net390 project, which is based on the 
Center for Infrastructure Solutions work 
with numerous clients. A Net390 project 
helps you to make the appropriate 
strategy, infrastructure, product, design, 
system management, and implementa-
tion decisions required to leverage S/390 
and z900 in the e-business infrastructure. 
The intent of the Net390 project is to: 

 Review current and proposed 
applications that involve the S/390 
and z900 to develop a Net390 
service-delivery architecture capable 
of supporting your e-business model

 Recommend appropriate refinements 
to the IBM-developed Net390 architec-
ture to support your business model, 
your investment in the S/390 server 
other server types, and the network, 
while exploiting Parallel Sysplex scal-
ability and availability 

 Architect the data center network 
structure, including intra-data center, 
data center-to-data center, and 
disaster recovery as appropriate to 
optimally support IP and SNA access 
to the S/390 server

 Architect and design, based on your 
business, the Internet access network 
that provides the integration between 
the S/390 server and the Internet/
extranets

 Provide a detailed plan that identifies 
the steps to enable you to build a 
Net390 environment 

The value of this session is that it 
allows you to maximize your existing 
data, SNA applications, endpoints and 
infrastructure by bringing together appro-
priate business units to address your 
overall company’s e-business infrastruc-
ture needs. The solution focuses on:

 Preserving your existing investment in 
hardware and application software

 Taking advantage of the opportunities 
created by the migration to e-business 
solutions

 Creating a highly reliable, scalable, 
cost-effective solution with the flexibility 
to react and adjust to future business 
requirements

 Identifying a clear set of steps to 
achieve your required e-infrastructure

For more information on Net390  
workshops, visit our Web site at 
ibm.com/services/its/us/netcenter.html

You can also send a note to 
netctr@us.ibm.com or talk to your local 
IBM representative. 

To learn more about z900 and S/390 
networking visit
ibm.com/servers/eserver/zseries/
networking 
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NTA has been available since 1989, 
with the Web-based TCP/IP analysis tool 
becoming available in mid-1999. 

This article takes you through an analysis 
using NTA’s Web-based TCP/IP tool. We 
will use a trace file with IP packets 
captured by a LAN protocol analyzer.   
An analysis can be done on many    
LAN-captured traces or an OS/390® 
packet CTRACE.

Because this tool is on the Web and 
has a demo function that allows actual 
analysis of a trace, you can follow along if 
you have Internet access and Netscape 
Version 4.5 or higher.

First, go to the demo at ibm.com/
services/tsm/nta/. Click on the last picture 
on this page, with the caption “Login to 
the system.”

Analyzing Traffic Problems 
with the NTA TCP/IP Analysis Tool
By Bob Springsteen

IBM Global Services (IGS) can now analyze 
TCP/IP performance problems very quickly using 
a TCP/IP analysis tool that is part of IBM’s Network 
Traffic Analysis (NTA) service offering.

A pop-up window will ask for your user ID 
and password. Enter demo for the user 
ID, leave the password field blank, and 
click OK.

The next display shows a list of traces 
under “Server Files for demo.”

Click homework1. This trace will then 
be highlighted. Now click Detailed 
Analysis. 

Saving time when analyzing 

network performance 

problems is what NTA is all 

about.
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NTAMainApplet: 1.2 - 12/14/00 You are using 61% of disk space limit of 100MB

Server files for demo

Global Analysis

Detailed Analysis

Refresh

Homework1
Homework2
Homework3
Homework3a
Homework3b
Homework4
Lab2
Lab3a
Lab3b
Lab4
Lab5
Lab6

A
n

a
ly

zin
g

 T
ra

ffi
c

 P
ro

fl
e

m
s 

w
ith

 th
e

 N
TA

 T
C

P
/IP

 A
n

a
lysis To

o
l



46

(RTT) for data packets received at the 
trace point, inbound to the server, will 
simply be the IP stack processing time. 
In this case, you are able to see the 
problem clearly because the trace point 
is at the sender. If you wanted to deter-
mine to what extent the 300-ms delay 
was in the network rather than at the 
client, you would analyze a trace taken at 
the destination of the packet flow, which 
is the client. Although you can quickly 
see the cause of the poor performance, 
you still don’t know how to improve it. 

This displays a count of IP flows and sub-
protocols such as TCP.  The next-to-last 
column shows the peak 1-second data 
rate for all of the connections. Check the 
TCP radio button and then click Display 
Problem Virtual Circuits.

The next display shows the problem: 
5665 packets with long round-trip times 
(RTTs). The RTT is the time that elapses 
between sending a packet and receiving 
its acknowledgment (ACK). The RTT 
count is incremented when a packet’s 
RTT is 200 ms or more.

In this example, the tracing is at 
the server, which is sending the data 
packets. This means that you actually see 
the full network time for this socket pair. 
Keep in mind that the round-trip time 

DATE FILE START STOP INTERVAL(in sec)

DATA SUMMARY BY PROTOCOL

Protocol Type Count of IP Flows Problem Flows
Byte Count of User

Data
Peak Rate Bytes/Sec Percent of Data

2000-08-04 Homework1 11:00:18 11:09:24 1

TCP

UDP

ICMP

8

0

2

2

0

0

11610472

0

832

29696

0

52

99.99

0.00

0.00

Display Problem Virtual Circuits Display All Virtual Circuits

LIST OF TCP ROUTES WITH POSSIBLE PROBLEMS

2 of 8 TCP CIRCUITS HAVE POTENTIAL PROBLEMS

DATE FILE START STOP INTERVAL(in sec)

Ntwk End
Station

Perf
IP Source Addr:port# -->
IP Destination Addr:port# Dgrms User

Bytes
Long
RTT

Long
Resp ReXmit

Dupl
Rcds

Frag
Dgrms

Re-
Seq

Zero
Window

Slow
Rcvr

Reset
Flag

2000-08-04 Homework1 11:00:18 11:09:24 1

130.147.031.001:00020-->192.168.002.111:01389

130.147.031.001:00021-->192.168.002.111:01388

11342

15

5805237 5665 90 1

0 0 0

0

0

0

0

0

0

0

0

0

0375 7

0

Stat Report
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By clicking the radio button for the socket 
pair with high RTTs and then clicking  
Stat Report, you can display a statistical 
report that shows about 40 fields. Each 
row represents a 1-second collection of 
data for this socket pair

(130.147.031.001:00020-->192.168.002.111:01389). 

Notice that the RTT columns show 
consistent values a little less than 300 
ms. The data rate is mostly 28 672 bytes 
per second and the maximum segment 
size is 512 bytes. That’s small and is 
probably a default value that should be 
changed. Most important, look at the 
field labeled Max RcvWin. You will need 
to be looking at the statistical report after 
login to NTA to see this field. There 
are too many fields in this report to 
display all of them easily in the figure, and 
therefore, the Max RcvWin field is not 
shown here. Its value is 8576. This means 
that the receiver of this socket pair, 
192.168.002.111:01389, is sending back an 
advertised window of 8576 bytes.

Now look at the field labeled Max 
Unack. This is the count of the maximum 
number of bytes that are in transit. In 
other words, it is the number of bytes 
transmitted by the sender but not yet 
acknowledged by the receiver. This value 
can be as large as the advertised 
window, or the congested window size. 
Its value is 8192 bytes. The problem 
is that the advertised window of 8576 
bytes is too small. The sender transmits 
a window of data and waits for an 
ACK. The ACK takes almost 300 ms to 
come back. Note that the number of 
bytes in transit, plus one more packet 
of 512 bytes, would mean that the 
number of bytes in transit would be 
8704 (8192+512), which is larger than the 
receiver’s advertised window allows.

The number of unacknowledged packets 
in transit is 16 (8192 ÷ 512). To get better 
throughput, the client will need to have 
a larger TCP receive buffer. The current 
size, 8576 bytes, is not large enough 
to allow for continuous transmission with 
a 300-ms round-trip delay. Setting the 
client’s TCP receive buffer to at least 16K 
bytes should dramatically improve data 
throughput beyond the current 28 672 
bytes per second.

The figure shows only a portion of the 
fields available in the statistical report 
that we use to determine the problem 
cause. There are many other reports 
available, including “Global” reports that 
provide information from all packets 
traced. You can display these reports  
while you are logged in to the demo.

In summary, this demo shows you how 
quickly a performance problem can be 
detected and fixed through a trace 
analysis using the NTA tools. Saving time 
when analyzing network performance 
problems is what NTA is all about. If 
you have any questions on the NTA 
service offering, please call the NTA team 
1 800 876-8801 or 919 461-5131 from 
outside the U.S. and Canada, or e-mail 
us at ntateam@us.ibm.com. 

About the Author

Bob Springsteen has worked in the 
IBM Network Traffic Analysis (NTA) Group. 
Bob was one of the original developers 
of NTA in 1987 and has retired as of April 
2001. The NTA group helps clients resolve 
network performance problems in SNA 
and TCP/IP using NTA’s expert system 
analysis tools.

STATISTICAL DATA BY CONNECTION

130.147.031.001:00020-->192.168.002.111:01389

Time Dgrms
Usr

Dgrms
Usr

Bytes
SegHdr

Size
MinSeg

Size
MaxSeg

Size
AvrSeg

Size
Min
RTT

Max
RTT

Avg
RTT

Avg
RESP

Max
RESP

Min
RESP

Re-
Xmits

Dup
Records

Frag
Dgms

Re-
Seq

Max
TTL

Min
TTL

Max
UnACK

Min
UnACK

DATE FILE START STOP INTERVAL(in sec)

2000-08-04 Homework1 11:00:18 11:09:24 1

 Packet Trace Clear All

All ChartsBuffer Size Data ThruputResponse Time Round Trip Time Response vs RTT

11:01:11        8       3073 24   512   512   512 228936 347290 288113

283425

0 0 0 0 60 60   512   1536

11:01:12      32     16384 20   512   512   512 212166 368662 240458   0 0 0 0 60 60 1024   7168

11:01:13      58     29696 20   512   512   512 229138 286194 271959 0 0 0 0 60 60   6656   8192

11:01:14      56     28672 20   512   512   512 279562 286732 283053

229682 302468 278029

0 0 0 0 60 60 7680   8192

11:01:15      56     28672 20   512   512   512 282894 285014 284134

283608

0 0 0 0 60 60   7680   8192

11:01:16      56     28672 20   512   512   512 281628 285140 283302 0 0 0 0 60 60   7680   8192

11:01:17      56     28672 20   512   512   512 280588 284058 283033 0 0 0 0 60 60   7680   8192

11:01:18      56     28672 20   512   512   512 282078 285622 283786 0 0 0 0 60 60   7680   8192

11:01:19      56     28672 20   512   512   512 283516 285672 284266 0 0 0 0 60 60   7680   8192

11:01:20      56     28672 20   512   512   512  281418 285184 283257 0 0 0 0 60 60   7680   8192

11:01:21      56     28672 20   512   512   512 281448 286454 283878 0 0 0 0 60 60   7680   8192

11:01:22      58     29696 20   512   512   512 279822 287138 282880 0 0 0 0 60 60   7680   8192

11:01:23       56 20   512   512   512 282472 284474 283456

280360 287680

229480 347290 288385

229464 368662 279077

280166 287280

283446 285546 284680

282176 285678 283857

281138 284610 283583

282620 286168 284330

284058 286244 284811

281958 285732 283801

281992 286998 284422

283034 285016 284009 0 0 0 0 60 60   7680   8192
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Today, it is possible for any vendor to 
reach potential customers anywhere in 
the world — an ability that was previously 
reserved for very large enterprises. This 
global revolution has had a profound 
effect on the business model, the effects 
of which are only now beginning to be 
understood. 

One impact of the evolution of the global 
economy has been an increase in com-
petition at all levels of the corporate 
community. We note the IBM commercial 
where the Japanese corporate conglom-
erate has a major supply problem — 
until the small business in Texas sends 
in a bid. Amusing it is, but it also under-
scores the growth of intense competition 
brought about by the exploitation of new 
and evolving technology by the business 
community. 

This evolution has also introduced addi-
tional strain on the Internet. Businesses 
require the means to distinguish the 
shopper from the browser and to allocate 
network resources accordingly. An 
additional requirement is to provide the 
means to associate the allocation of 
system and network resources on a 
client basis, that is, preferred client 
optimization. 

Communications Server and the Open Systems 
Adapter: Optimized Integration for S/390  
Networking
By Art Stagg

Rapid technological change has brought about a 
revolution in the manner in which business is 
conducted. The terms “Global Market” and “Global 
Economy” have moved from being trade-press 
buzzwords to being accepted aspects of the 
mainstream business world. 

To assist you in meeting these 
challenges, IBM has introduced the 
OSA-Express Adapter for the IBM 
^ zSeries 900 and the S/390® 
Generation 5 and Generation 6 Parallel 
Enterprise ServerTM platforms. This latest 
edition to the OSA family of adapters, 
coupled with substantial improvements in 
the Communications Server (CS) TCP/IP 
protocol, provides:

 World-class standard network attach-
ment for Gigabit Ethernet, Fast 
Ethernet, and 155-Mbps asynchronous 
transfer mode (ATM). No longer is a 
special front-end processor required to 
connect your S/390 or z900 server to 
the network. 

 Standards-based protocols to further 
eliminate the requirement for a front-
end processor to translate between 
older channel based-interfaces and 
industry-standard network-attachment 
interfaces.

 Leading-edge performance, achieved 
by the use of a brand-new I/O      
attachment interface designed 
explicitly to provide higher bandwidth, 
lowerlatency and reduced CPU 
network costs. 

 Dynamic configuration of the adapter 
through a direct interface with the 
TCP/IP stack, which simplifies network 
configuration integration, making it less 
prone to “user” definition errors.
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Introduced in OS/390® Release 7, the 
OSA-Express Gigabit Ethernet feature 
interface, utilizing new Queued Direct 
Input/Output (QDIO) interfaces, provides 
the means to economically exploit the 
new high-speed network media required 
to be competitive in today’s dynamic 
market. OS/390 Release 8 provided 
QDIO support for the OSA-Express Fast 
Ethernet and ATM features.

Overview of OSA-Express 
Structure

OSA-Express is the third generation of 
the Open Systems Adapter (OSA) family 
developed by IBM for the S/390 and 
new z900 servers. The following figure 
provides an overview of the structure 
of the OSA-Express adapter and shows 
how the QDIO design reduces system 
resources required for network I/O.

The OSA-2 interface, like all traditional 
channel-based interfaces for controllers 
and routers, required the use of multi-
stage hardware and software interfaces 
in order to transport data to and from 
the S/390 server. The OSA-Express QDIO 
interface replaces the OSA-2 interface 
with a single-step direct memory access 
from the OSA-Express adapter into S/390 
and z900 memory. The removal of the 
intervening steps, and the related simpli-
fication of the I/O supervisor, results in 
reduced system cost for Network I/O.

Further, as shown in the figure, the 
new OSA-Express interface provides a 
logical extension of the CS for OS/390 
TCP/IP network protocol. For example, 
IP functions are shared between the 
CS for OS/390 network stack and the 
OSA-Express adapter. The sharing of 
functions is determined by efficiency. 
Generally, the approach is to place 
compute-intensive functions on the 
OSA-Express adapter, thereby allowing 
more system cycles to be utilized by 
user applications. 

Specifically, OSA-Express provides the 
following functions and benefits:

 Automatic creation and updating of 
the Address Resolution Protocol (ARP) 
routing table for initial configuration as 
well as for dynamic updates

 No requirement for OSA/SF 
configuration

 Default routing, for example, the routing 
of “unknown” IP addresses on inbound 
data to a user-specified TCP/IP 
instance

 IP filtering to block non-IP datagrams 
from entering the system

 Dynamic access to media MIB data as 
well as ARP cache statistics

The figure below depicts the logical 
placement of OSA-Express within the CS 
for OS/390 TCP/IP protocol.

In addition, OSA-Express allows sharing 
of network attachment across up to 15 
logical partitions. This reduces the total 
cost of network attachment by minimiz-
ing the need for multiple OSA-Express 
adapters, and optimizes the utilization of 
ports on expensive routers and switches. 

The following figure demonstrates a 
possible configuration in a hypothetical 
S/390 data center.

In this example, the system has been 
configured to provide the following 
environments:

 Production 

 Development 

 Test

Each environment acts independently, 
with no cross-dependencies within the 
S/390 server. In this case, the network 
administrator controls the sharing of the 
OSA-Express, the allocation of network 
bandwidth, and access to downstream 
devices using administrative controls and 
traffic prioritization. Production would be 
set at the highest priority, with devel-
opment and test prioritized based on 
internal rules. 
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 IBM has introduced the 

OSA-Express Adapter for the 

IBM ^ zSeries 900 and 

the S/390® Generation 5 and 

Generation 6 Parallel 

Enterprise ServerTM platforms. 

Cost Reduction and 
Resource Utilization

As previously mentioned, the new QDIO 
architecture provides a highly optimized 
interface for the transport of data to and 
from the S/390 or z900 server. The opti-
mizations provided are tightly integrated 
into the CS TCP/IP protocol stack, and 
provide:

 Improved dispatching of network tasks 

 More efficient storage management

 Optimized I/O supervisor interfaces 

These improvements help to reduce the 
cycles required for a given unit of net-
work-related work. The saved cycles can 
then be returned to the user application 
set. 

Another aspect of cost savings relates 
to comparing the more costly front-end 
processors and routers with the cost 
of the OSA-Express adapter. The fol-
lowing figure demonstrates the resource 
reduction when comparing the channel 
environment with the OSA-Express envi-
ronment. 

In this configuration, the use of 
OSA-Express has reduced cost in the  
following areas:

 The number of ESCON® channels 
required versus the use of a single 
OSA-Express, a five-to-one ratio. Note 
that not all users necessarily expe-
rience this kind of reduction. Actual 
reduction is a function of the aggregate 
bandwidth required. 

 A reduction of the number of ESCON 
Director ports required for comparable 
configurations. These ports can now 
be made available for DASD attach-
ment.

 A reduction of the number of ESCON 
ports from five to one.

 Elimination of the requirement to use 
expensive front-end routers. 

The cost savings in moving from the 
expensive router to the OSA-Express 
configuration can be substantial. There is 
also another aspect of the savings that 
OSA-Express can provide, and that is the 
overall cost of system and network man-
agement. “People” cost is often the single 
most expensive aspect of the overall total 
cost of ownership (TCO) of a particular 
system. The OSA-Express helps reduce 
that cost by simplifying the work required 
to configure and manage the system and 
the network interfaces. 

For example, if you consider a con-
figuration in which three ESCON ports 
are replaced by a single OSA-Express 
adapter that is to be shared by two 
TCP/IP instances resident in two logical 
partitions, the following configuration 
tasks are reduced: 

50
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TCP/IP address management: In the 
ESCON approach, a total of six IP 
addresses are required, one for each 
ESCON port per TCP/IP instance. OSA-
Express requires just two, one per TCP/IP 
instance. This enables a 66% reduction in 
IP address management.

I/O configuration: Assuming that the 
network administrator has installed either 
MPC+ or CLAW channel interfaces, a 
total of 12 device address must be 
defined and mapped to the appropriate 
router. In the OSA-Express environment 
using QDIO, a total of only six device 
addresses must be defined. 

These savings in people cost are yet 
another advantage of OSA-Express over 
the expensive traditional front-end or 
router configuration. 

Performance

The new QDIO interface used by OSA-
Express offers S/390 and z900 users 
a real performance boost over ESCON-
based interfaces. The direct attachment 
of the adapter to the Self-Timed Interface 
(STI) bus, elimination of the use of the 
control unit image, the addition of direct 
memory access, and numerous optimi-
zations within the CS TCP/IP protocol 
stack have all contributed to providing 
the S/390 and z900 user with leading-
edge network connectivity. 

Let’s revisit the configuration used for 
the resource-utilization comparison, only 
this time to look at the real performance 
study on which it was based. 

Note that the performance benchmarks 
for both configurations were identical 
(46 MBps sustained requirement). The 
resources required to meet that goal are 
greatly reduced in the OSA-Express envi-
ronment. 
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The following table shows the throughput rate for the S/390 G5 server through a single 
OSA-Express Gigabit Ethernet adapter.

The performance advantage is also 
apparent for Fast Ethernet and 155 ATM. 
When attached using OSA-Express, both 
run full-duplex at media speed (100 
Mbps and 155 Mbps respectively). 

But what does all this extra throughput 
cost? Having all this bandwidth available 
is nice, but what effect does it have on 
my CPU? The following table shows the 
effect of using the OSA-Express QDIO 
interface on S/390 CPU utilization. The 
improvements (reductions) in S/390 CPU 
utilization for stream workload and a 
1500-byte MTU were:

 12.44% for the sender

 12.47% for the receiver

  Throughput (MBps)

 OSA-Express OSA-Express
Connection 1500-Byte MTU 9180-Byte MTU

Single connection with RFC1323 33.5 46.0

Single connection without RFC1323 20.0 26.4

Multiple connection 48.0 75.0

 CPU Utilization

 Instructions per Byte Instructions per Byte 
Scenario for OSA-Express GbE for MPC+ Channel

Client (sender) 2.24 2.55

Server (receiver) 2.89 3.30

1 RFC1323, or “Fat Pipes,” provides a mechanism 
by which the ends of a TCP connection can 
negotiate to grow the acknowledge window size 
from 64 KB up to 1 gigabyte.

The table shows actual test results using 
the standard 1500-byte MTU and the cur-
rently nonstandard (but widely adopted) 
9180-byte MTU. The  single connection 
test was run under two conditions: once 
using “Fat Pipes” (RFC13231) and once 
not using Fat Pipes. The multiple con-
nection test was only run with Fat Pipes. 
Returning to the previous figure, which 
compared the ESCON and OSA-Express 
benchmarks, it is worth noting that the 
OSA-Express numbers were obtained 
using the smaller MTU size. In short, 
one can state that a single OSA-Express 
is equivalent to at least five ESCON 
ports. The OSA-Express advantage can 
be expected to grow as the adapter 
evolves. 

It is clear that OSA-Express delivers 
on its promise of higher bandwidth, 
increased network efficiency and 
reduced system cost. This is truly a case 
where one can “Have one’s cake and eat 
it, too.”

But what about scalablity? As your appli-
cations mature and your network grows, 
will you have to purchase dozens of 
OSA-Express adapters to keep up? What 
is the effective incremental benefit in the 
use of additional adapters?

The new QDIO interface used 

by OSA-Express offers S/390 

and z900 users a real 

performance boost over 

ESCON-based interfaces. 
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To answer these questions, see the fol-
lowing figure showing the scalabilty of 
the OSA-Express adapter on a single 
Self-Timed Interface (STI) bus. The use 
of multiple adapters on a single STI bus 
is called chaining on a S/390 server and 
fanout on a z900. 

In this S/390 configuration, multiple 
TCP/IP stream connections are used 
to concurrently drive up to four OSA-
Express adapters. The X-axis represents 
the number of OSA-Express cards under 
test. The three sets of curves show the 
scalability of throughput for MTU sizes of 
576 bytes, 1500 bytes and 9000 bytes 
as a function of the number of adapters. 
For each MTU size, a curve showing the 
theoretical scaled throughput for multiple 
cards, based on the throughput of a 
single card, is overlaid by the actual 
throughput realized with multiple cards. 
As the figure shows, the dropoff from the 

Additional Functions

IP Assist

IP Assist (IPA) was a new architecture 
introduced as part of the QDIO work 
effort in OS/390 V2R7. IPA architecture is 
designed to provide support for further 
distribution of function between CS and 
OSA-Express. The major design point 
for IPA is to offload and distribute com-
pute-intensive functions from CS to the 
OSA-Express adapter. IP Assist functions 
include:

ARP Offload: This reduces CS cycles 
used in managing ARP cache. OSA-
Express responds to ARPs received from 
the network as well as issuing ARP 
requests on behalf of the CS TCP/IP 
Stack.

MAC Handling: Previous S/390 LAN 
gateway interfaces required the CS stack 
to build the entire LAN header prior 
to transmission to the gateway. OSA-
Express constructs the appropriate MAC 
header on behalf of the TCP/IP stack. 

IP Filtering: Prior to inclusion of this 
support, broadcasts were always passed 
to the stack regardless of the network 
protocol that issued the broadcast, for 
example, IPX, DecNet, and so on. OSA-
Express will now filter out all unsupported 
protocols.

IP Addressing: Dynamic assignment, for 
example, the addition or deletion of IP 
addresses, provides base support for the 
virtual IP address (VIPA) takeover during 
recovery of failed applications. The stack 
where the failure occurred deletes the 
address, and the recovery stack adds the 
address — all without human interven-
tion. This enables the VIPA of a failed 
application to “follow” the application to 
the recovery stack.

theoretical projections, which indicates 
limitations in scalability, is evident for 
higher MTU sizes (higher throughputs). 
Performance limits on S/390 hardware 
and software subsystem performance is 
indicated by the maximum throughputs 
realized for the 1500- and 9000-byte 
MTU scenarios. Therefore, the OSA-
Express adapter provides real value in 
the S/390 configuration. 
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2 Note that the Fast Ethernet and ATM LANE 
additions will be available on OS/390 R8 
as a PTF.

The aggregate effect of these functions 
is to further reduce the use of S/390 
cycles by relocating the function onto 
OSA-Express. The net result is a more 
intelligent use of system resources, 
the enablement of additional application 
recovery facilities and a further reduction 
of S/390 network system cost.

Priority Queuing 

The QDIO architecture used by the inter-
face between Communications Server 
and OSA-Express provides a priority-
queuing mechanism in which four write 
queues are provided to order outbound 
traffic. This mechanism works in conjunc-
tion with the CS-provided Policy Agent, 
which enables you to specify different 
Quality of Service (QoS) class-based 
TCP/IP standards. These can be, for 
example, existing Type of Service (ToS) 
as well as the newly defined Dif-
ferentiated Services (DiffServ). Properly 
used, this allows you to specify higher-
priority service for mission-critical traffic 
and lower priorities for other less-critical 
traffic. The effect of using the prioritization 
of traffic is shown in the following figure. 

The figure shows the results of a joint 
IBM and Cisco solution called “Delivering 
Predictable Host Integration Services.” 
This solution demonstrates the impact of 
QoS policy on response time for critical 
traffic. The figure shows the response 
times of high-priority traffic under two 
conditions:

 Without exploiting QoS prioritization 
(upper graph) 

 With QoS prioritization (lower graph) 

In both cases, the network was first satu-
rated with large FTP transfers and then 
high-priority traffic was inserted into the 
mix, in this case consisting of relatively 
small, interactive TN3270 transactions. 
The effect was dramatic. Response time 
went from 3 - 7 seconds to approximately 
1 second. Not shown, but worth men-
tioning, is that there was no noticeable 
effect on the FTP traffic. Priority queuing 
in and of itself is a strong reason to 
move to the OSA-Express environment 
and is another reason why OSA-Express 
enables the best S/390 and z900 net-
working.

New for OS/390 R10

We continue to enhance this leading-
edge interface, as amply demonstrated 
by the new additions in OS/390 R10:

 Extension of the QDIO interface to 
include Fast Ethernet2 and ATM LANE 
(Ethernet mode)

 In conjunction with IBM middleware, 
the extension of QoS support to 
allow transactional QoS, for example, 
enabling priority to be set based on 
a particular item of work within a con-
nection 

 Enhanced management using a new 
interface that allows CS to extract ARP 
cache information
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New on zSeries 900

The OSA-Express adapter was enhanced 
again on the z900 with the addition of 
new packaging that provides two ports 
on each Gigabit Ethernet, Fast Ethernet, 
and 155 ATM feature. The Gigabit 
Ethernet adapter has been enhanced to 
attain line-speed performance. Protocol 
support, for example, QDIO (TCP/IP) and 
non-QDIO (TCP/IP and SNA/APPN®/HPR) 
support, remains the same as on S/390 
G5/G6. 

Bottom line is that, by every metric, 
OSA-Express, in conjunction with Com-
munications Server, provides the best 
network connectivity for the S/390 and 
z900 servers. 

For additional information on the OSA-
Express adapters, the TCP/IP and SNA 
support provided by Communications 
Server for OS/390 and z/OS, joint 
IBM/Cisco partnership solutions, the 
most recent performance information, 
and latest news on z900 and S/390 
networking, go to ibm.com/servers/
eserver/zseries/networking. 
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Motivation

With the latest releases of Communi-
cations Server for OS/390® and z/OS 
Communications Server software, the 
S/390 and the new IBM ^          

zSeries 900 servers are world-class 
platforms for native e-business (TCP/IP-
based) applications. However, conversion 
of existing SNA applications to TCP/
IP-enabled applications can be econom-
ically impractical. In many cases such 
conversions may even be technically 
impractical due to the lack of source 
code and adequate skills for the specific 
application. An additional complication is 
the wide variety of SNA-based endpoint 
devices, such as banking ATMs. So, 
how can we enable IP applications and 
preserve SNA-application and endpoint 
investment, while converging on a single 
network protocol?

For 3270-based applications, an inboard 
S/390 or z900-based TN3270 server can 
be a key component of the solution, 
allowing TN3270 clients to access SNA 
applications through an IP network, 
and limiting the SNA network path to 
the inside of a single Communications 
Server1 image. This leaves the question 
of how to access non-3270-based appli-
cations without requiring a parallel SNA 
network path into the S/390 or z900 
server.

Enterprise Extender: 
A Key to SNA/IP Integration
By Sam Reynolds

Enterprise Extender (EE) enables e-business 
applications on the IBM S/390® and IBM ^ 

zSeries 900 servers, while preserving the investment in 
SNA-based applications and endpoints and leveraging 
high-speed, industry-standard TCP/IP connectivity.

From Subarea SNA to 
Enterprise Extender

Systems Network Architecture (SNA) has 
evolved from the traditional subarea 
networks that have dominated the enter-
prise network landscape for years. 
The Advanced Peer-to-Peer Networking® 
(APPN®) extension was an enhancement 
to SNA that brought the ability to 
move logical units and change routing 
without coordinated system definition. 
High-Performance Routing (HPR) was 
an enhancement to APPN that enabled 
unparalleled availability by non-disrup-
tively switching sessions around failures. 
Enterprise Extender is yet another evolu-
tion, providing a means for the efficient 
transport of SNA data across an IP 
network.

Enterprise Extender is an industry-stan-
dard solution defined by the APPN 
Implementer’s Workshop (AIW) and the 
IETF (RFC 2353). With Enterprise 
Extender, the Rapid Transport Protocol 
(RTP) endpoint views its interface with 
the UDP layer of the stack as just another 
data link control, and treats the connec-
tion across the IP network the same as it 
would any SNA connection. 

1 In this article, Communications Server refers to 
Communications Server for OS/390 and z/OS 
Communications Server.
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HPR’s RTP component provides:

Error detection with selective retrans-
mission of lost packets.

Non-disruptive reroute based on class 
of service requirements. HPR preserves 
the session without impact to the end 
user for planned and unplanned outages 
in the session path. If no alternative path 
is available, HPR can even be configured 
to preserve the session while the failing 
component is recovered.

Proactive congestion control. 
Enterprise Extender brings with it an 
enhanced version of HPR’s Adaptive 
Rate-Based (ARB) congestion-control 
algorithm. The new version, Responsive-
Mode ARB, is more aggressive in using 
available bandwidth and more tolerant 
of variations in network latency. Respon-
sive-Mode ARB was introduced with 
Enterprise Extender to better allow HPR 
traffic to coexist with native IP traffic in 
the backbone network.

Prioritization. The SNA priority field is 
mapped to the IP Type of Service (ToS) 
byte, which is used by routing algorithms 
such as the Cisco Weight-Fair-Queueing 
algorithm. A set of standard UDP ports 
are also reserved based on priority, with 
packets mapped to them according to 
the SNA priority field. Furthermore, the 
Service Policy Agent (available on Com-
munications Server for OS/390 V2R7 and 
later) enables priority schemes to be 
further refined, allowing for options such 
as setting the TOS priority based on 
the time of day or the specific client IP 
address.

The IP layer handles packet forwarding 
for Enterprise Extender, providing the 
following advantages:

 The use of native IP routing maximizes 
router efficiency.

 By using Enterprise Extender, SNA 
applications are positioned to take full 
advantage of advances in IP routing 
technology.

 Enablement of a single network 
transport reduces costs and simplifies 
network management and network 
architecture.

Enterprise Extender versus 
Data Link Switching

Another commonly used SNA/IP integra-
tion technology is data link switching 
(DLSw). This technology was conceived 
by IBM and is widely used for transport-
ing SNA data over IP networks. While 
DLSw is a well-established technology, 
it has a number of disadvantages when 
compared with Enterprise Extender:

 DLSw requires significant processing 
in routers acting as the DLSw end-
points, especially those used to 
terminate many DLSw connections in 
the data center. By using Enterprise 
Extender on S/390 or z900 servers, 
data-center router requirements are 
reduced, and can be eliminated by 
using OSA-Express. 

 The data-center router serving as the 
DLSw endpoint provides an additional 
single point of failure. Loss of that 

router will cause session outages. With 
the Enterprise Extender endpoint in 
Communications Server, IP routing will 
reroute around a failed data-center 
router.

 DLSw solutions typically leave the SNA 
“boundary function” in the 3745, or use 
ESCON®-attached routers or OSA for 
SNA connectivity into the S/390 server 
(pushing the boundary function into 
VTAM®). Enterprise Extender solutions 
typically put the boundary function on 
the branch routers by using the APPN 
dependent LU requester (DLUR).

 DLSw implementations have various 
degrees of support for SNA session 
priority. Enterprise Extender solutions 
preserve session priority by mapping 
the SNA transmission priority field 
(TPF) to one of a set of reserved UDP 
ports, and setting the ToS byte based 
on the TPF.

 Although DLSw is an industry 
standard, many variations (often  
proprietary) exist. As noted above, 
Enterprise Extender is an AIW- and 
IETF-approved standard.
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Enterprise Extender provides the 
following additional advantages:

 It provides superior scaling char-
acteristics in the data center, with 
each Communications Server image 
capable of supporting thousands of 
Enterprise Extender connections.

 It enables the APPN/HPR high- 
availability functions of Generic 
Resources and multinode persistent 
sessions within the Parallel Sysplex® 
environment.

Enterprise Extender: 
Multiplatform, Multivendor, 
Industry Standard

As previously stated, Enterprise 
Extender is an industry-standard solution 
defined by the APPN Implementer’s 
Workshop and the IETF. It has been 
available on IBM’s Communications 
Server for OS/390 product since V2R7 
(V2R6 via PTF), and is supported on 
a number of other products, including 
Communications Server for 
OS/2 WARP®, Communications Server 
for Windows NT®, and Cisco’s SNASw 
feature for IOS. The multiplatform, 
multivendor support for Enterprise 
Extender was underscored by the suc-
cessful conclusion of a joint IBM/Cisco 
scalability and interoperability test.

Connection Network

Connection network is an APPN mecha-
nism by which a shared-access transport 
facility (SATF) is represented as a virtual 
routing node (VRN). APPN nodes con-
nected to the SATF define a connection 
to the VRN instead of defining any-to-any 
connectivity to all nodes using the SATF. 
Much definition work can be avoided 
because each node replaces n-1 partner 
link definitions with a single definition of 
VRN connectivity.

Enterprise Extender exploits the connec-
tion network mechanism, allowing a VRN 
to represent the IP backbone. Connec-
tions will be dynamically activated as 
needed across the connection network.

Enterprise Extender 
for Inter-Enterprise 
Connectivity

Enterprise Extender provides an ideal 
migration tool to enable an alternative 
inter-enterprise connectivity path for 
existing users of SNA Network Intercon-
nect (SNI).

The APPN replacement for SNI is 
Extended Border Node (EBN), a proven 
technology first shipped on VTAM in 
1994. EBN is now used by numerous 
customers to facilitate inter-enterprise 
communication, and to ease network 
consolidation after mergers and take-
overs. Unlike with SNI, which requires 
a Gateway NCP to act as the network 
boundary, the boundary between two 
EBNs is represented by the intersubnet 
link (ISL) itself. Therefore, the ISL is not 
limited to only NCP-based connections, 
but instead allows other options such as 
MPC+ and Enterprise Extender. 
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Because most enterprises today connect 
to an IP network (the Internet, intranet, 
or an extranet), Enterprise Extender 
emerges as an ideal way to connect 
multiple enterprises by using the existing 
IP connectivity. The two S/390 or z900 
hosts that formerly acted as gateway 
system services control points (SSCPs) 
and ran the SNI protocol over NCP-
based connectivity now act as APPN 
EBNs with an Enterprise Extender con-
nection mapped over the IP connectivity. 
Thus, gateway SSCP/NCP functions are 
no longer required, and SNA applications 
can achieve inter-enterprise communica-
tion through any IP network attachment 
and connectivity supported by Commu-
nications Server.

Enterprise Extender and 
OSA-Express Simplify SNA 
Network Design

When APPN was first introduced, many 
people envisioned relatively complex 
networks with large numbers of network 
nodes. Now, with Enterprise Extender 
and a pervasive IP WAN, it is possible 
to design much simpler APPN networks. 
In the data center, a small number of 
Communications Server images would 
be designated as network nodes, typi-
cally the Communications Management 
Controller (CMC), the backup CMC, and 
a couple of images per sysplex to 
provide basic network node services 
within each sysplex. The remainder 
of the Communications Server images 
would be data hosts defined as end 
nodes. Branch routers such as Cisco’s 
SNASw routers would be configured as 
Branch Extender (BX) nodes. A BX node 
presents an end node image to the 
upstream hosts in the data center, but 
can provide network services for end 
nodes and clients in the branch.

This results in a simplified and highly 
scalable design that greatly reduces the 
impact of APPN topology and search 
broadcast traffic, while fully enabling 
APPN/HPR access into the Parallel 
Sysplex environment, and allowing the 
exploitation of Generic Resources and 
multinode persistent sessions.

With Enterprise Extender, 

the Rapid Transport Protocol 

(RTP) endpoint views its 

interface with the UDP layer 

of the stack as just another 

data link control, and treats 

the connection across the IP 

network the same as it would 

any SNA connection.

Enterprise Extender Enables 
High-Speed, Industry-
Standard Host Connectivity

OSA-Express provides an economical, 
high-speed method for host access. The 
adapter provides access to industry-
standard network attachment options 
using a direct memory access (DMA) 
model that utilizes a set of priority 
queues shared between the adapter and 
Communications Server’s TCP/IP stack. 
Communications Server accesses OSA-
Express through the Queued Direct I/O 
(QDIO) interface, which provides higher 
bandwidth, lower latency, and reduced 
CPU consumption. 

The QDIO interface is efficient because 
it treats the OSA-Express adapter as a 
logical extension of the TCP/IP stack, 
thereby allowing for an intelligent division 
of workload between the stack and the 
adapter. A consequence of this is that 
the adapter expects to receive only IP 
packets across the QDIO interface, and 
does not support native SNA commu-
nication when running in QDIO mode. 
However, while there is no support for 
native SNA with the QDIO interface, SNA 
applications can still utilize this high-
speed path by using Enterprise Extender.

Combining the use of Enterprise 
Extender with OSA-Express provides an 
ideal way to preserve existing SNA appli-
cations, while using industry-standard 
network attachments with performance 
characteristics that exceed those of 
native HPR attachment. Furthermore, by 
relying on the IP layer for the underlying 
transport, the Enterprise Extender/OSA-
Express combination positions existing 
SNA applications to take advantage of 
future advances in IP routing technology 
and protects customers’ SNA device and 
endpoint investments.
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Scalability

Despite some early predictions to the 
contrary, HPR has been shown to be 
a very scalable architecture. The fol-
lowing graphs were generated from a 
performance test intended to show the 
reductions in CPU utilization that can 
be achieved when moving from native 
HPR over ESCON to Enterprise Extender 
over an OSA-Express Gigabit Ethernet. 
However, equally interesting is the scal-
ability statement that these graphs make. 
The measurements were taken while 
running up to 6000 RTP connections 
(pipes) from a single S/390 host. (Subse-
quent tests have expanded that number 
to 10 000 pipes.) The slope of the curves 
between the 3000 and 6000 pipe data 
points is relatively low, indicating a highly 
scalable function.

CS for OS/390 V2R10 
Enhancements

Despite the advantages of APPN and 
HPR, many HPR migrations have been 
delayed or inhibited by a restriction that 
has existed since the earliest releases 
of HPR on Communications Server for 
OS/390. Prior to V2R10, an interchange 
node (ICN) would not allow HPR on the 
first hop from the ICN for interchange 
sessions (those sessions from a subarea 
partner crossing into the APPN network). 
Sessions from applications on the ICN 
could enter the APPN network via HPR, 
but those entering the ICN from a cross-
domain subarea partner (such as an SNI 
partner) could not use HPR for the first 
hop from the ICN into the APPN network. 

60

If all connection types allowed both 
HPR and Intermediate Session Routing 
(ISR) — the basic pre-HPR routing 
scheme — then this restriction would 
be little more than an irritation. However, 
some connection types, including Enter-
prise Extender and native ATM, require 
HPR and do not have underlying ISR 
support. Therefore, attempting to set up 
interchange sessions over these connec-
tions will fail. 

There is one exception to this restriction. 
If the interchange session is going from 
the ICN to an end node through a single
APPN hop, then HPR is allowed. This 
slight bit of relief from the restriction 
can be quite helpful, especially in 
sysplex configurations. Nonetheless, 
given the difficulty of completely elimi-
nating subarea partners (especially SNI 
partners), this restriction has made 
it difficult (and sometimes impossible) 
to completely migrate to Enterprise 
Extender on the S/390 server.
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Communications Server provides relief 
from this restriction. When an ICN, at 
the V2R10 level, receives a session initia-
tion request for an interchange session, 
it examines the APPN session path to 
determine if HPR should be used for the 
ICN’s entry hop into APPN. If so, the ICN 
ties the session to a one-hop pipe to the 
adjacent APPN partner node. Sessions 
for multi-hop APPN paths will use the 
one-hop pipe to the adjacent node, and 
then access a second HPR pipe for the 
remainder of the HPR-capable session 
path.

Of course, there are disadvantages to 
this approach. By setting up back-to-
back pipes in the adjacent node, we 
introduce a small performance impact 
in the adjacent node for serving as the 
endpoint for the two HPR pipes. Fur-
thermore, the adjacent node becomes 
an additional single point of failure on 
the session path. However, the benefit is 
clear: We can now establish interchange 
sessions using HPR, thereby enabling 
all connection types (including Enterprise 
Extender and native ATM) anywhere 
within the APPN network. Note also that 
the above disadvantages apply only to 
interchange sessions. For sessions origi-
nating on the ICN (or within its domain), 
or passing through the ICN as an inter-
mediate node on an APPN path, the 
back-to-back pipe mechanism is not 
employed.

Due to the value of this function in 
enabling customer migrations to Enter-
prise Extender, Communications Server 
for OS/390 has also provided this 
function for prior releases (V2R6 - V2R8) 
by APAR OW44611. 

There is still one remaining limitation 
for interchange sessions. While V2R10 
now allows interchange sessions to enter 
the APPN network through HPR-capable 
connections, those connections cannot 
be over a connection network (VRN). 
The removal of this final restriction is 
being studied for a future release. In 
the meantime, the following recommen-
dations apply if you deploy Enterprise 
Extender with a connection network:

 Define the Enterprise Extender VRN at 
all end nodes, migration data hosts 
(MDHs), branch extenders (BXs), and 
pure network nodes, but not at the 
ICNs.

 Use only defined (non-VRN) 
connections at the ICNs.

In most situations, the above recom-
mendations do not imply a great deal 
of definition beyond what is already 
required. The ICNs are typically also 
functioning as network node servers 
(primary and backup) for the end nodes 
and branch extenders, and there must 
be defined connectivity between an end 
node (or a BX) and its network node 
server for the CP-CP session.

Summary and Future 
Directions

Enterprise Extender provides a highly 
scalable and reliable component for 
SNA/IP integration strategies. It allows 
you to preserve your SNA application 
and device investment, while maintaining 
the session prioritization and availability 
characteristics of SNA and HPR. Fur-
thermore, Enterprise Extender allows for 
a simplified network architecture that 
positions applications for exploitation of 
future advances in IP networking tech-
nologies.

Enhancements to Enterprise Extender 
(and APPN/HPR in general) will continue 
in future releases of z/OS. Enhancements 
currently being planned include addi-
tional diagnostic tools as well as a 
function to further improve the usability 
and performance of Enterprise Extender 
as an inter-enterprise connectivity option. 

About the Author

Sam Reynolds has been associated 
with the design and development of host 
networking products since joining IBM in 
1990. He is currently a designer for z/OS 
Communications Server, a product that 
provides TCP/IP and SNA connectivity.
samr@us.ibm.com
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When TCP/IP for MVS was initially ported 
from VM, the main focus was IP network 
access and base server and client func-
tions, including the ability to write your 
own socket programs on MVS. There was 
less demand for characteristics such as 
availability, scalability, performance, and 
reliability. 

As the commercial importance of TCP/IP 
on MVS and OS/390 grew during recent 
years, so has the customer demand for 
more functions, improved availability and 
reliability, better performance, and the 
ability to scale socket workload across 
multiple processors and even OS/390 
images in a Parallel Sysplex® envi-
ronment. After evaluating the existing 
product back in 1996, it became clear 
that a new product would be required to 
satisfy these customer requirements. 

During the development of the new 
TCP/IP product for OS/390, we wanted 
to make sure that all existing external 
functions and APIs remained as intact as 
possible. We removed only one external 
API, which was the low-level assembler 
API directly on top of the IUCV/VMCF 
subsystem. We decided to remove this 
API after extensive research into who 
used it at that time. Software vendors as 
well as MVS TCP/IP users were notified 
three years in advance that the API would 
disappear. 

The Rebirth of TCP/IP on OS/390
by Alfred Christensen

Since OS/390® V2R5, a new TCP/IP component has 
been included in the Communications Server for 
OS/390 as a complete replacement for the old TCP/IP 
for MVSTM V3 product.

Traditional TCP/IP V3R2 C-socket 
programs, sockets extended programs 
(callable or assembler macro), ONC 
RPC, XTI, X Windows, interpreted REXX 
socket programs, or Pascal programs 
run unchanged on OS/390 V2R5 or 
later. Application developers do not need 
to recode them, they do not need to 
change any external configuration, such 
as TCPIP.DATA or other resolver-type 
configuration files they have created, 
and they do not need to learn about 
OS/390 UNIX® to make them run with the 
new TCP/IP product. Depending on your 
current level of TCP/IP for MVS, some 
programs can be re-linked to achieve 
optimal performance, but that’s it. 

Existing applications will work on OS/390 
V2R5 and later with one exception — 
applications written using the assembler 
IUCV API must be converted to the 
sockets extended assembler macro API 
or the UNIX assembler callable services 
API. 

Performance 
and Scalabillity

In designing the new TCP/IP for OS/390, 
we made performance and scalability 
our top priorities. Additionally, a major 
part of the OS/390 program’s future 
would be based on enabling popular 
UNIX applications — such as Web 
services, DCE-based services, and direc-
tory services — to run on OS/390. While 
it would have been possible to rewrite all 
of these applications to a new API, 
we decided not to do that because 
a POSIX-compliant API already exists 
on OS/390. So we decided to take 
advantage of UNIX sockets for these 
applications. However, to meet the per-
formance criteria for the new TCP/IP 
product, it was obvious that the code 
path between the OS/390 UNIX appli-
cations and the TCP/IP stack had 
to be minimized, and therefore the 
UNIX System Services and TCP/IP stack 
became much more integrated than 
before. 
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The whole idea with OS/390 

UNIX is to allow programs 

that are written to the open 

standards as defined by 

POSIX and XPG4 to run 

on OS/390 side-by-side with 

traditional MVS programs.

Although the new TCP/IP uses some 
OS/390 UNIX functions that require you 
to do some configuration of the OS/390 
UNIX element, you do not need to be a 
UNIX expert to run the new stack. 

After the stack is initialized, you can 
move your existing MVS-based sockets 
workload to the new TCP/IP on your 
OS/390 V2R5 or later system without 
concern for UNIX. If your users require 
some of the new OS/390 server func-
tions, you may have to learn more about 
the OS/390 UNIX environment. Servers 
such as the Dynamic Host Configuration 
Protocol (DHCP) server or the Trivial 
File Transfer Protocol (TFTP) server are 
ported UNIX servers, and they run in the 
OS/390 UNIX environment and behave 
somewhat as other UNIX programs do. 

About the Author

Alfred Christensen is a senior designer 
in the z/OS Communications Server 
strategies and design group in Raleigh.  
He has been working with mainframe 
software for 25 years and with TCP/IP on 
OS/390 and z/OS for the past 10 years.
alfredch@us.ibm.com

Many Requirements Met 
by Porting Existing Code

The whole idea with OS/390 UNIX is to 
allow programs that are written to the 
open standards as defined by POSIX 
and XPG4 to run on OS/390 side-by-side 
with traditional MVS programs. Many of 
the requirements for new functions on 
OS/390 can be met by porting existing 
code that is developed according to 
those standards. That saves all of us time 
and money. Instead of developing a new 
DNS server for OS/390 from scratch, 
we were able to take the standard 
DNS/Bind source code and, in a relatively 
short time, make it run as a standard 
DNS server on OS/390. Same story with 
standard components such as Sendmail, 
the TFTP server, and the DHCP server. If 
you do not use any of these UNIX-style 
servers, you really do not need that much 
knowledge about the OS/390 UNIX envi-
ronment. 

For a straight migration from a standard 
TCP/IP for MVS V3R1 or V3R2 level, 
you wouldn’t need any of these new 
servers. Then, as you move ahead and 
want to exploit functions, you will have to 
learn some more about the OS/390 UNIX 
environment, but you set the pace. 

In some situations, TCP/IP will be the 
first IBM subsystem that requires that you 
familiarize yourself with OS/390 UNIX. 
There is no doubt that you will have to 
do so at some point during the next few 
years. Initially, TCP/IP for OS/390 V2R5 
requires learning something new, but 
after acquiring that education, you will be 
able to offer your users a completely new 
set of OS/390-based services, often at a 
price that is significantly lower than what 
they currently pay for having the same 
type of services running on various UNIX 
boxes. 
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With OS/390 V2R5, TCP/IP for MVSTM 
became an integral part of the OS/390 
program, IBM’s flagship operating system 
for the S/390® Parallel Sysplex implemen-
tation, and the premier clustering solution 
in the industry. 

At that time, OS/390 TCP/IP capabilities 
and functions for the most part were 
analogous to TCP/IP functions. There was 
one difference, though: OS/390 TCP/IP 
runs on the S/390® server, the IBM server 
platform for Parallel Sysplex clustering 
that delivers industry-leading availability 
and scalability. 

One of the aspects of both availability 
and scalability of a clustered solution 
such as a Parallel Sysplex cluster is that 
clients and the IP network should know 
as little as possible about the internal 
makeup of the cluster in terms of individ-
ual nodes and application instances. On 
the other hand, the IP way of assigning 
IP addresses to specific physical adapter 
links to some extent exposes the internal 
composition of the cluster to the network 
and clients. OS/390 TCP/IP, released in 
March 1998, provided much-improved 
scalability on a single multiprocessing 
system, but in other respects was similar 
to TCP/IP on other platforms. Since that 
time, IBM has made continuing improve-
ments in TCP/IP to exploit Parallel Sysplex 
technology, evolving toward a true cluster 
IP server and distributed application 
platform.

OS/390 and z/OS TCP/IP in the Parallel Sysplex 
Environment — Blurring the Boundaries
By Jay Aiken

Since OS/390® TCP/IP was released in March 1998, IBM 
has made continuing improvements in TCP/IP to exploit 
Parallel Sysplex® technology, evolving toward a true 
cluster IP server and distributed application platform.

Three Technologies 
Available

At the time of the OS/390 V2R5 
TCP/IP availability, three technologies 
were available for use with S/390 
Parallel Sysplex technology in support 
of clustered IP applications: Virtual IP 

Addresses (VIPAs), Workload Manager 
(WLM)-enabled Domain Name Server 
(DNS), and Network Dispatcher. The 
first two were delivered with OS/390 
TCP/IP, while the last one executes on 
an outboard system (AIX® operating 
system or IBM 2216 Nways® Multiaccess 
Connector).
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Virtual IP Addresses

VIPAs are IP addresses that are indepen-
dent of any particular network interface. 
To an external router or other TCP/IP 
stack, a VIPA appears as simply an 
address (or a subnet) that is reachable 
through the hosting stack. When an 
OS/390 TCP/IP receives an IP packet 
whose destination is a VIPA that it 
supports, the packet is merely routed 
up the stack to the upper-layer protocol 
(TCP, UDP, or raw socket) as with any 
other IP packet to an address of a 
physical link hosted by the stack. VIPAs 
are advertised using static routes or 
dynamic routing protocols just as with 
any other IP address. The benefit of using 
a VIPA as an application address on 
an OS/390 TCP/IP with multiple physical 
links, however, is that a failure of any one 
link will not disrupt connectivity to the 
application. As long as there is a network 
path from a remote client to the TCP/IP 
hosting the VIPA and the server applica-
tion, the client and the server application 
can interact without interruption. A VIPA 
thus provides independence from any 
particular adapter, but is still for the most 
part tied to a particular OS/390 TCP/IP 
stack.

WLM-Enabled DNS

DNS/WLM, the WLM-enabled DNS, 
provides standard name-resolution 
services (converting a name into an IP 
address) for IP applications in the Parallel 
Sysplex cluster. OS/390 TCP/IP stacks 
register their IP addresses with WLM. 
Application instances register them-
selves under a generic application name 
(similar to SNA Generic Resources). The 
DNS/WLM associates the IP addresses 
with application names as appropriate. 

When WLM is being run in goal mode 
in the OS/390 images in the Parallel 
Sysplex cluster, and a resolution request 
for an application name arrives, 
DNS/WLM consults WLM information to 
determine to which TCP/IP the request 
should be routed to balance the 
workload appropriately. 

If a client resolves the same name again, 
a different IP address may be returned 
if relative available capacity among the 
server instances has changed. If clients 
in the network resolve the name each 
time, and do not cache the IP address 
from a previous request, the workload will 
be balanced among the available server 
applications according to relative avail-
able capacity. Work can thus be spread 
across the cluster, and the Parallel 
Sysplex cluster presents the appearance 
of a single platform to well-behaved 
client applications. 

Network Dispatcher

Network Dispatcher is also an approach 
to workload distribution across a set of 
application instances in a cluster, but it 
works with a “cluster IP address,” rather 
than with name resolution. Network Dis-
patcher (and, for example,  the similar 
function in the Cisco MultiNode Load 
Balancing [MNLB]) is an external entity 
adjacent to the Parallel Sysplex cluster, 
running on either a 2216 or the AIX oper-
ating system. An agent in the sysplex 
communicates workload capacities of 
the nodes hosting the application to 
the Network Dispatcher node. The 
Network Dispatcher advertises owner-
ship of the cluster IP address (application 
IP address) to the routing network. 
OS/390 TCP/IP stacks that are hosting 
the application define the same address 
as a loop-back address, which is not 
advertised to the routing network. The 
Network Dispatcher must have a direct 
link (single IP hop) to each TCP/IP stack 
hosting the IP application. When a new 
TCP connection request arrives, Network 
Dispatcher consults the most recent 
capacity information received from the 
WLM agents, selects the appropriate 
TCP/IP for this request, and forwards 
the request over the direct link to the 
selected stack.

For selected applications such as Web 
serving, an application advisor function in 
the Network Dispatcher will periodically 
query the application to be sure that it 
is available and responding, to ensure 
that requests are routed only to func-
tioning server applications. Subsequent 
traffic from the client to the server is 
routed through Network Dispatcher to the 
same TCP/IP, though return traffic from 
the server application to the client need 
not flow through the Network Dispatcher. 
Clients thus see a network presence rep-
resented by a single IP address, and the 
servers that make up the processing that 
backs up the cluster address are hidden 
from the clients.

With OS/390 V2R5, TCP/IP for 

MVS became an integral part 

of the OS/390 program, IBM’s 

flagship operating system for 

the S/390 Parallel Sysplex 

implementation, and the 

premier clustering solution in 

the industry.
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TCP/IP for OS/390 V2R7 — 
Sysplex Awareness

In OS/390 V2R7, TCP/IP began to 
exploit Parallel Sysplex functionality to 
become aware of other TCP/IPs in the 
sysplex, and to exchange information 
with these other stacks through MVS 
XCF Messaging, a basic service of 
OS/390 that is independent of network 
protocols. Functions provided by OS/390 
TCP/IP as a part of this initial sysplex 
awareness include MVS System 
Symbols, Sysplex Sockets, and Dynamic 
XCF IP connectivity.

MVS System Symbols

MVS System Symbols allows a single 
configuration profile to be used for more 
than one TCP/IP. MVS System Symbols 
used within PROFILE.TCPIP is automati-
cally resolved at TCP/IP initialization or 
during VARY OBEY processing. Items 
that are unique to each TCP/IP, such as 
device and link definitions, can be segre-
gated into separate included files. This 
reduces the administrative workload for 
managing multiple TCP/IPs in a sysplex. 
Even other configuration files such as 
TCP.DATA that are read and used by 
applications can now also be managed 
as a single entity. A “source” file is main-
tained for the sysplex, and changes are 
made only to that file. A supplied utility 
can be executed on each OS/390 image 
(with unique definitions for the included 
symbols) that reads the “source” file and 
produces an output file with symbols 
resolved appropriately for the OS/390 
image. While this is more cumbersome 
than with PROFILE.TCPIP, the process 

can be automated in a similar way to 
program compilation. Other than being 
an EBCDIC text file, there are no particu-
lar requirements on the “source” file, and 
both source file and the image-specific 
output files can reside in the Hierarchical 
File System (HFS), an MVS data set, or a 
member of a partitioned data set.

Sysplex Sockets

Sysplex Sockets provides a way for 
collaborating applications in an OS/390 
Parallel Sysplex cluster to determine that 
both partners reside in the sysplex, 
to allow for programmed optimizations 
that might not be possible when the 
partner application resides elsewhere in 
the network. For example, information 
exchanged need not be converted to 
and from a common format, but can be 
exchanged in native S/390 format. Simi-
larly, when the traffic flows over a link 
that is protected with the same physical 
security as the data center containing the 
sysplex, such as ESCON®, CTC, or XCF IP 
links, additional security such as Secure 
Sockest Layer (SSL) or other encryption 
might not be necessary, in which case 
the overhead can be avoided. TCP/IP 
stacks in the sysplex use MVS XCF mes-
saging to exchange their supported IP 
addresses, so each TCP/IP in the sysplex 
is aware of all IP addresses active in 
the sysplex, and can therefore tell when 
the TCP partner application is using an 
IP address supported by one of the 
OS/390 TCP/IP stacks in the sysplex. As 
new TCP/IP stacks are added with new 
OS/390 images (or in existing images), 
information is exchanged with all other 
TCP/IPs. The information is updated 
whenever an IP address is deleted from 
or added to a TCP/IP in the sysplex via 
VARY OBEY, and the sysplex TCP/IPs are 
also notified when a TCP/IP is halted or 
suffers an outage, so the respective IP 
addresses may be removed from their 
tables of sysplex IP addresses.
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XCF has been available as an IP trans-
port between TCP/IP stacks in the 
sysplex since OS/390 V2R5 (and earlier 
in TCP/IP V3R2). Dynamic XCF builds 
on both the automatic XCF connectivity 
of VTAM® and the use of MVS XCF 
messaging by TCP/IP to define XCF 
IP links between TCP/IPs automatically, 
removing the need for manual definition 
and updates as new TCP/IPs are added 
to the sysplex. A single configuration 
statement (IPCONFIG DYNAMICXCF) on 
each TCP/IP is sufficient to enable this 
function. Whenever a new OS/390 TCP/IP 
is added to the sysplex, information 
exchanged through MVS XCF messaging 
allows the existing TCP/IPs to discover 
this new stack. Appropriate DEVICE, 
LINK, HOME, and BSDROUTINGPARMS 
statements are then created and acti-
vated automatically — with no additional 
manual definition to the existing TCP/IPs.

If dynamic routing protocols such as 
RIP or OSPF are in use in the sysplex 
and the attached routing network, a new 
application host can be added to the 
sysplex without external physical con-
nectivity (other than the coupling facility 
links or ESCON links necessary for 
sysplex MVS XCF messaging), and IP 
applications can be reached from clients 
by DNS name resolution to the Dynamic 
XCF IP address on the new TCP/IP 
stack. Seamless horizontal growth of the 
sysplex is thus made much easier for IP 
applications, especially when combined 
with DNS/WLM as already described, or 
with technologies soon to follow.

TCP/IP for OS/390 V2R8 — 
Dynamic Virtual IP 
Addresses

Because VIPAs are not associated with 
any physical link, there is no particular 
reason why a VIPA should be associated 
with one, and only one, TCP/IP in the 
sysplex, other than the normal IP require-
ment that only one stack can advertise 
ownership of a given IP address to the 
attached routing network. When a TCP/IP 
or its hosting OS/390 suffers an outage 
(for example, a power failure), access via 
the physical links and their associated IP 
addresses is of course lost. However, a 
VIPA may be moved to another TCP/IP 
manually or via automation, and dynamic 
routing protocols can be used to notify 
the routing network of the new location 
of the VIPA without additional manual 
configuration change in the routers. In 
OS/390 V2R8, the concept of a Dynamic 
VIPA was introduced. Simplified config-
uration definitions allow Dynamic VIPAs 
to be activated either continuously or on 
demand from an application. 

Other TCP/IPs in the sysplex can also 
be configured as backup for a contin-
uously active Dynamic VIPA, such that 
the Dynamic VIPA is automatically acti-
vated on a backup stack whenever 
the normally owning TCP/IP suffers an 
outage. This automatic Dynamic VIPA 
backup is called VIPA Takeover. VIPA 
Takeover is applicable when multiple 
application instances exist, each of 
which can respond appropriately to any 
client request. However, some applica-
tions need to associate a particular IP 
address (or VIPA) with a particular appli-
cation instance, such that client requests 
to that IP address always go to the 
same application instance. OS/390 V2R8 
supports this as well, with application-
initiated Dynamic VIPAs.
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VIPA Takeover allows multiple identical 
application instances to be deployed 
in different sysplex nodes, each with a 
unique IP address, while preserving the 
appearance of almost continuous avail-
ability to the clients in the event of an 
outage on one of the nodes. Web serving 
is an example of such an application, 
where multiple instances of a Web server 
are distributed among sysplex nodes for 
availability and scalability. Each instance 
serves the same set of static and 
dynamic Web pages, so it really does not 
matter to the client which server handles 
a particular request. (Client requests 
can be distributed among the server 
instances by DNS/WLM, for example.) 

Each server instance accepts requests 
to any local IP address (binding to 
INADDR_ANY, for the technically- 
inclined). Each TCP/IP serving such an 
application is configured as the primary 
owner of a Dynamic VIPA with a simple 
configuration statement (VIPADEFINE). 
This single statement causes activation of 
a virtual device and link, and adds the IP 
address to the HOME list for the stack. 
Other stacks are configured as backup 
for that VIPA with a VIPABACKUP con-
figuration statement, in addition to having 
their own respective Dynamic VIPAs acti-
vated by VIPADEFINE. When an outage 
occurs at the server side, one of the 
backup stacks will automatically activate 
(take over) the Dynamic VIPA from the 
stack that suffered the outage. The active 
client connections will be disrupted, but 
the normal client recovery action is to 
attempt to reconnect to the same IP 
address, so the client will very quickly be 
able to establish a new connection to the 
backup stack. 

As an added benefit, if the backup stack 
receives client traffic for a connection to 
the stack that is no longer available, 
the backup stack will immediately notify 
the client that the connection has been 
terminated, and the client will not have 
to wait for normal TCP timeouts to 
discover the connection outage. (Per-
formance studies have shown up to 
60% faster TN3270 failure detection and 
session reestablishment with this mecha-
nism.)

Application-Initiated Dynamic VIPAs

Application-Initiated Dynamic VIPAs were 
provided in OS/390 V2R8 to address a 
different set of applications. Some appli-
cations define a relationship between 
client and server that requires the client 
to reconnect to the same server instance, 
which means that the IP address of the 
server instance must remain constant, 
and be different from the IP address 
of other server instances. When such 
an application suffers a failure, or the 
underlying OS/390 suffers an outage, 
automation such as OS/390 Automatic 
Restart Manager may in fact restart the 
application on a different OS/390 image, 
depending on available capacity and the 
restart policy defined for the application. 
In such a scenario, the IP address must 
move with the application, and this can 
be accomplished only with a VIPA. 

TCP/IP supports this by allowing the 
application to bind to an IP address that 
is not currently active on the TCP/IP, or 
on any other TCP/IP in the sysplex. When 
the application binds to a nonexistent 
IP address, the stack will automatically 
activate a Dynamic VIPA with that IP 
address. A configuration statement (VIP-
ARANGE) is provided to ensure that a 
misconfigured application will not be able 
to activate an IP address that is not 
appropriate for the installation. As long as 
all stacks where the application can be 
started have an appropriate VIPARANGE 
configuration statement, the application 
can be restarted on any of the TCP/IPs 
in the event of a failure, and the Dynamic 
VIPA will be activated when the applica-
tion is initialized and issues the bind. 

In some cases of this class of 
application, particularly with purchased, 
off-the-shelf products, the application 
cannot be configured to bind to a 
specific IP address. OS/390 V2R8 
provides a utility, which can be added 
to the JCL, or OMVS shell script that 
starts the application. The utility issues 
a command to the stack to activate the 
Dynamic VIPA (subject to the same VIPA-
RANGE considerations). As long as the 
application is always started with the 
same JCL package or shell script — 
even in automated restart scenarios 
— the VIPA will be activated on the 
TCP/IP that will be hosting the application 
instance.

In terms of presenting a single-node 
appearance of a clustered IP platform 
to the network, Dynamic VIPAs are a 
step forward, because the application 
address is no longer tied to a single 
processing node (OS/390 image) in the 
sysplex. However, when multiple applica-
tion server instances are deployed for 
availability and scalability, each instance 
still has its own IP address, which 
means that the composition of the cluster 
still shows through to the client popu-
lation to some degree. Also, moving an 
active application server instance from 
one OS/390 node to another within the 
sysplex is still disruptive, in that either 
client access to a server must first be 
quiesced, or active client connections to 
the server at the time of the move will be 
terminated.

Because Dynamic VIPAs are considered 
application addresses, rather than stack 
addresses, they are not automatically 
reported to DNS/WLM. If they were, then 
DNS/WLM might return a Dynamic VIPA 
to clients for other applications such 
as Telnet or FTP, which would greatly 
complicate the problem of relocating 
the Dynamic VIPA automatically, requiring 
coordinated movement of a disparate 
server population. Applications assigned 
to use Dynamic VIPAs should be config-
ured statically in DNS/WLM.
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TCP/IP for OS/390 V2R10 
and z/OS — Nondisruptive 
VIPA Movement, Sysplex 
Distributor, and Server Bind 
Control

One of the limitations of VIPA Takeover 
in OS/390 V2R8 is that when the TCP/IP 
that normally hosts the VIPA is restored 
after a failure, the VIPA cannot be moved 
back to the normal stack immediately 
without disruption to application connec-
tions to that VIPA on the backup stack. 
Because new client connections can be 
established to the backup stack while 
existing connections are being serviced, 
it may be a very long time before there 
are no active connections to the VIPA 
on the backup stack — if ever. OS/390 
V2R10 and z/OS provide the ability to 
move a Dynamic VIPA back to the normal 
hosting TCP/IP immediately, without 
disrupting connections to applications 
on the backup stack. New connection 
requests are serviced by applications on 
the normal hosting stack, while IP traffic 
for existing backup stack connections 
continues to be routed to the backup 
stack.

z900 and S/390 enable multiple OS/390 
and z/OS images to be run in a single 
processor complex, or central electronic 
complex (CEC), using the logical parti-
tioning function. High-speed connectivity 
functions like the Open Systems Adapter-
Express (OSA-Express) can be shared 
between TCP/IPs in different logical parti-
tions, and the OSA performs a routing 
function on incoming IP traffic based on 
destination IP address. This can cause 
a problem for Network Dispatcher and 
other outboard solutions, because two 
such TCPs cannot both be using the 
same cluster IP address — the OSA 
would not be able to determine to which 
TCP/IP to route the incoming traffic. 
Also, the cost of direct physical con-
nectivity from Network Dispatcher to all 
IP application hosts, and the difficulties 
of configuring the external Network Dis-
patcher node for new application hosts, 
make the external distribution function 
undesirable in some configurations. The 
Sysplex Distributor function in OS/390 
V2R10 and z/OS address all of these 
problems by bringing the distribution 
function into OS/390 and z/OS TCP/IP. 

Note: Such OSA-related restrictions 
are also be addressed by Generic 
Resource Encapsulation (GRE), an 
industry-standard mechanism for 
encapsulating packets in other IP 
packets with a different destination 
IP address.  GRE requires that 
the outboard workload-balancing  
solutions also support it, as well as 
the receiving TCP/IP stack. GRE 
was made available by PTF on 
OS/390 V2R10 TCP/IP when it became 
generally available in September 2000.

Both nondisruptive movement of 
Dynamic VIPAs and Sysplex Distributor 
are oriented toward TCP connections. 
They do not apply to UDP applications, 
where the relationship between client 
and server over time, if any, is maintained 
solely at the application level, if at all. 
The combination of the fact that most 
server applications allow requests from 
any IP address (binding to INADDR_ANY 
in socket terms) and the prevalent use 
of SOURCEVIPA means that many UDP 
server applications may not be able 
to use Dynamic VIPAs unaided. This 
is because the source address of a 
response may not match the destination 
address of the corresponding request, a 
situation that many UDP clients will not 
tolerate. Server Bind Control, introduced 
in OS/390 V2R10 and made available 
via PTF on V2R8, allows OS/390 TCP/IP 
to restrict such servers to a single IP 
address through TCP/IP configuration, 
without server program modification, thus 
allowing such servers (for example, 
DNS/WLM) to share in the benefits of 
Dynamic VIPAs.

Nondisruptive VIPA Movement

Nondisruptive VIPA Movement in OS/390 
V2R10 and z/OS is useful for both of 
the Dynamic VIPA scenarios. For VIPA 
Takeover, when the normally hosting 
TCP/IP is restored, the Dynamic VIPA is 
immediately activated on the restored 
stack. The backup stack notifies the 
restored stack of all active TCP connec-
tions, so traffic for those connections will 
continue to be routed to the backup 
stack as long as the connections are 
active. The normal stack, not the backup 
stack, handles new client connection 
requests for the Dynamic VIPA. Assuming 
normal connection duration of minutes or 
hours (or even days), eventually all con-
nections to the backup stack for the VIPA 
will end normally, and the VIPA can be 
deactivated.
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As described above, application-initiated 
Dynamic VIPAs are tied to a specific 
application instance. In addition to 
short-term fluctuations, application traffic 
patterns and workloads may vary over 
time, such that it may be desirable to 
move an application instance to a differ-
ent OS/390 or z/OS in the sysplex to 
provide better long-term balance. Adding 
new application host processors to the 
sysplex is another case where moving 
existing application instances may be 
desirable. Nondisruptive VIPA Movement 
in V2R10 and z/OS allow such planned 
application movement to take place non-
disruptively, as far as the clients are 
concerned, simply by starting another 
copy of the same application instance 
in another OS/390. The Dynamic VIPA is 

activated by the application (or JCL or 
OMVS shell script) on the new TCP/IP, 
and advertised using dynamic routing 
protocols to the routing network, but 
TCP traffic to the existing instance con-
tinues to be routed to the former stack 
until all connections there end naturally. 
The former application instance can then 
be shut down, and the new instance 
services all the client requests. 

Sysplex Distributor

Sysplex Distributor was made available 
in OS/390 V2R10 and in z/OS V1.1 
to provide additional network configura-
tion flexibility, particularly as related to 
network attachment costs and sharing 
of OSAs among logical partitions. In 
addition, Sysplex Distributor provides 
more real-time consultation with 
Workload Manager for cluster node 
capacities, as well as consulting the 
Service Policy Agent to allow the server 
selection to be influenced by policies 
governing Service Level Agreements. 

Sysplex Distributor builds on Dynamic 
VIPAs from V2R8. A particular TCP/IP is 
configured as a routing stack with a 
Dynamic VIPA, and one or more other 
stacks can be configured as backup 
routing stacks for that Dynamic VIPA. 
An additional configuration statement 
(VIPADISTRIBUTE) on the primary stack 
designates the identifying server port 
numbers and which TCP/IPs (target 
stacks) in the sysplex will be hosting 
server applications. This configuration 
information is distributed automatically to 
all the target stacks by MVS XCF Mes-
saging, so only the routing stack needs 
the additional VIPADISTRIBUTE state-
ment. The target stacks each activate 
the same VIPA address, but do not adver-
tise it to the routing networks. When 
a server application binds to the des-
ignated application port on one of the 
target stacks, the target stack notifies the 
routing stack by MVS XCF Messaging 
that the application is available for work.
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When the routing stack receives a con-
nection request from the client for 
a Distributed VIPA, the routing stack 
first determines which target stacks 
have active server applications listening 
on the port. The routing stack then 
consults Workload Manager information 
on relative capacities, and adjusts those 
capacity values with information from the 
Service Policy Agent (for Network Quality 
of Service [QoS] considerations), before 
selecting the target stack. The connection 
request is then routed via the appropriate 
Dynamic XCF IP link to the target stack 
and the server application. The routing 
stack keeps track of active connections, 
so that future client IP traffic for a con-
nection is routed to the same target stack 
and application. The target stack notifies 
the routing stack when the connection 
ends, to allow the routing table entry to 
be deleted. 

If the routing stack should suffer an 
outage, normal VIPA takeover mecha-
nisms will move the Dynamic VIPA to 
a backup routing stack. The remaining 
target stacks notify the backup routing 
stack of active connections, so that 
clients connected to those target stacks 
will not see an outage at all (other 
than possible TCP retransmissions during 
the takeover process). When the primary 
routing stack is restored, nondisruptive 
VIPA movement is used to restore the 
routing function to the restored stack, and 
the backup stack no longer needs to 
serve as the routing stack, again with no 
visible disruption to the clients. 

The benefits of Sysplex Distributor over 
external IP workload-balancing solutions 
are thus as follows:

 Only the primary routing stack and the 
backup routing stack or stacks need to 
be connected to the routing network. 
Target stacks can be connected to the 
routing network, and traffic from server 
to client will take the least-cost route, 
but application hosts need not have 
physical connectivity to the external 
routing network.

 Because only one routing stack 
receives inbound IP traffic from the 
external network for the Distributed 
VIPA, and distributes traffic to target 
stacks using Dynamic XCF IP links, 
there are no problems with OSA 
adapters shared among two or more 
TCP/IP stacks. The OSA always routes 
inbound traffic to a single (routing) 
stack.

 Target stacks notify the routing stack 
automatically when a server appli-
cation binds to the designated 
application port, and also when the 
server closes the listening socket, so 
the routing stack is always aware 
of which target stacks actually have 
applications listening. All application 
types are thus covered without the 
need for application-unique advisor 
programming at the routing stack.

 In addition to capacity information from 
Workload Manager, Sysplex Distributor 
uses policy and Quality of Service 
information from the Service Policy 
Agent to determine how to distribute 
the work. For example, if an individual 
server is not meeting its Service Level 
Agreement (SLA), new work is directed 
at other server instances that are 
meeting their SLA instead, rather than 
making the lagging server’s problem 
worse by directing additional work to it.
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Server Bind Control 

Server Bind Control actually addresses 
two different requirements. The first 
requirement concerns different and 
incompatible server application 
instances identified by the same well-
known port number, when no such server 
instance can be configured to use a 
specific IP address. One example would 
be OTELNET and TN3270, both of which 
use well-known port 23 and accept 
requests from any IP address (binding 
to INADDR_ANY in socket terms), but 
which use different application protocols. 
If the servers use the same application 
protocol, normal port-sharing functions 
would allow the server instances to 
coexist on the same TCP/IP stack. 

However, the stack balances connec-
tions between server instances sharing 
the same port, and has no way to 
know that a client needs to use one 
particular server over another. Before 
Server Bind Control, this requirement was 
addressed through the use of different 
TCP/IP stack instances, associating one 
server instance type with one stack, and 
the other server instance type with the 
other stack, such that DNS/WLM returns 
only addresses appropriate for the name 
of the particular server type. Note that 
if the server instances themselves could 
bind to different IP addresses, there 
would be no problem running both server 
instances on a single stack, because the 
destination IP address would uniquely 
identify the type of server, and the DNS 
could be configured to supply the correct 
IP address for each server type.

Server Bind Control allows the OS/390 
TCP/IP stack to be configured to address 
this. A modification to the PORT config-
uration statement allows an IP address 
to be specified and associated with a 
particular job name. If the server job 
binds its listening socket to a particular IP 
address, nothing new occurs. However, if 
the server job binds its listening socket 
to INADDR_ANY, OS/390 TCP/IP converts 
the bind to use only the specified IP 
address. In the example above, OTELNET 
would be configured for one IP address, 
and TN3270 would be configured for 
a different address, with an appropriate 
DNS name to IP address configuration. 
Both servers can now run on the 
same TCP/IP stack using the same well-
known port, and clients are automatically 
directed to the required server instance.

Note that this also addresses the 
concern identified above with some UDP 
server applications. If such a server 
application is configured to the TCP/IP 
stack to be bound to a specific IP 
address, the problem of SOURCEVIPA 
causing a response to use a source 
address that is different from the one 
specified on the corresponding previous 
request goes away, because the socket 
is bound solely to the designated 
address.

The specified address can also be a 
Dynamic VIPA, and need not already be 
active on the stack at the time that 
the application establishes its listening 
socket. In other words, applications that 
bind to INADDR_ANY can now use 
application-initiated Dynamic VIPAs, with 
all the benefits of such use, including 
the ability to restart the application on 
another OS/390 image (with an appropri-
ate TCP/IP configuration already in place) 
and have the Dynamic VIPA move with 
the application. This configuration is avail-
able for both TCP and UDP applications, 
because the PORT statement differenti-
ates between the two.

Future Sysplex TCP/IP 
Functionality

TCP/IP for OS/390 V2R10 and z/OS has 
come a long way towards becoming a 
clustered IP application platform, but the 
work is not yet done. Numerous addi-
tional functions are planned to enhance 
OS/390 and z/OS TCP/IP to move it 
toward a true single-IP-platform cluster 
appearance. Stay tuned for news of 
these new functions.
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Parallel Sysplex TCP/IP — 
In Summary

OS/390 TCP/IP has made great strides 
since V2R5. It is no longer a single-node 
stack in the traditional sense. OS/390 
TCP/IP uses Parallel Sysplex facilities to 
maintain awareness of the existence of 
all other TCP/IPs in the sysplex, and 
exchanges information to reduce the 
problem of configuring multiple stacks 
in a Parallel Sysplex cluster. TCP/IP can 
automatically establish IP connectivity 
to other TCP/IPs in the Sysplex using 
Dynamic XCF, and there are plans to 
enhance this with higher-speed Hiper-
Sockets. Use of MVS System Symbols 
in configuration files allows common 
profiles to be maintained with less 
effort. Configuration of new Dynamic 
and Distributed VIPAs has been simpli-
fied, often to a single profile statement, 
and the need for coordinated definition 
changes has been reduced greatly 
through Dynamic XCF and Sysplex 
Distributor. 

Sysplex Distributor offers additional 
IP-workload distribution function and flex-
ibility. Fast Connection Reset ensures 
that clients of server applications using 
Dynamic VIPAs and Sysplex Distributor 
are notified quickly of a connection 
failure. Server Bind Control removes 
restrictions that in the past resulted in 
deploying multiple TCP/IP stacks in the 
same OS/390 image, and extends the 
benefits of Dynamic VIPAs to additional 
UDP-based servers.

Future efforts such as Server-Controlled 
Affinity and Content-Based Routing may 
allow new application workloads to be 
distributed for availability and scalability 
while maintaining proper server-client 
relationships with reduced or minimal 
cost. Connection Recovery may some 
day provide true continuous availability to 
clients even in the face of application and 
endpoint TCP outages. 

OS/390 TCP/IP and z/OS TCP/IP are well 
on the way to providing a single-system 
image to clients for clustered IP server 
applications. 
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Although the task of workload balancing 
in a TCP/IP environment is not nearly 
as straightforward as it is in an SNA 
environment — due to the wide variety 
of TCP/IP applications — the value of 
workload balancing is consistent across 
both application protocols. By distributing 
workload among replicated applications 
in a Parallel Sysplex, you can make effi-
cient use of network resources while 
significantly enhancing the overall avail-
ability of the data center. To fully appre- 
ciate these benefits, two concepts, as 
well as their relationship with one another, 
need to be understood thoroughly.

Horizontal Growth and 
Single-System Image     

On the surface, you might think that the 
only goal of application workload bal-
ancing in a Parallel Sysplex is simply 
to “spread the work” among replicated 
applications. However, the true goal is 
to spread that workload in a manner 
that factors in the “health” of individual 
application instances while allowing addi-
tional application instances to be added 
nondisruptively to the Parallel Sysplex. In 
other words, you do not want to distribute 
workload to application instances that 
are not available or that are performing 
poorly, and you do not want to be forced 
to bring down your Parallel Sysplex in 
order to add needed capacity. 

TCP/IP Application Workload Balancing 
in the S/390 Parallel Sysplex
By Mac Devine

Because the S/390 Parallel Sysplex looks 
like a single system to the client, 
the burden of knowing the physical 
makeup of the data center and choosing 
the appropriate application instance 
is shifted from the client to the 
Parallel Sysplex itself. The Parallel Sysplex 
provides a single-system image by 
having either a single name, which 
represents the replicated application 
instances (DNS method), or a single IP 
address, which represents the replicated 
application instances (cluster method). 
By allowing applications to be moved 
or added to new locations within the 
sysplex while still being considered part 
of the same single-system image appli-
cation group, the data center is allowed 
to grow without impact to the other 
sysplex members, the WAN, or the clients. 

The cross-system coupling facility (XCF) 
dynamics function, delivered in OS/390® 
V2R7, allows for this horizontal growth 
of the data center. XCF dynamics intro-
duced the concept of a single local 
IP address for connectivity to all other 
stacks in the Parallel Sysplex. In other 
words, XCF IP links under XCF dynamics 
look very much like a shared-medium 
LAN such as Ethernet or token ring but 
all point-to-point connectivity between 
stacks is dynamically defined using the 
MVSTM XCF facility keeping track of the 
members of a particular XCF group and 
allowing the members to communicate 
with one another.       

DNS Method

A DNS method for TCP/IP application 
workload distribution uses a single name 
to represent the replicated application 
instances within the Parallel Sysplex. 
There are two types of DNS methods 
available in the marketplace today: 
DNS weighted round-robin, which is avail-
able on a variety of platforms, and 
Domain Name Server/Workload Manager 
(DNS/WLM) support, which is provided 
by the S/390 server. The DNS/WLM 
support available on OS/390 V2R5 and 
later uses input from the MVS Workload 
Manager (WLM) to factor in the current 
health of the application instance in 
terms of CPU consumption and availabil-
ity (that is, is it currently up and running 
on a particular stack?). This provides a 
competitive advantage over the round-
robin approach, which does not factor in 
these variables.

Because of the time needed to perform 
a DNS resolution for every connection 
request from the client in the DNS/WLM 
model, it is generally recommended only 
for long duration connections like Telnet 
and FTP. Another important factor to 
consider is whether clients or the primary 
DNS (that is, a DNS that is more local to 
the client than the S/390 DNS), or both, 
cache the IP address even though the 
S/390 DNS supplied a time-left value of 
zero on the initial DNS resolution. Without 
the honor of the time-left value of zero, 
the availability of the Parallel Sysplex 

For years, application workload balancing in the 
S/390® Parallel Sysplex® environment was considered 
a function of SNA’s Generic Resources, but recent 
enhancements now make application workload 
balancing a reality for TCP/IP applications as well. 

By distributing workload 

among replicated applications 

in a Parallel Sysplex, you 

can make efficient use of 

network resources while 

significantly enhancing the 

overall availability of the data 

center. 
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is severely compromised, because the 
client might attempt to reconnect using 
the IP address of a “down” application 
server. The Virtual IP Address (VIPA) 
takeover function in OS/390 V2R8 sig-
nificantly improves the availability in 
this scenario, because the cached IP 
address of the server can be a dynamic 
VIPA address that can automatically be 
recovered on a backup stack. However, 
the WLM information is not factored into 
the reconnect decision.

Cluster Method 

A cluster method for TCP/IP application 
workload distribution uses a single IP 
Address that represents the replicated 
application instances within the Parallel 
Sysplex. There are a variety of imple-
mentations in the marketplace, including 
IBM’s Interactive Network Dispatcher 
(IND) and Cisco’s MultiNode Load Bal-
ancing (MNLB) feature of Local Director. 
Both implementations use an IP address 
advertised as being owned by a par-
ticular router, and therefore, all inbound 
connection requests for that IP address 
are directed to that particular router. 
Upon arrival at the distributing router, 
the connection is forwarded to the des-
tination server that is chosen based 
on MVS WLM information obtained from 
agents running on the S/390 server and 
providing feedback to the router. The 
destination server processes the inbound 
connection request because the S/390 
TCP/IP stacks have also been defined 
with a loopback alias address that cor-
responds to the cluster address owned 
by the router. 

Cisco’s MNLB has the advantage of 
being able to physically reside anywhere 
in the IP network (that is, the IND must 
be on the same IP subnet as the S/390 
servers in the Parallel Sysplex) as long 
as there are only Cisco routers upstream 
to the data center. This is because the 
Cisco routers communicate through their 
Dynamic Feedback Protocol (DFP) to 
enable forwarding of the data packets 
to the “real” destination server instead of 
all inbound data packets being sent to 
the router owning the cluster address. 
In a future release of OS/390, a function 
called the Sysplex Distributor will also 

use the cluster method to allow for 
sysplex-wide VIPAs corresponding to 
individual ports, thus allowing applica-
tion-centric workload distribution (that is, 
total independence from network con-
nectivity having to be factored into 
the workload-distribution decision). The 
Sysplex Distributor will also be able to 
factor in Quality of Service (QoS) and 
policy information into the workload-   
distribution decision, in addition to WLM 
information. 

Which TCP/IP Application 
Workload Distribution 
Method do I Choose, DNS 
or Cluster?

Before answering this question, other 
questions need to be answered concern-
ing the applications that will be included 
in the workload-distribution model: 

 Are connections to these applications 
of short duration (for example, Web) or 
of long duration (for example, Telnet)? 

 Do these applications support WLM 
registration, DNS registration, or both? 

 Do these applications require QoS 
information, policy information, or 
both,  to be factored into the distri-
bution decision in addition to WLM 
information?

In addition, questions concerning types 
of clients, network resources and network 
connectivity involved in the workload-dis-
tribution model must also be addressed:

 Do these clients cache the IP address 
of the application server?

 Will S/390 DNS be used?

 Is there enough capacity on the 
system that will own the cluster IP 
address?  

 What is the network attachment to the 
data center?

 What is the desired location of the dis-
tribution point in the network?  

 Do all clients have access to the 
network resources needed for the 
distribution model? 

 Do different groups of clients require 
different QoS or policy? 
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These requirements go well beyond 
finding a simple methodology for spread-
ing the workload. More importantly, they 
include the ability to maximize the overall 
availability of the network, make efficient 
use of network resources, allow for non-
disruptive growth, and balance workload 
in accordance with business goals. The 
attributes of the S/390® Parallel Sysplex® 
architecture and its exploitation by the 
Communications Server for OS/390® are 
the keys to reaching these goals.

SNA Workload Balancing 

The Generic Resources function is the 
key to effective workload balancing in 
an SNA environment. Generic Resources 
allows replicated SNA applications to be 
known by a single generic name. Com-
munication Servers for OS/390 uses the 
sysplex coupling facility to provide a 
data structure that is accessible to all 
sysplex images, so that real-time infor-
mation about the applications registering 
under a particular generic name can 
be shared. This allows sessions to be 
balanced across all the applications 
within a generic resource group accord-
ing to goals defined within the S/390 
Workload Manager (WLM). In addition, 
many SNA applications, such as the 
CICS® and IMS programs, use shared 
message queues in the coupling facility, 
which allow them to also balance trans-
action workload across the replicated 
applications. Therefore, in many ways, 
Generic Resources is more important 
as an availability function than it is 
as a workload-balancing function. To 
fully appreciate the availability benefits 
of Generic Resources, some concepts 
need to be understood.

SNA and IP Workload Balancing 
in the S/390 Parallel Sysplex
By Mac Devine

Although SNA and IP application servers are very 
different, the requirements for effective workload 
distribution among a clustered group of replicated 
servers are consistent across both application 
protocols.

Role of APPN/HPR 

Generic Resources relies on the 
dynamics and networking capabilities 
of Advanced Peer-to-Peer Networking® 
(APPN®) to ensure that sessions can be 
balanced across a multi-instance appli-
cation with the assurance that sessions 
are never distributed to an unavailable 
instance and without any dependencies 
on the client or network. Therefore, 
Generic Resources requires at least 
one network node (NN) residing in the 
sysplex. As in any good sysplex design, 
it is important to remove any single 
points of failure, so it is wise to have 
two NNs. For all sessions originating from 
the network and destined for a generic 
resource in the sysplex, the NNs in 
the sysplex will access the coupling 
facility structure to retrieve the registered 
application instances, interface with the 
WLM to determine the best application 
instance, and handle all of the routing 
and directory services needed to 
complete session setup to the best appli-
cation instance. 

Although High-Performance Routing 
(HPR) itself is not required for session 
balancing with Generic Resources, it is 
a very valuable because it will allow non-
disruptive path switches of the session 
around intermediate failures (for example, 
links). This additional availability can 
be significantly increased by extending 
HPR further out into the network 
so that networking solutions like Enter-
prise Extender (that is, HPR/IP) are 
also valuable additions for Generic 
Resources. 

Role of the Application Instance 

It is also important to understand that the 
functions provided by Generic Resources 
are shared by the Communications 
Server for OS/390 and the multi-instance 
application itself. The responsibilities of 
each application might only include 
the registering and deregistering of the 
generic name across its VTAM® appli-
cation programming interface (API) or it 
might also include managing a session 
affinity. This session affinity is used for 
certain application protocols to ensure 
that a particular end user will be 
reunited with a particular application 
instance on a re-logon attempt following 
a session failure. Although APPN/HPR 
provides significant availability for 
Generic Resources, it does not address 
outages of an application itself or its 
underlying subsystems (that is, VTAM, 
MVSTM, or hardware failure). 
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If the SNA session is broken due to 
such an outage, then the success of 
a re-logon attempt by the end user is 
directly related to the presence of a 
session affinity  in the Generic Resources 
structure of coupling facility. If the affinity 
is owned by the application instance, 
which is the case for LU 6.2 sessions, 
then it survives the outage and therefore, 
a restart of the application instance, 
either manually or by the automatic 
restart manager, is required for re-logon 
success. However, if the affinity is 
owned by the Communications Server 
for OS/390 (for example, SNA 3270 and 
TN3270), the end user is allowed to 
log on to another available instance of 
the application, because the affinity went 
away as soon as the original session 
was broken. This usually means that the 
session can be restarted in seconds 
instead of the 10 or more minutes it 
usually takes to recover the application 
instance. 

IP Workload Balancing

The task of workload balancing in an IP 
environment is not nearly as straightfor-
ward as in an SNA environment, due to 
the wide variety of IP workload-distribu-
tion choices. To choose the best method 
for your network, it is important to under-
stand your current and future network 
requirements as well as your network 
configuration. For example, a cluster IP 
address method for workload distribution, 
like Cisco’s MultiNode Load Balancing 
(MNLB) or IBM’s Interactive Network 
Dispatcher, uses a single IP address 
to represent the replicated application 
servers, and therefore requires that all 
clients have the same access to the 
node advertising the cluster IP address. 

In contrast, a DNS method for workload 
distribution, like S/390 DNS/WLM, uses a 
single name to represent the replicated 
application servers, and therefore has 
no dependency on the network access 
of the clients. However, it does depend 
on the clients (and other DNS nodes) 
honoring the time-left value of zero 
returned on the resolution (that is, no 
caching is allowed). Although each of 
these methods supplies workload bal-
ancing based on input from the S/390 

WLM, they do not factor client/server-
specific policy or Quality of Service 
(QoS) into the workload distribution 
decision. These additional factors are 
vital in a service-provider environment 
where differentiated services for different 
client groups and adherence to ser-
vice-level agreements are required. To 
alleviate any dependence on network 
access or specific client behavior, as well 
as to address the service-provider envi-
ronment, the Communications Server for 
OS/390 has developed the Sysplex Dis-
tributor in OS/390 V2R10.        

Sysplex Distributor 

The Sysplex Distributor function is 
actually shared among the TCP/IP stacks 
in the Parallel Sysplex by utilizing Release 
7’s XCF dynamics support for inter-
sysplex communication and Release 
8’s Dynamic Virtual IP Address (VIPA) 
support for configuration and recovery. 
The role of each stack is established 
by configuring a Dynamic VIPA that has 
been defined with a distribution server 
list for a particular port or ports. When 
the ALL keyword is specified in the distri-
bution server list, any TCP/IP stack on an 
existing or new sysplex image automati-
cally becomes a candidate for workload 
distribution. This can reduce the admin-
istrative burden significantly in a rapidly 
changing environment (e-commerce, for 
example) by allowing the complete flex-
ibility to move application servers or add 
new application-server instances to new 
locations within the sysplex and still be 
considered part of the same single sys-
tem-image application group. Once a 
dynamic VIPA becomes a sysplex-wide 
VIPA, workload can be distributed to 
multiple server instances without requir-
ing changes to clients or networking 
hardware and without delays in connec-
tion setup, thus allowing the data center 
and the customer’s business to grow 
nondisruptively.

Configuration

The stack defined as the primary 
owner of a Dynamic VIPA (by using 
a VIPADEFINE statement in the TCP/IP 
profile) receives all IP datagrams 
destined for that particular VIPA. If this 
Dynamic VIPA definition includes a distri-
bution server list for a particular port or 
ports, then the Sysplex Distributor code 
running in the primary owning stack is 
activated so that it can distribute con-
nection setup requests destined for that 
particular VIPA and port or ports. 

The stacks identified as candidates for 
workload distribution for particular ports 
require no configuration, because they 
are notified of their role through inter-
sysplex communication with the primary 
owner. In order to avoid the primary 
owning stack being a single point of 
failure, it is recommended that you define 
one or more backup stacks (by using 
a VIPABACKUP statement in the TCP/IP 
profile). 

The backup stacks or stacks can inherit 
the distribution server list through inter-
sysplex communication with the primary 
owner, or can specify an entirely different 
distribution server list to be used if the 
primary owner experiences an outage. It 
is also possible to specify a distribution 
server list at the backup stack so that 
distribution occurs only during an outage 
of the primary owner. This allows the 
additional workload originally destined 
to the primary owner to be spread 
across multiple servers, thus lessening 
the overall impact to the data center 
during the outage. 
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Current Functionality   

Because the Sysplex Distributor resides 
in the Parallel Sysplex itself, it has 
the ability to factor real-time information 
regarding policy, QoS and application 
status into the distribution decision. By 
combining these “real-time” factors with 
CPU utilization information, the Sysplex 
Distributor has the unique ability to 
ensure that the best destination server 
instance is chosen for a particular client 
connection, while ensuring that client/
server-specific service-level agreements 
are maintained. 

Unlike other workload distribution 
methods, the Sysplex Distributor uses a 
variety of sources to obtain its distribution 
decision criteria. In addition to using infor-
mation obtained from the S/390 WLM, 
it also uses information from the Com-
munications Server for OS/390 Service 
Policy Agent and information directly 
obtained from the target stacks them-
selves. Although it is very desirable to 
factor in the CPU utilization supplied 
by WLM to understand the workload 
on a particular system, it’s not enough, 
because it does not consider the 
network performance (that is, QoS) in its 
workload-balancing algorithm. 

Network performance is often the bot-
tleneck in the overloaded Internet/ISP 
network, and is a critical factor in the 
end-to-end response time. Also, enter-
prise networks often have alternative 
paths to address network availability 
and reliability, and yet they’re not 
taken into consideration in the optimiza-
tion of end-to-end response time and 
availability/reliability. This makes it difficult 
for the service provider to adhere to 
service-level agreements. For example, 
it might be desirable to route more 
incoming connection requests to a 
more-loaded server (higher CPU utiliza-
tion) with better network performance 
than to a less-loaded server with much 
worse network performance. Therefore 
the Service Policy Agent will inform 
the Sysplex Distributor whenever a 
particular server instance is not adhering 
to the QoS specified in its service-level 
agreement. 

The Sysplex Distributor has also been 
updated to include policy concerning 
the clients’ characteristics into the work-
load-distribution decision. This policy can 
include the IP characteristics of the client 
(IP address and port, IP subnet, and 
so on), time of day, day of week, and 
any other policy rule supported by the 
Service Policy Agent. An example of 
the usefulness of this function is in 
application hosting, or Internet service 
provider (ISP) marketplace, where clients 
accessing the same application can be 
assigned to different servers having dif-
ferent capability, connectivity, or both. 

The target stacks also assist the Sysplex 
Distributor in making the best distribution 
decision possible by supplying imme-
diate server status information through 
inter-sysplex communication. Whenever 
an application server binds and listens to 
a port on a target stack being serviced 
by the Sysplex Distributor, the target 
stack sends a notification through inter-
sysplex communication to the primary 
owner, indicating that an application 
server exists and is ready to accept 
connections. When the application termi-
nates or closes the listening socket, a 
corresponding notification is sent to the 
primary owner so that no additional con-
nection requests will be distributed to this 
stack. The Sysplex Distributor has up-
to-date information on available servers 
on target stacks, so there is no 
need for application-specific advisors to 
issue periodic null application requests 
to determine existence of functioning 
servers, as is the case with many other 
workload-distribution methods. 

In addition to providing workload dis-
tribution, the Sysplex Distributor also 
enhances the availability provided by the 
Dynamic VIPA support. The Dynamic VIPA 
support in Release 8 allowed a backup 
stack to take over the VIPA in cases 
where the primary stack experienced 
a system outage. It did not, however, 
allow nondisruptive movement of the VIPA 
during normal operations. There was no 
way to preserve existing connections 
while relocating an application server 
that was using the VIPA through BIND 
or IOCTL DVIPA, or while recovering the 
VIPA ownership at the primary stack 
upon its recovery from the outage. 
The nondisruptive VIPA takeover function, 
which will also be available in Release 
10, allows for this freedom of movement 
by maintaining the active connections 
established with the backup stack and 
allowing the VIPA to move immediately 
back to the primary owning stack. The 
primary owner will then be allowed to 
accept all new connection requests and 
internally use the Sysplex Distributor 
function to forward the IP datagrams to 
the backup stack for connections that 
were active at the time of the nondis-
ruptive takeover. This ensures minimal 
impact for planned or unplanned system 
outages, because workload can be 
redirected without affecting existing con-
nections.  

Future Functionality

Watch this space for more exciting func-
tions involving the Sysplex Distributor, 
coming your way in the not-so-distant 
future. The best is yet to come!  

About the Author

Mac Devine is also the author of “TCP/IP 
Application Workload Balancing in the 
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The rate and the nature of data 
(for example, time delay-sensitive vs. 
loss delay-sensitive) generated by these 
applications put a tremendous strain 
on the network IT infrastructure despite 
advances in high-speed transmission 
technology. Different data types (for 
example, FTP, Web browsing, enterprise 
resource planning [ERP], interactive 
transactions, and so on) require different 
levels of Quality of Service (QoS), 
and necessitate a means for service 
differentiation to guarantee that important 
e-business traffic gets better service than 
less important Web browsing or FTP data 
transfer. This is especially critical consid-
ering that business on the Web happens 
in real time. It’s no longer a question 
of when a service can be delivered but 
rather how fast it can be delivered to 
meet customers’ demands.

As the growth of Web traffic puts a strain 
on the IT infrastructure, it also creates a 
strain on a company’s IT organization 
due to an increase in infrastructure 
complexity. This complexity comes from 
server and network capacity planning, 
configuring and managing servers, con-
figuring network devices and application 
response times, and planning and install-
ing new software. It comes as no surprise 
that IBM’s enterprise customers have 
dealt with these issues effectively over 
the years using IBM’s rich product 
architectures, services and functionality 
(for example, Workload Manager [WLM] 
to prioritize application workloads, SNA 
and APPN®/HPR for network prioritiza-
tion, and so on). But as they move to 
enable their IT infrastructure to support 
e-business, they will require a new set of 
products and functions to face this ever 
increasing complexity. While these large 
companies can afford an in-house IT staff 
and infrastructure, it is much harder for 
smaller companies to justify the cost.

Policy-Based Quality of Service 
in OS/390 V2R10 and z/OS V1.1   
By Lap Huynh

In the past few years, it has become evident that 
the Internet is becoming the information marketplace 
where individuals go to conduct their lives and 
companies go to conduct their business. The Internet 
has brought about an explosive growth in the number 
of new applications designed to enable services and 
facilitate business transactions. 

This leads to a new breed of service pro-
viders, the application service providers 
(ASPs). These ASPs manage complex 
IT infrastructure that provides application- 
and data-hosting services to customers 
who need to manage their business on 
the Web. The service-level agreement 
(SLA) requirements that ASP customers 
put on the ASPs are likely to be more 
stringent than if the customers had 
their own IT infrastructure. These require-
ments include high-speed connectivity, 
QoS, scalability, reliability, availability, and 
security. ASPs that can differentiate 
themselves from others by having an 
IT infrastructure capable of addressing 
these issues will prevail in this new but 
crowded market.

The IBM S/390® and the new zSeries 
900 servers are known to be among 
the best server platforms for reliability, 
scalability, availability and security. The 
OS/390® V2R10 software, which became 
available in September 2000, and the 
new z/OS V1.1 will bring S/390 and z900 
servers to the next level in functionality, 
enabling enterprise customers to provide 
predictable services, and ASPs to differ-
entiate themselves in providing intelligent 
hosting services. There are many features 
in OS/390 V2R10 and z/OS; however, 
the focus of this article is on the pol-
icy-based QoS functions and how they 
can help enterprise customers and ASPs 
in addressing critical issues in hosting 
services. The following five major topics 
in policy-based QoS are discussed:

1. Service-provisioning policy and QoS 
enforcement

2. Web content-based QoS

3. Sysplex Distributor (SD) routing policy 
and load-balancing mechanism

4. Traffic Regulation (TR) management 

5. Service-level agreement (SLA) 
management information base (MIB)

Communications Server for 

OS/390 and z/OS has defined 

a set of Lightweight Directory 

Access Protocol (LDAP) 

directory-based policy schemas 

to enable the administering of 

the QoS policy.
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The above figure shows the different 
components that together form the foun-
dation of policy-based QoS function in 
OS/390 V2R10 and z/OS. Note that 
these components and this figure will be 
referred to throughout this article.

Overview of IP QoS 

The Internet Engineering Task Force 
(IETF), the standards body for the 
Internet, has defined two mechanisms 
for providing QoS: 

 The first mechanism, the Integrated 
Services (IntServ), is an end-to-end 
reservation-based service that uses 
explicit  Resource ReSerVation 
Protocol (RSVP), which is a signaling 
protocol, to request an appropriate 
level of service for specific traffic 
“sessions/flows.” Each networking 
device along an RSVP path from 
the sender to the receiver needs 
to maintain the individual reservation 
state until the reservation is explicitly 
torn down or the RSVP refresh timer 
expires. This reservation state corre-
sponds to how many resources (for 
example, bandwidth, buffer space) are 
allocated to the reservation. IntServ 

is appropriate for traffic types that 
require bandwidth and delay guaran-
tee such as Voice over IP (VoIP) or 
video streaming. 

 The second mechanism, the Differ-
entiated Services (DiffServ), provides 
service differentiation between broad 
classes of users and applications. In 
other words, it is a form of aggregation 
of  traffic class with the same network 
service provision (for example, applica-
tions such as ERP, CRM, HTTP,  and 
so on). 

DiffServ uses the Differentiated Services 
Code Point (DSCP) in the IP header to 
indicate different QoS levels. The IETF 
has recently defined a standard  format 
for the DiffServ field in the IP packet 
header in RFC 2474 (the same byte 
that was used to indicate the type 
of service [ToS] byte specified in 
RFCs 791 and 1812) to carry different 
DSCP values along with some initial 
defined classes (for example, Assured 
Forwarding, Expedited Forwarding). Each 
networking device will, based on the 
DSCP value, provide appropriate QoS 
treatment to the corresponding traffic 
class. 

Without explicit signaling like IntServ, 
DiffServ depends on the per-hop 
behavior of the networking devices to 
provide consistent end-to-end QoS treat-
ment. Networking devices can utilize 
a variety of queueing and scheduling 
services in provisioning QoS. Some 
examples of these services include 
class-based queueing (CBQ), weighted 
fair queueing (WFQ), weighted round 
robin (WRR), weighted random early 
discard (WRED), and so on. OS/390 
V2R10 and z/OS support both forms of 
QoS provisioning, IntServ and DiffServ.
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Overview of QoS Policy

With QoS provisioning comes a require-
ment for QoS level policy that controls 
service differentiation within a network 
by an enterprise network administrator 
(or an ASP). Additionally, a centralized 
mechanism must be provided for storing 
and retrieving these QoS level policies 
in order to guarantee consistency across 
network devices. Because the directory 
is an important component in creating 
intelligent networks, Communications 
Server for OS/390 and z/OS has defined 
a set of Lightweight Directory Access 
Protocol (LDAP) directory-based policy 
schemas to enable the administering of 
the QoS policy. These schemas closely 
follow the work that is being conducted 
by the Directory Enabled Network (DEN) 
working group, which is under the 
auspices of the Distributed Management 
Task Force (DMTF) and the IETF.

QoS policy consists of, essentially, one or 
more rules that describe the actions to 
be taken when specific conditions exist. 
The semantic can be simply illustrated as 
follows:

If    condition    then     action

Condition specifies a set of filters to 
identify certain network activities or 
traffic. For example, a filter can identify 
traffic from a client’s node IP address 
attempting to access a server’s node 
IP address to request specific service 
from an application (a Web-application 
server). Action specifies how the 
identified activity or traffic must be 
treated. For example, a Web-application 
request from an important client should 
be assigned to high priority with a 
minimum throughput.

Policy rules, conditions, and actions 
together define the finite-state machine 
for  networks to operate in a predictable 
manner to enable service differentiation 
that is device-independent and consis-
tent end-to-end (for example, traversing 
administrative boundaries). As such, it 
must be unambiguous. Only one rule and 
associated action can be applied to a 
particular unit of network activity or traffic 
at a time. Another important attribute of 
policy is that it must allow a hierarchical 
construction of rules and grouping capa-
bility to enable a network administrator to 
build complex policy from a simple set 
of policy objects. QoS policy, in short, 
serves as a foundation upon which enter-
prise network administrators and service 
providers can build SLA for a given client 
or user.

QoS Policy 
and the Policy Agent

OS/390 and z/OS allow network adminis-
trators to define QoS policy in two ways. 
One way  is through a policy configura-
tion file and the other way is through 
an LDAP directory-based repository. The 
Policy Agent (Pagent) component shown 
in the first figure can either access 
the service-policy configuration files or 
go to an LDAP server, or both, to 
retrieve QoS policy entries or objects. 
Because policy might contain sensitive 
information regarding network-resource 
allocation and SLA information, access 
to an LDAP server can be protected 
by enabling Secured Socket Layer (SSL) 
security in the Pagent configuration 
file. Note that the Pagent configuration 
file can itself be protected by the 
IBM Resource Access Control Facility 
(RACF®) program.   

The OS/390 and z/OS QoS policy core 
schema closely follows to the core policy 
schema effort that is currently ongoing 
in the IETF. This core schema contains 
all the functions that are necessary for 
the construction of complex policy (for 
example, nesting of policy groups, rules, 
containment, and so on). The Internet 
Draft (a working document within the 
IETF), which contains a snapshot of this 
core schema on which the implementa-
tion of OS/390 and z/OS is based, is 
shipped as a sample file. Refer to this file 
for further information. 

The following core schema classes are 
supported in OS/390 and z/OS:

ibm-policyGroup
ibm-policyRule
ibm-policyCondition
ibm-policyTimePeriodCondition
ibm-policyAction  

The core schema defines general 
structural classes for defining policies, 
but specific applications, such as QoS 
policy, require specialized subclasses 
and auxiliary classes that are derived 
from the core policyCondition and 
policyAction. OS/390 and z/OS have 
defined the following subclasses and 
auxiliary classes for use in defining QoS 
policy: 

ibm-networkingPolicyCondition 
ibm-HostConditionAuxClass 
ibm-RouteConditionAuxClass 
ibm-ApplicationConditionAuxClass 
ibm-serviceCategories
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The diagram on the right shows the LDAP 
QoS classes and their hierarchy. 

As shown, the ibm-NetworkingPol-
icyConditions subclass has three 
auxiliary classes that are designed to 
categorize the criteria that network 
administrators or service providers 
commonly use to control access to 
network resources and services (that is, 
the QoS level specified as part of the 
action):

 ibm-HostConditionAuxClass has 
attributes to specify source or des-
tination IP addresses/range, or both. 
They’re used to identify client and 
server nodes to which a particular 
policy rule is to be applied.

  ibm-ApplicationCondition-
AuxClass has several attributes to 
specify specific applications to which 
a policy rule is to be applied. These 
attributes include source/destination 
port numbers, protocol ID, application 
name (also referred to as job name), 
and application data. The application 
data is used to classify HTTP Web 
request universal resource locator 
(URL) pages for the purposes of 
assigning different QoS levels for differ-
ent content retrieval (we’ll discuss this 
feature later on in more detail. It’s also 
known as transactional QoS).

 ibm-RouteConditionAuxClass 
has attributes to specify inbound and 
outbound interfaces on which a policy 
rule is to be applied. It is used mainly 
to limit the scope of a rule or rules 
to a particular subnet or subnets 
(for example, traffic entering different 
Internet service providers [ISPs] may 
need to be marked with a different 
ToS/DSCP value).

The ibm-policyTimePeriodCondi-
tion subclass specifies when a 
corresponding policy rule is active. 
This enables network administrators or 
service providers to schedule tasks and 
assign them different QoS levels depend-
ing on the time of day. For example, a 
client’s data backup can run at a high 
priority after working hours when more 
resources are available. The time specifi-
cation supported by OS/390 and z/OS 
allows networks that cross time zones 
to sync up on their time with respect 
to when a set of policy rules should be 
active or idle.

The ibm-policyAction contains the 
ibm-serviceCategories auxiliary 
class, which has several attributes that 
are applicable to either RSVP or DiffServ 
QoS level. These attributes will be 
explained further in the next section that 
describes OS/390 QoS traffic provision-
ing enforcement.

top

ibm-policy (abstract)

ibm-policyGroup (structural)

ibm-policyRule (structural)

ibm-policyCondition (structural)

ibm-NetworkingPolicyCondition (structure)

ibm-HostConditionAuxClass (auxillary)

ibm-ApplicationConditionAuxClass (auxillary)

ibm-RouteConditionauxClass (auxillary)

ibm-policyTimePeriodCondition (auxillary)

ibm-policyAction (structural)

ibm-serviceCategories (auxillary)

ibm-policyGroupContainmentAuxClass

ibm-policyRuleContainmentAuxClass
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As mentioned above, Pagent can retrieve 
QoS policy information either from a con-
figuration file or from an LDAP server. 
Defining QoS policy in a configuration 
file can be accomplished by following 
the format of the policyRule and pol-
icyAction statements described in the 
Pagent sample configuration file (also 
documented in OS/390 V2R10.0 IBM 
CS IP Migration Guide, SC31-8512 and 
OS/390 V2R10.0 IBM CS  IP Configu-
ration Guide, SC31-8725) shipped with 
OS/390 and z/OS. In most cases, there 
is a one-to-one mapping of QoS function 
attributes that can be specified either 
through LDAP schema or through the 
configuration statement. However, there 
are specific functions that can be 
defined only with the Pagent configura-
tion file, such as those policies that apply 
to the Traffic Regulation (TR) component. 
These exceptions are discribed later in 
this article.

QoS Enforcement

The ibm-serviceCategories 
auxiliary subclass of the 
ibm-policyAction class contains 
attributes that describe QoS actions 
in terms of observable or 
measurable behaviors for both RSVP 
and DiffServ. The following sections 
discuss these attributes and how they 
are enforced.    

DiffServ Enforcement

There are many attributes in the 
ibm-serviceCategories subclass 
that network administrators or service 
providers can use to control DiffServ QoS 
service levels. Available functions include 
setting the ToS/DSCP value, which affects 
how traffic is treated end-to-end, control-
ling individual TCP connection throughput 
and assigning aggregated committed 
bandwidth for all traffic sent to clients 
from the S/390 or z900 server. Within 
S/390 and z900 servers, the ToS/DSCP 
value determines which of the four 
priority queues a packet will be sent to 
when it is transmitted over a Queued 
Direct Input/Output (QDIO) device. As 
the packet traverses the network, the 
packet’s ToS/DSCP value will determine 
its appropriate treatment by the network 
devices along the path. By manipulating 
the ToS/DSCP or setting the limit on 
TCP connection throughput, or both, 
network administrators or service provid-
ers can effectively control the application 
response time for respective clients.

There are two ways in which enterprise 
network administrators or service pro-
viders can control the total committed 
bandwidth that is allocated to appli-
cations or clients (for example, limiting 
bandwidths for different level of 
premiums, and so on). Limiting the 
committed bandwidth available to certain 
applications or clients can avoid the 
negative effect of “greedy” clients on 
other, more-critical clients. There are 
two ways in which enterprise network 
administrators and service providers can 
control the total committed bandwidth 
that is allocated to applications or clients 
(for example, to limit bandwidths based 
on different levels of premiums).  

 The first method limits the number of 
TCP connections and each individual 
TCP connection throughput. With this 
method, network administrators can set 
the maximum number of connections 
that clients (or a set of clients from 
the same subnet) are allowed to open, 
as well as the maximum throughput 
for each connection to send or receive 
data. For example, during working 
hours, FTP connections and through-
put can be limited such that their total 
bandwidth usage will have minimum 
impact on other traffic types.

With QoS provisioning comes 

a requirement for QoS level 

policy that controls service 

differentiation within a 

network by an enterprise 

network administrator (or an 

ASP).
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 The second method uses the DiffServ 
Token Bucket traffic-policing function. 
This is more flexible than the first 
method because it applies also to 
the User Datagram Protocol (UDP) 
and enables network administrators 
and service providers to specify how 
excess traffic will be handled. Gen-
erally, how excess traffic is handled 
directly affects how much a client is 
charged for access. With the Token 
Bucket traffic-policing function, excess 
traffic can be dropped or transmitted 
at a different QoS level. OS/390 and 
z/OS have a function that can simulate 
dropped packets, causing TCP to 
reduce throughput without packets 
actually having been dropped. This sig-
nificantly increases overall efficiency. 
For instance, normal traffic can be sent 
at one QoS level that has less prob-
ability of being dropped in the network 
when congestion occurs, and excess 
traffic can be sent at another QoS level 
that has a higher drop probability. This 
way, excess traffic will be discarded 
first when congestion occurs, minimiz-
ing the effect on other traffic with better 
QoS levels. The following figure shows 
the functional components of a Token 
Bucket.

Sysplex Distributor function 

manages the sysplex as a 

cluster of nodes, and 

dynamically monitors and 

balances workloads among 

these nodes. 

RSVP Enforcement

For applications that need to explicitly 
reserve bandwidth through RSVP using 
RSVP API (RAPI), the RSVP action attri-
butes in the ibm-serviceCategories 
class allow network administrators or 
service providers to limit how much an 
application can reserve for an RSVP flow. 
In addition, the number of flows can 
be limited, or reservation can be denied 
altogether. QoS RSVP policy is com-
municated between the PSVP Daemon 
(RSVPD) component and Pagent through 
Policy API (PAPI), as shown in the first 
figure.

Once a reservation is made, traffic will 
be policed through a token bucket mech-
anism as described in the previous 
section. Traffic explicitly reserved will be 
transmitted with a specific ToS/DSCP 
value specified in the QoS RSVP policy 
so that it can be treated accordingly as 
it traverses the network. When a reser-
vation is made over an asynchronous 
transfer mode (ATM) subnet, a separate 
virtual circuit (VC) is activated with QoS 
characteristics derived from the QoS 
parameters of the RSVP reservation.
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Web Content-Based QoS 

The Web content-based QoS feature in 
OS/390 V2R10 and z/OS V1.1, together 
with the IBM WebSphere® platform’s use 
of the OS/390 and z/OS WLM function, 
offers enterprise network administrators 
and service providers a critical function 
that they can leverage for a competitive 
advantage in enabling their business or 
services on the Web. A variety of content 
categories is delivered over the Web, 
and each of them requires different QoS 
levels. For instance, an HTTP request 
for downloading a file (for example, 
browsing) should have a lower QoS level 
than a purchasing transaction that is 
being processed.  

The WebSphere platform’s use of WLM 
function routes incoming requests, based 
on the requested URL, to appropriate 
OS/390 and z/OS WLM enclaves, each 
of which has different WLM goals 
in terms of CPU resource allocation 
and delay time inside the server. Web 
content-based QoS classifies and 
assigns different network QoS levels 
based also on the requested URL that 
identifies the kind of HTTP transaction 
and the content to be delivered (for 
example, a URL to retrieve a file or a 
URL to conduct business). The two 
components — server processing and 
network QoS — together assure that a 
Web transaction is assigned an appro-
priate QoS level that would satisfy 
end-to-end SLA.

As shown in the first figure, the com-
ponent that is responsible for URL 
classification is the Fast Response 
Cache Accelerator (FRCA). Upon receipt 
of an inbound HTTP request, FRCA 
parses the request and retrieves the URL 
(for example, the Universal Resource 
Identifier [URI] portion) and invokes 
the policy component to classify the 
request along with other criteria (that 
is, IP addresses, port number, and so 
on). The URL can be specified in the 
ibm-ApplicationConditionAuxClass 
(the ibm-ApplicationData attribute) 
of the policy schema.

Once the request is classified and a 
matching policy rule is found, the cor-
responding QoS level is assigned to the 
returned data of the requested URL.  If  
no matching rule for the URL is found, the 
QoS level for the associated HTTP con-
nection (if one exists) will be assigned 
to the returned data. Note that network 
administrators or service providers can 
use other policy condition attributes to 
differentiate QoS levels, for example, 
taking into account the client’s or server’s 
IP address. As a result, the same data 
that is requested by different clients can 
be assigned to different QoS levels — 
clearly a function that enterprises and 
service providers can leverage in deliver-
ing content based on types of clients 
and users (for example, premium versus 
regular clients and users).
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Sysplex Distributor 
Policy-Based Routing and 
Dynamic Load Distribution

One of the major functions released in 
OS/390 V2R10 and z/OS V1.1 is the 
Sysplex Distributor function. Briefly, this 
function presents an S/390 and z900 
sysplex as a single server node (that 
is, one IP address); upon receipt of an 
incoming connection request (TCP SYN 
message), Sysplex Distributor will route 
the request to the most efficient target 
server for processing. The most efficient 
server here means a server that has the 
most available processing resources and 
good overall network QoS performance 
(how network QoS performance is moni-
tored at the target server is discussed 
in the following paragraphs). In other 
words, the Sysplex Distributor function 
manages the sysplex as a cluster of 
nodes, and dynamically monitors and 
balances workloads among these nodes.  

With the policy-based routing feature, 
Sysplex Distributor can also direct 
incoming requests to one or more target 
servers that are designated to serve 
those requests (in the case where there 
are more than one identified by policy, 
the best one is dynamically chosen). 
This feature can be particularly useful for 
service providers who want to differenti-
ate a set of clients from other clients, 
who are assigned to a reserved server 
for better response time. For example, 
a premium client would be assigned to 
the most powerful node within a sysplex 
to get the best response time. The inter-
action between Sysplex Distributor and 
policy is shown in the first figure. The 
following figure illustrates how Sysplex 
Distributor with policy-based routing 
works. In this example, routing policies 
are defined at the Sysplex Distributor 
node such that requests from client A will 
be routed to target nodes T3 or T4 (the 
more efficient node is chosen at the time 
of the requests); whereas, requests from 
client B will be routed only to T1 or T2.

Once a set of potential target servers is 
identified either by the sysplex routing 
policy, or based on the main Sysplex 
Distributor configuration, Sysplex Distrib-
utor will choose one server with the 
best potential for shortest response time, 
and route the incoming request to it. 
The criteria for choosing the best target 
server include the target server’s CPU 
availability and its corresponding network 
QoS performance. The CPU resource 
availability is obtained from the WLM, 
and the network QoS performance is 
obtained from the Policy Agent. The 
network QoS performance is monitored 
on a per-application basis (for example, 
HTTP and FTP, where each has its 
own performance status) at each target 
server node.   

The algorithm for choosing the best 
server can be summarized as follows:

 Sysplex Distributor gets a weight 
number from WLM,  which represents 
the CPU’s availability at a target 
server node, and a QoS fraction 
from the Pagent for the corresponding 
application. 

 The WLM weight is multiplied by the 
QoS fraction (0 to 1, with 1 being the 
worst).

 The weight that is derived from the 
QoS fraction is subtracted from the 
WLM weight. 

 The best target server is the one that 
has the highest weight number.  
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It’s critical to understand the importance 
of using both the CPU’s availability 
and the network QoS performance in 
the Sysplex Distributor’s load-distribution 
algorithm, because it is not often done 
by clustering workload-distribution mech-
anisms offered on other server platforms. 
For instance, if a target node has a 
high CPU resource but is constrained 
by network bandwidth and another node 
that has less CPU resource but is 
not network bandwidth-constrained, it is 
better to route to the latter target node 
because it will likely yield better overall 
end-to-end response time. The following 
figure depicts an overview of the Sysplex 
Distributor’s workload-distribution algo-
rithm.

Traffic Regulation 
Management

Traffic Regulation (TR) management is a 
function that enables network adminis-
trators and service providers to prevent 
two common threats that can bring 
network services to a halt. One threat is 
from “greedy” clients that send multiple 
requests to a server to get better service 
at the cost of preventing others from sat-
isfying theirs. The other threat is “flooding 
attack” where a server is bombarded with 
connection requests such that little useful 
service can be rendered. This is also 
known as a type of denial of service 
(DoS) attack. This function is enabled by 
defining TR policies in the policy con-
figuration file. Note that TR policies are 
not supported by LDAP in OS/390 V2R10 
and z/OS V1.1. TR function is applied on 

To continue the S/390 and z900 

leadership as a server platform 

of choice for conducting 

e-business, future releases of 

the OS/390 and z/OS software 

will be enhanced with 

functions that address key 

critical areas.

an application basis, and TR policy can 
be defined as such. However, network 
administrators have the option to define 
a single TR policy to be applied to all 
applications.    

The interaction between TR components, 
including TR Management Daemon 
(TRMD) and TR component in the 
TCP/IP stack, and policy components 
is shown in the first figure. Once TR 
policy is applied to an application (for 
example, HTTP), network administrators 
can perform any of the  following options:

 Define the total number of concurrent 
connections that are allowed for an 
application (for example, HTTP port 
80).

 Use the Statistics action to gather infor-
mation about the normal number of 
connections to an application server. 
This can prove useful for monitoring 
clients’ behaviors in accessing the cor-
responding application or for capacity 
planning purposes, or both.

 Use the Limit action to limit a client to a 
defined percentage of remaining avail-
able connections, denying a client’s 
request when it exceeds this threshold 
percentage.

 Instead of using the Limit or Statistics 
action, or both, use the Logging action 
where a client’s request that exceeds 
the percentage threshold won’t be 
denied but is instead logged. This is 
useful for identifying greedy clients or 
“testing out” a TR policy, or both.
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QoS Service-Level 
Agreement Monitoring

Once QoS levels are defined and 
enforced, it is important to monitor 
their performance for any deviations 
in order to be proactive in addressing 
clients’ SLAs. OS/390 and z/OS provide 
the SLA Management Information Base 
(SLA MIB), which can be used to monitor 
the performance of respective QoS 
policies. Thresholds can be defined for 
different QoS performance attributes (for 
example, MaxRate, MinRate, MaxDelay) 
such that when a deviation occurs, traps 
will be sent to the attention of the right 
Simple Network Management Protocol 
(SNMP) manager for appropriate actions. 
The information on a per-policy basis that 
is reported in the SLA MIB can also be 
effectively used for accounting and billing 
data: information such as the bytes or 
packets sent or received, in-profile vs. 
out-profile counts. The following figure 
illustrates how a OS/390 and z/OS SLA 
MIB subagent monitors the minimum rate 
with the defined upper and lower thresh-
olds for deviations.

A Look at the Future

To continue the S/390 and z900 leader-
ship as a server platform of choice for 
conducting e-business, future releases of 
the OS/390 and z/OS software will be 
enhanced with functions that address 
key critical areas: connectivity, availability, 
scalability, reliability, and security. In 
particular, the policy-based networking 
feature is being considered for possible 
enhancements in areas besides QoS, 
such as virtual private network (VPN) 
IP Security Protocol (IPSec), intrusion 
detection (ID), and so on. Potential 
enhancements in dynamic load distribu-
tion will be able to take into account 
the network-performance status of each 
QoS level, in addition to the per-
application performance status. Potential 
extensions to the SLA MIB such that inte-
grated end-to-end delay performance 
can be taken into account in dynamic 
load distribution. 
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I have asked the Editor of NCP and 3745/46 Today Magazine to allot me this space 
so that I can thank all of our 3745, 3746, and NCP customers for your patience, and 
especially for staying with IBM even while experiencing delays in delivery of controllers 
and upgrades. 

These delays were caused primarily by logic component availability. Our manufactur-
ing team has worked hard with the suppliers to improve the situation, and I am 
confident that we will continue to improve. 

In addition to improving fulfillment, we have also invested on the development side. 
In June, we announced 3746 Extended Functions 6 — a new offering for the 3746 
Models 900 and 950. Extended Functions 6 consists of important management, 
networking, and usability enhancements that many of you have told us are important 
to you. Also, we announced a new release of ACF/NCP (V7R8.1) that complements 
the 3746 enhancements.

And to further strengthen your ability to manage your networks, we announced 
a new release of NTuneMON™, a monitoring and tuning tool running under the 
NetView® program. Also, to further simplify network administration, we have packaged 
NTuneNCP™ within the Network Control Program. This eliminates the mechanics of 
ordering and handling another product feature. 

Recent statements from non-IBM sources that IBM will no longer continue to support 
previously discontinued 3745 Communication Controllers, such as the 210 and 410 
models, are incorrect. Let me assure you that IBM will continue to protect your 
investment by providing worldwide maintenance for all the 3745 models.

As you may have seen from our recent announcements, we have made significant 
improvements in the performance, capacity, manageability, and usability of the 3745 
and 3746 platforms. They are being made by IBM in recognition of the enormous 
investment that our customers have made in SNA applications, and in recognition 
of the requirement to maintain the stability of mission-critical applications during the 
transition to e-business environments. I think, as I hope you do, that this record of 
investment communicates to you, our networking customers, that IBM is your network-
ing partner, and that we will continue to work to protect your past investments to see 
you through this time of transition to e-business with a focus on timely availability of 
product, premier technical support, and unparalleled services. 

A Message from Bill Cheng
Vice President Marketing, Storage Networking Division, Storage Systems Group
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The 3746 Nways® Multiprotocol 
Controller provides a single platform 
that consolidates IP, SNA, and 
APPN®/HPR routing over the same 
transmission media. Extended 
Functions 6 (Feature 5813) for the 
3746 delivers:

Functional enhancements to IP, 
APPN/HPR and DLUR support

Improved scalability and performance

Increased APPN/HPR and DLUR 
connectivity

 50% increase in the number of user 
sessions per 3746

 33% increase in the number of control 
sessions per 3746

Enhanced network management

 New Tivoli® NetView® RUNCMD 
commands

 Processor load reports using NetView 
Performance Monitor (NPM)

 Enhancements in the areas of problem 
management and reporting

These new functions:

 Are available for new and installed 
3746s equipped with a Network Node 
Processor (NNP)

 Are provided as a new licensed 
internal code option that can be 
enabled by installing the 3746 
Extended Functions 6

 Complement the 3746 Extended 
Functions 5 (Feature 5812)

3746 Extended Functions 6 Offers 
Enhanced Connectivity, Management, 
and Networking Functions
By Pierre Planas Comas

3746 Extended Functions 6 offers functional 
enhancements to IP, APPN/HPR and DLUR support, 
improved scalability and performance, increased 
APPN/HPR and DLUR connectivity, and enhanced 
network management.

APPN/HPR and Dependent 
LU Requester (DLUR)

30 000 LU-LU data sessions 
Controlled by the Network Node 
Processor, instead of 20 000

This enables simpler data-center design. 
For example, two 3746s (instead of three) 
can now support 30 000 sessions with 
full backup capability. The total number 
of LU-LU sessions that can be routed 
through the 3746 is now 45 000, including 
the intermediate sessions established by 
other network nodes.

This capability is supported also for 
3746s configured with the Extended 
Functions 2, Feature 5802 (Session 
Services Extensions, Enhanced Topology 
Management — APPN Option Set 087, 
and the new Branch Extender and 
Adaptive Rate-Based Flow and 
Congestion Control [ARB2] functions).  

80 000 SSCP-LU Control Sessions 
through DLUR Running in the 
Network Node Processor, instead of 
60 000 

This allows installations with up to 80 000 
defined LUs, (but with much fewer LUs 
actually in use) to be migrated from NCP 
control to NNP control without definition 
changes in the VTAM® program.

This capability is supported also for 
3746s configured with the Extended 
Functions 2 — Feature 5802 (Session 
Services Extensions, Enhanced Topology 
Management — APPN Option Set 087, 
and the new Branch Extender and ARB2 
functions).

New Branch Extender option 

This new option enables you to operate 
the 3746 as a Branch Extender node. 

This mode of operation can be used 
to reduce the number of network 
nodes in the topology of large 
APPN/HPR networks, and to improve 
the scalability and performance of 
APPN/HPR networks. (Network band-
width and Network Node Processor 
load are not affected by large topology 
database updates.) For details of the 
Branch Extender option, see page 96
of this issue. 
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Adaptive Rate-Based Flow and 
Congestion Control (ARB2) 

Adaptive Rate-Based Flow (ARB) 
reduces the risk of frame loss and 
retransmissions by automatically detect-
ing network congestion over the HPR 
path and slowing down the HPR traffic. 
Adaptive Rate-Based Flow and Con-
gestion Control (ARB2), also called 
“responsive mode,” can deliver higher 
performance than the original ARB. For 
example, it can provide:

 Faster ramp-up at transmission startup

 Enhanced bandwidth allocation

 Better utilization of high-speed links

A 3746 with ARB2 can now operate as 
an HPR/RTP end point in conjunction 
with other HPR/RTP end points, such as 
VTAM or IBM 221x routers, which support 
ARB2.

APPN/DLUR support for existing 
NCP functions (migration to 
3746/NNP control)

 Connection of multiple low-entry net-
working (LEN) nodes having the 
same CP name (LEN-dependent LUs 
only). No changes are required in 
existing LEN nodes and there is no 
need to define the LEN nodes in Con-
troller Configuration and Management 
(CCM).

 Support for LU-LU sessions that do 
not have session pacing, or for LUs 
that are currently configured without 
session pacing. No changes are 
required in the user LU when migrating 
to 3746/NNP control.

 Inclusion of the link station name (or 
PU name) in the XID3 frame. When 
the ESCON® APPN links are activated, 
the station name is included in the 
XID3 sent to the Transaction Process-
ing Facility (TPF) end nodes. This 
allows TPF to differentiate links associ-
ated with the 3746 Network Node from 
those associated with the VTAM/NCP 
node (for example, an interchange 
node [ICN]).

Internet Protocol

Same Subnet Option (multiple IP 
ports to the same subnet)

By default, the IP addresses assigned to 
the network interfaces must each be in a 
different network or subnet. This can be 
changed by enabling the Same Subnet 
option. This option allows the 3746 IP 
router to have multiple IP ports, which 
can be ESCON, token ring, frame relay 
or X.25, to the same subnet. Multiple IP 
interfaces to the same subnet enable 
implementation of:

High-availability configurations 
(alternate IP routes)

 OSPF Point-to-Multipoint is configured 
on the IP interfaces, typically for user 
connections through a frame-relay or 
X.25 network.

 Next-Hop Awareness is enabled on 
the IP interfaces, and static routes are 
defined for the routes that go through 
the IP interfaces. This enables high-
availability configurations over ESCON 
or frame-relay ports.

 For IP over token-ring, two ports 
(TIC3s) can be configured in the 3746 
for the same physical token-ring LAN.

Load balancing over multiple IP ports

 The Equal-Cost MultiPath routing of the 
3746 supports up to four routes of 
equal cost to the same destination.

 With the Per-Packet MultiPath option, 
the traffic to such a destination can 
be spread over multiple IP ports round-
robin. This option is now enabled by 
default.

Next-Hop Awareness

Next-Hop Awareness allows the router 
to sense whether a neighboring router 
is active or inactive.  When this option 
is enabled, the router makes a more 
accurate determination of whether a 
static route that uses the neighboring 
router as its next hop will function. It 
also allows the router to determine over 
which network interface a static route’s 
next hop can be reached when that next 
hop is in an IP subnet that is defined 
on multiple network interfaces. Next-Hop 
Awareness is supported on frame-relay 
and ESCON ports.

Next-Hop Awareness 
over Frame Relay

When static routes are defined over 
frame-relay ports, this allows the 3746 to 
update the status, active or not, of the 
data link connection identifiers (DLCIs) in 
the OSPF tables. This ensures the use of 
active DLCIs for the route selection, and 
enables high-availability network design.

Next-Hop Awareness over ESCON

 Enables the reporting of TPF status, 
active or inactive, to the neighboring 
LAN-attached router. This allows 
end-user connection requests (espe-
cially those reconnection requests 
received after a failure) to be automat-
ically routed through the 3746 to an 
operational TPF.

 Enables high-availability access to 
TPF applications, in conjunction with 
multiple ESCON ports (Same Subnet 
option).

 No operator intervention is required in 
case of TPF failure.
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The new 3746 Licensed Internal 

Code will be shipped, beginning 

October 17, 2001, for microcode 

maintenance and installation with 

new 3746s and selected 3746 

field upgrades, including the 3746 

Extended Functions 6. Compatibil-

ity of this level of microcode with 

the current reporting of 3746-900 

statistics to NPM requires NCP 

Version 7 Release 3, or later, 

with PTF. The NCP PTF must 

be applied before the installation 

of the new Licensed Internal 

Code, otherwise the reporting of 

all statistics related to 3746-900 

resources controlled by NCP will 

be interrupted.

Details about the required NCP 

PTF (and about any necessary 

NPM PTF) will be available by 

July 31, 2001 at ibm.com/

networking/support/3746 (select 

Downloads).

Important Migration Planning Information

“Not-So-Stubby-Area” (NSSA) 

NSSA allows for external route aggrega-
tion, and reduced route table size, speci- 
fically in the OS/390® program (TCP/IP), 
thus resulting in more efficient IP network 
operations. NSSA, which is  is one of the 
three general classes of area configura-
tions defined in OSPF RFC 1587:

 Provides a mechanism to aggregate 
route information from many OSPF 
routers (routes from within a NSSA are 
summarized by the NSSA Area Border 
Routers).

 Prevents external routes from being 
advertised throughout the entire OSPF 
domain (no exchange of route informa-
tion between a NSSA and other areas).

For full details of NSSA, see “New 3746 
“Not-So-Stubby-Area” Function 
Addresses Important OSPF Limitations” 
on page 99.

Network and System 
Management 

Tivoli NetView Program 
(New RUNCMD Commands) 

 Sorts LUs in alphabetic order. This 
gives the operator faster access to 
LU information, especially in large 3746 
configurations.

 Deletes LUs from APPN directory. This 
enables the operator to delete unex-
pected LU names, such as duplicate 
LUs, which might affect network opera-
tions.

 Displays the maximum number of 
incoming calls accepted on a token-
ring port (TIC3) or frame-relay port. 
This information is  provided in both 
the “Port List” and “Port Details” 
displays. It allows the network operator 
to determine whether the number of 
PUs actually connected to a TIC3 
(NPM report) is reaching its maximum.

 Displays session counters, including 
the new set of SSCP-LU session 
counters (active sessions, pending 
sessions, down sessions, total 
sessions). This allows the operator 
to accurately monitor the number of 
SSCP-LU sessions controlled by the 
NNP.

 Activates a configuration with the 
option not to re-IML the ESCON 
channel adapters. When there is no 
ESCON configuration change, this 
avoids disruption of the NCP traffic and 
allows the APPN and IP network to 
restart more rapidly.

NetView Performance Reporting 
(NPM)

 Reporting of the processor and 
memory utilization of the NNP. This 
enables automatic triggering of a 
NetView alert and command list when 
the NNP load exceeds a defined 
threshold.

 Reporting of processor and memory 
utilization through the NNP for all 
the adapter processors (control bus 
and service processor [CBSP], ESCON 
processor [ESCP], token-ring proces-
sor [TRP], and communication line 
processor [CLP]). This enables load 
monitoring and capacity planning for 
processors that are not controlled by 
NCP.
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VTAM Program

Provides DeactPU and DeactLU 
command support by the NNP. The 
NNP supports the DeactPU and DeactLU 
command facility of VTAM, thus allowing 
network operators the continued use of 
existing VTAM commands.

New Controller Configuration and 
Management (CCM) Commands

 Deletes LUs from APPN directory, 
equivalent to the NetView RUNCMD 
command mentioned previously.

 Provides a new set of SSCP-LU 
session counters, including the counter 
of sessions in pending state (between 
ACTLU received from VTAM and 
negative response received from PU), 
counter of down sessions, counter 
of active sessions, and total session 
counter.

The 3746 Nways® 

Multiprotocol Controller 

provides a single platform 

that consolidates IP, SNA, and 

APPN®/HPR routing over the 

same transmission media.
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Telnet Session Awareness

A user trying to start a new Telnet session 
is informed about  the IP address of the 
user who is already in session with the 
3746. This allows Telnet users to com-
municate and coordinate their actions 
(single Telnet session at a time).

Problem Reporting

 Storing of information (PUs, LUs) dis-
played using RUNCMD commands for 
retrieval by IBM support. This reduces 
the need to recreate problems, avoids 
potential related disruptions and 
shortens problem-correction time.

 Fast method of transferring files 
(problem-determination data) from 
the 3746 to IBM support. Shortens 
problem-correction time.  

 NetView Alert and automatic call to 
IBM Support in case of  uncontrolled 
NNP or Service Processor (SP) restart. 
Complements existing reporting of 
NNP and SP problems for faster 
problem resolution. 



96

Branch Extender technology helps save 
on network costs for enterprises that 
have a large number of branch sites, 
and have Systems Network Architecture 
(SNA) applications in the data center 
and SNA clients in the branches. Branch 
Extender allows even the largest subarea 
SNA networks to exploit High-Perfor-
mance Routing (HPR) cost-effectively. 
Although primarily targeted at large orga-
nizations, Branch Extender can also 
benefit smaller networks.

Large enterprises often have HPR in the 
data center; some also have HPR in 
branch sites. The number of networks 
with end-to-end HPR connectivity is 
growing as more HPR products become 
available. Branch Extender was devel-
oped for large enterprises that have 
many branch sites. Banks, retail chains, 
car dealers, and insurance agencies 
typify the kind of enterprise that is struc-
tured in this way. The data network 
connecting the branches of a very large 
enterprise is often spread over a vast 
geographic area. In the past, sharing 
the cost of bandwidth over several sites 
with multidropped lines was the most 
economic solution. But more recently, 
many phone tariffs fell low enough to 
allow a dedicated line to service each 
remote branch. In many regions, frame 
relay has now become the most cost-
effective way to interconnect branches. 
Even with these decreased telecommu-
nication costs, bandwidth may still be 
the largest single item in the IT budget. 
Yet bandwidth is essential for operating 
the networked applications that provide a 
competitive edge. 

New 3746 Branch Extender Function Offers 
Performance and Cost Advantages in Large 
APPN Networks
By Denis Esteve and Pierre Planas Comas

A new 3746 Multiprotocol Controller function called 
Branch Extender (BEX), included in the new 3746 
Extended Functions 6 (Feature 5813), offers improved 
performance and reduced costs in large networks that 
use Advanced Peer-to-Peer Networking® (APPN®).
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Large enterprise networks can benefit 
greatly from advanced HPR functions 
such as automatic resource discovery 
and route selection. However, the price of 
dynamic network operation is the need to 
advertise the network topology or search 
the network for resources. In a small 
network, the overhead of these network 
control messages is insignificant. But in 
a large network made up of hundreds to 
thousands of relatively slow lines, even a 
small overhead might be unacceptable. 
The 3746 Models 900 and 950 can now 
operate as Branch Extenders to enable 
such enterprises to gain the benefits 
of HPR throughout the entire network 
without these concerns. 

Most of HPR’s network control messages 
are restricted to network nodes (NNs), 
that is, systems such as front-end 
processors, routers, or communication 
servers that direct traffic in the network. 
PCs or servers that do not direct traffic 
are end nodes (ENs), and do not send 
or receive these messages. Previously, 
any HPR node that routed data between 
other systems (for example, a 3746 
connecting a branch office to an S/390® 
server) was required to be a network 
node, and to send and receive such 
network control messages. See the figure 
on the previous page.

The Branch Extender filters out network 
control messages that are unnecessary 
to the branch. Technically, a Branch 
Extender poses as a network node with 
DLUR support to computers, worksta-
tions or 3270 terminals in its local branch. 
At the same time, it poses as an end 
node to network nodes in the wide area 
network (WAN). 

By impersonating an end node, a Branch 
Extender gains several advantages: 

 It does not receive topology data or 
directory broadcasts from the WAN. 
Instead, it lets a network node in the 
WAN choose routes for destinations 
in the branch. 

 It relays data between the branch and 
the WAN, and enables HPR traffic to 
flow to end nodes in the branch. See 
the above figure.

 It can register all of the branch’s 
resources to a directory server in 
the data center, so that no manual 
definitions are needed there. Central 
registration handles adds, moves, and 
changes automatically. It improves 
network efficiency by notifying the 
central directory server of each 
resource’s location. This greatly 
reduces or even eliminates broadcast 
searches in the WAN. 

 It is automatically discovered by the 
Tivoli® NetView® for OS/390® program. 
This enables entry-point/focal-point 
relationships to be established without 
configuring them in the NetView 
program. 
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Branch Extender significantly increases 
the number of branches that can 
participate in a single network. It was 
specifically designed to fulfill the needs 
of large single-enterprise networks. In 
contrast, border node, an existing HPR 
scalability feature of VTAM, has firewall 
features such as security, accounting, 
and filtering that are useful when 
interconnecting different enterprises. 
Branch Extender does not need firewall 
features because it is intended for trusted 
environments. 

Branch Extender avoids the need to 
divide a single-enterprise network, 
thereby substantially reducing line costs 
compared with other solutions available 
today. It also makes a large network act 
like a small network by sending fewer 
network control messages. These two 
types of savings are cumulative. 

Branch Extender enables individual 
APPN and HPR networks to grow very 
large. It uses cost-effective methods to 
reduce network control messages and 
switch traffic between branches. It also 
maintains the key functions of HPR — 
including congestion control and class 
of service. This enables full utilization of 
available bandwidth, while quickly and 
efficiently forwarding time-critical traffic. 
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For the 3746 Models 900 and 950, 
the primary motivation for implementing 
NSSA was the need for external route 
aggregation to limit Route Table size, 
specifically in OS/390® (TCP/IP). Before, 
there was no mechanism to aggregate 
external advertisements from many 
OSPF routers, nor any way to keep 
external routes from being flooded 
throughout the entire OSPF routing 
domain.

NSSA, one of the three general classes 
of area configurations defined in OSPF 
RFC 1587, addresses both these limita-
tions and offers additional benefits:

 A mechanism to aggregate route 
information from many OSPF routers 
(routes from within a NSSA are sum-
marized by the NSSA Area Border 
Routers).

 No advertisement of external routes 
throughout the OSPF domain (no 
exchange of route information between 
a NSSA and other areas).

New 3746 “Not-So-Stubby-Area” Function Offers 
Performance Advantages in Large OSPF Networks
By Denis Esteve and Pierre Planas

A new 3746 Nways® Multiprotocol Controller function 
called “Not-So-Stubby-Area” (NSSA), included in the 
new 3746 Extended Functions 6 (Feature 5813), offers 
significant improvements in large IP router networks 
that use Open Shortest Path First (OSPF).

 A separate default route to the firewall 
per area. In many enterprise networks, 
it is desirable to have a separate 
Internet firewall in each location. You 
can accomplish this using NSSAs 
without having the area-specific default 
route advertised throughout the routing 
domain.

 Extranet implementation. Multiple 
enterprises could use an OSPF 
backbone with attached NSSAs (one 
per enterprise) to implement an 
extranet (network administered by 
multiple cooperating parties) and still 
have flexible routing within the NSSA.

The redistribution into an NSSA creates 
a special type of link-state advertisement 
(LSA) known as type 7, which can exist 
only in an NSSA. An NSSA autonomous 
system boundary router (ASBR) gener-
ates this LSA and an NSSA area border 
router (ABR) translates it into a type 
5 LSA, which gets propagated into the 
OSPF domain. The figure demonstrates 
this principle.
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In the figure, Area 2 is defined as a stub 
area. Border Gateway Protocol (BGP) 
routes cannot be propagated into the 
OSPF domain because redistribution is 
not allowed in the stub area. However, 
if you define Area 2 as an NSSA, 
you can inject BGP routes into the 
OSPF NSSA domain by creating type 7 
LSAs. Redistributed Routing Information 
Protocol (RIP) routes will not be allowed 
in Area 2 because NSSA is an extension 
to the stub area. The stub area character-
istics still exist, including no type 5 LSAs 
allowed. Type 5 LSAs are not allowed in 
NSSAs, so the NSSA ASBR generates a 
type 7 LSA instead, which remains within 
the NSSA. This type 7 LSA gets trans-
lated back into a type 5 by the NSSA 
ABR.

There are two flavors of NSSA, just like 
stub areas. There are NSSAs that block 
type 5, but allow type 3 and 4 LSAs, and 
there are NSSA “totally stub areas,” which 
allow only summary default routes and 
filter everything else. 

There are two ways to have a default 
route in an NSSA. When you configure 
an area as an NSSA, by default, the 
NSSA ABR does not generate a default 
summary route. In the case of a stub area 
or an NSSA totally stub area, the NSSA 
ABR does generate a default summary 
route. 

About the Authors

Denis Esteve and Pierre Planas 
Comas are also joint authors of “New 
3746 Branch Extender Function Offers 
Performance and Cost Advantages in 
Large APPN Networks” on page 96 
of this edition of NCP and 3745/46 
Today. Pierre Planas Comas is also 
the author of “3746 Extended Functions 
6 Offers Enhanced Connectivity, 
Management, and Networking Functions” 
on page 92 of this edition.



101

We are committed because we fully 
understand the importance of SNA 
networks and the dependency that you, 
our customers, have on NCP to manage 
your critical information assets. This 
article provides you with an overview of 
the new NCP and SSP functions, many 
of which are the direct results of your 
suggestions.

Network Management 
Enhancements

NTuneNCP Shipped with SSP 
and NCP

For years, NTuneNCPTM was available 
only as an NCP feature. Then, last year, 
we included NTuneNCP at no additional 
charge with NTuneMONTM V3R1. Now, we 
are including it with NCP V7R8.1 and 
SSPV4R8.1, which will simplify the instal-
lation of NTuneNCP and make it easier 
for this valuable management tool to be 
propagated into networks. NTuneMON, 
when used by itself, is a great product 
to monitor SNA networks, but the addition 
of NTuneNCP will now allow you to make 
changes to network parameters without 
having to regen NCP, thus giving you 
greater flexibility and control over your 
network.

New ACF/NCP and SSP Enhancements 
Underscore IBM’s Commitment to SNA
By Preston Johnston

IBM is firmly committed to supporting SNA, 
as demonstrated by the latest releases of NCP 
(V7R8.1) and SSP (V4R8.1).

Enhanced 3746-900 TIC3 and 
NCP Flow Control for Token-Ring 
Networks

For token-ring environments in which 
both subarea and peripheral data traffic 
are supported (ECLTYPE=PHYS,ANY) 
and NCP is becoming congested, 
we have modified NCP to allow poll 
responses to a subarea station and 
continue to accept subarea traffic until 
NCP reaches critical congestion 
(CWALL). Previously, the subarea station’s 
connections were broken as the station’s 
retry limit was reached because NCP did 
not respond, creating a disruptive mul-
tiple-session outage, particularly if the 
TG had a single link and multiple virtual 
routes.

Maintaining 3746-900 Sessions 
during NCP Congestion

One of the flow control mechanisms 
used by NCP is to deactivate a physical 
line (IOH Halt Cause Code = 8412) 
attached to a 3746-900 when service 
clear has been withheld for more than 5 
minutes. This prevents a deadlock condi-
tion from occurring. However, there is no 
guarantee that issuing an IOH to a par-
ticular link will either prevent or resolve 
a deadlock condition, and the IOH could 
result in many sessions being unneces-
sarily terminated. By no longer issuing 
IOHs to deactivate a physical line, 
NCP V7R8.1 allows 3746-900 sessions 
to be maintained and normal data flow 
to resume once NCP congestion has 
cleared.

Enhanced 3746-900 and NCP Flow 
Control for Token-Ring Subarea 
Connections

If congestion causes the outboard data 
link control (ODLC) pacing window to 
close, data can be discarded and 
receive not ready (RNR) responses will 
be sent to adjacent link stations. After 
congestion has cleared and the ODLC 
window opens, the combination of RNRs 
being sent and the discarded frames 
being retransmitted can cause through-
put to be degraded. In NCP V7R8.1, we 
made the ODLC pacing window  larger to 
accept more data frames, thus reducing 
the need for RNRs and retransmissions, 
and improving the chances that through-
put will not be reduced.

Transmission Group Alert 
Enhancement

When a Transmission Group is congested 
or hung and throughput has degraded, 
NCP generates an alert notifying the 
owning host SSCP of the condition. In 
the alert, there is message referring the 
host operator to NCP documentation for 
additional information. We have made 
this reference more specific, and it now 
refers to the NCP/SSP/EP Diagnostic 
Guide, which provides detailed informa-
tion about this alert condition.
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We are committed because 

we fully understand the 

importance of SNA networks 

and the dependency that you, 

our customers, have on NCP 

to manage your critical 

information assets.

Serviceability 
Enhancements

SNA networks and NCP have historically 
had a reputation for stability and depend-
ability. An important element of this 
reputation has been our commitment 
to service excellence. To continue this 
excellence, we have included two service 
aid enhancements in NCP V7R8.1.

NCP Dump Enhancement 

On rare occasions, the first record of 
an NCP dump, which contains informa-
tion needed by the SSP dump formatter, 
is corrupted and the dump cannot be 
formatted. The usual remedy is to take 
another dump, but this is time-consum-
ing and slows progress towards problem 
resolution. We modified the dump 
formatter so that it continues to process 
the dump file and to print it in hex 
format. This will allow IBM service 
personnel to continue problem investiga-
tion until a second, uncorrupted dump 
can be taken.          

Interactive Problem Control System 
Enhancements

The interactive problem control system 
(IPCS) has been used for years to 
analyze NCP dumps. In V7R8.1 we have 
made a number of enhancements to 
IPCS that provide more detailed failure 
data or user options to speed up 
the dump analysis process. New user 
options include the ability to: 

 Select full or partial analysis of NCP 
slowdown first failure data capture 
(FFDC) information

 Choose between displaying control 
blocks for all interface addresses or 
for only a specific interface address 

 Display current CCU and buffer 
utilization as well as histogram data, 
and expand dump analysis to include 
NCP packet switching interface (NPSI) 
resources     

What About Our Future 
Commitment?

Although the era of major NCP and 
SSP enhancements has passed, it 
is our objective to continue to offer 
you incremental enhancements, because 
we understand the importance of NCP 
to you. We encourage you to continue 
suggesting enhancements as your 
needs evolve, and we remain committed 
to being your partner in managing 
your critical information assets on SNA 
networks. 
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What’s New in NTuneMON
By Carl Marlowe

Starting with Version 3, the tuning feature 
is no longer a priced feature but is 
included 

in the base price of the product. To 
simplify installation, we are including the 
tuning feature in the current release of 
NCP. It will no longer be necessary to link 
NCP and NTuneMON libraries to access 
the tuning feature. We also recognize 
that some customers might have earlier 
versions of NCP, so we are still including 
the tuning feature with NTuneMON as 
well. For these users, the installation 
process will not change.

Prior releases of NTuneMON have 
included a number of new service aids. 
In this release, we have added two 
new service features. The following new 
functions have been added to the ATUSX 
panel:      

 The capability for NTuneMON to start, 
stop, and modify the Channel Adapter 
IOH (CAIOTRC) trace. 

 A new module name search function 
(Service Level and Address Display). 

For details of these two new NTuneMON 
functions, see “New and Enhanced 
NTuneMON and SSP Functions Add to 
NCP’s Reputation for Serviceability” on 
page 105 of this edition of NCP and 
3745/36 Today.

We have also added one new display-
only field. MAXPU, the maximum number 
of physical units allowed on a line, will 
be displayed on the SDLC Physical Line 
Details panel (ATUPL).

The latest release of NTuneMONTM (V3R2) brings new 
features as well as changes designed for ease of use 
and installation. 

We have added three new fields that you 
can display and modify. As a result of 
a request to display the  average poll 
bytes (AVGPB) parameter, we are dis-
playing both the current and maximum 

(genned) values in terms of bytes and 
buffers. Only the maximum value can 
be changed. These fields will be on the 
SDLC Station Details panel (ATUSD).

W
h

a
t’s N

e
w

 in
 N

T
u

n
e

M
O

N



104

The SESSLIM parameter from either the 
BUILD or NETWORK statements will be 
displayed on the Network CB Pools/
Tables panel (ATUGP). SESSLIM is the 
maximum number of sessions that can 
be assigned to an address in the 
network. You can modify this field.

The HPR & Other Global Flows panel 
(ATUHP) will display the MAXSESS 
parameter from the BUILD statement. 
MAXSESS is used to set the maximum 

We have also made ease-of-use 
enhancements to NTuneMON. On rare 
occasions, it has been necessary to 
change the controller timeout value that 
was hard-coded in NTuneMON. This 
value has been placed in the ATuneLST 
CLIST as PM.TMOUT for easier access. 
Its default value of 25 seconds has not 
been changed. 

sessions for any logical units (LUs) that 
are genned but do not have a MAXSESS 
value coded on the LU statement. You 
can modify this field as well. 
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New and Enhanced NTuneMON 
and SSP Functions Add to NCP’s Reputation 
for Serviceability
By Vernel Shaw

The latest releases of NCP (V7R8.1), 
SSP (V4R8.1) and NTuneMONTM (V3R2) 
provide: 

 Two new service functions to the 
NTuneMON ATUSX panel. These are 
“CAIOTRACE” and “Service Level and 
Address Display.”

 Three enhanced SSP IPCS CLISTs. 

 New interactive problem control system 
(IPCS) CLISTs. 

 Enhanced multilink transmission group 
(MLTG) Performance Degraded Alert 
reporting to provide you with ref-
erences to additional documentation 
needed to analyze transmission group 
(TG) performance problems. 

New Service Functions on 
the NTuneMON ATUSX Panel 

The Channel Adapter I/O Halfword Trace 
(CAIOTRACE) function allows NCP to 
trace the flow of IOH instructions done 
for the 3745 hardware channel adapter. 
This trace can provide vital information 
needed to isolate problems between 
NCP and the Channel Adapter. You will 
need the latest release of NCP (V7R8.1) 
to activate this function. You can activate 
the trace by coding CAIOTRC=YES in the 
BUILD statement (as in prior releases), 
from the Maintenance and Operator Sub-
system (MOSS) console, or by using the 
NTuneMON ATUSX panel.

NCP has an excellent serviceability record. Over the 
life of the product, we have been relentless in our 
efforts to build service aids into the product that allow 
NCP Support and users to quickly diagnose problems. 
Currently, there are more than 45 such functions.

The new module name search function 
(Service Level and Address Display) 
allows a module’s service level to be dis-
played without requiring an NCP dump. 
This new function is intended to be 
used with the help of IBM Service. The 
service representative will provide you 
with a module name to search for, and 
NTuneMON will return the service level 
and address of the module. 

Previously, when NCP Support needed 
to verify the maintenance level of a 
specific module in an operating NCP, a 
dump of that NCP was required. This new 
function not only provides service-level 
verification that can be vital when trou-
bleshooting, but in some situations it will 
allow support personnel to write TRAPs 
or ZAPs for the NCP without requiring a 
dump of NCP storage.
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You can be confident that 

where future serviceability 

needs exist, the NCP team will 

ensure that NCP remains a 

leader in serviceability. 
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vernelsh@us.ibm.com

Enhanced SSP IPCS CLISTs

We enhanced the SSP IPCS CLISTs 
Internet Protocol (IFWIIP), Slowdown 
(IFWISLOW) and VRB (IFWIVRB). IFWIIP 
now provides a more comprehensive 
picture of the IP router contained within 
the NCP. We improved IFWISLOW so that 
FFDC information is provided prior to 
the lengthy analysis process done by 
the CLIST.  In addition, we enhanced 
the IFWIVRB CLIST so that you have 
the option of displaying all VRB control 
blocks. Prior releases displayed only the 
VRBs that were active.

New IPCS CLISTs

We also included new IPCS CLISTs in 
this release. Performance Measurement 
Facility Display (IFWIPMF) will display 
the Performance Measurement Facility 
control block information. Storage Key 
Display (IFWISTK) will allow you to 
display all of the 3745 storage keys, 
or provide a storage key for a user-
requested storage address. We also 
included a number of CLISTs to support 
NPSI.  

Enhanced MLTG 
Performance Degraded Alert 
Reporting

Mixed-media multilink transmission 
groups (MMMLTGs) are transmission 
groups that can contain one or more 
links. Up to 255 links can be included 
in an MMMLTG. The links can be any 
combination of token-ring, SDLC, ISDN 
and frame-relay lines. A typical MMMLTG 
in today’s environment will transverse a 
wide area network (WAN) containing mul-
tiprotocol components such as routers, 
converters, switches and hubs.

With the need for high availability in 
today’s networks, it is important for you 
to be notified of MMMLTG performance 
problems as soon as possible. MLTG Per-
formance Degraded Alert reporting is a 
vehicle for such notification. It has been 
improved to provide your with references 
to additional documentation needed to 
analyze the TG performance problem.

When an MMMLTG is experiencing 
degraded throughput, NCP will send a 
generic Alert to assist you in identifying 
the TG that is hung or potentially hung. 
NCP considers the throughput to be 
degraded when either of the following 
conditions lasts for more than the value 
of the TGTIMER keyword on the BUILD or 
NETWORK statement:

 The TG sweep function remains     
continuously active (see Note 1).

 The TG has path information units 
(PIUs) on the Resequence Queue 
and the next expected Inbound TG 
Sequence Number does not change 
(see Note 2).

This is an excellent tool for obtaining 
information on TG problems, especially 
now that many TGs cross WANs that may 
contain a variety of components. 

The TG Performance Degraded Alert 
now refers you to the NCP Diagnosis 
Guide, which provides a detailed expla-
nation of the data in the Alert.

The Service Aids described in this article 
are evidence of our commitment to NCP 
serviceability. You can be confident that 
where future serviceability needs exist, 
the NCP team will ensure that NCP 
remains a leader in serviceability. 

Notes:

1. The sweep function suspends the 
transmission of PIUs over the 
MMMLTG until all PIUs in transit 
are acknowledged at the DLC level. 
The sweep function is invoked for the 
following conditions:

 When sending the following control 
PIUs: Activate Virtual Route and 
its response, Deactivate Virtual 
Route and its response, Activate 
Explicit Route, Activate Explicit 
Reply, Explicit Route Operative, 
and Explicit Route Inoperative. This 
prevents these PIUs from overtaking 
each other and any other session 
PIUs that may precede them.

 When TG sequence number field 
rollover occurs.

 When a Receiver Not Ready (RNR) 
is received on a link that indicates 
that the adjacent subarea is con-
gested.  

2. Session protocol requires that all 
requests and responses arrive at their 
destinations in the same order in 
which they were sent from the session 
origin. To maintain this order, a TG 
sequence number is placed in the 
transmission header of each PIU that 
is sent across the MMMLTG.

 At the receiving end of the MMMLTG, this 
sequence number is checked against 
the  expected sequence number. If the 
received PIU sequence number is higher 
than the expected sequence number, 
the PIU is placed on the resequence 
queue until the PIU with the expected 
sequence number is received. PIUs are 
then inserted in the correct sequence 
and sent on to the correct destination. 
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Prior to calling the Support Center:   

1. Determine the release, version, and 
service levels of NCP or related 
products you are running.

2. To the best of your ability, validate that 
the problem is in NCP or a related 
product, and identify the component 
in which the problem occurred. 

3. Look for and note the first symptom 
of the problem. 

4. Determine whether the problem can 
be recreated.

5. If the problem has just appeared, 
determine what has changed since 
the system ran successfully.

6. Determine the problem type based 
on the table “Determining the Problem 
Type” in Chapter 2 of the Diagnosis 
Guide.

7. Use the Maintenance and Operator 
Subsystem (MOSS) report tool to list 
the chronology of error activity.  The 
IBM 3745 MOSS maintains an error 
log called the box event record (BER) 
file.  If an error is detected in the com-
munication controller or the program, 
a record is stored in the BER file.

8. Check the NCP error and statistics. 

    

Speed Your NCP/EP/NPSI Problem Resolution 
by Helping Us to Help You
By Sharon Wick

Do you want to shorten the time you spend on the 
phone with the Support Center next time you have an 
NCP/EP/NPSI problem?  Support Center personnel are 
eager and able to help you, and if you prepare for your 
call using the following guidelines, your problems will 
be resolved more quickly and more smoothly.

Record maintenance statistics (RECMS) 
records are created for the host. These 
records are sent to a data set called 
LOGREC in the host and to a network 
problem determination application, if one 
is installed. To get a printout of the 
records kept in LOGREC, use the Envi-
ronmental Record Editing and Printing 
Program (EREP).

If you have the NetView® program or 
its equivalent, check network problem 
determination aid (NPDA)  or equivalent 
for alerts, error messages, inoperative 
messages, and so on. If these messages 
do not help you resolve the problem, then 
have the information available for IBM 
support personnel.

Some Hints for Specific 
Error Conditions

If there is an error message, make 
sure that the complete message text is 
available. If there is a group of related 
messages, make sure that complete text 
from all message is available.

If an abend occurs, take one of these 
actions: 

 If the abend is in the NCP or EP, 
dump the NCP, obtain the abend code 
from the dump, and search on the 
IBMLinkTM service (ibm.com/ibmlink) 
for symptoms to see if this is a known 
problem that has a PTF available. 
Using the Diagnosis Guide, perform 
diagnostic steps.

 If the abend is in the NCP Packet 
Switching Interface (NPSI), refer to 
the NPSI Diagnosis Guide. If you 
need additional assistance, report the 
problem to NCP/EP/NPSI support. 

 If the abend is in user-written code, 
obtain on-site assistance.

If devices are connected through the 
NCP and a sense code is reported, find 
the NCP (as opposed to the VTAM®) 
sense code. Use NCP/SSP/EP Messages 
and Codes, SC31-6222 for sense codes 
issued by NCP. 
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sswick@us.ibm.com

If an activate or deactivate failure 
occurs when a resource fails to repond 
or returns an exception response to an 
activate or deactivate session request: 

 Make sure that the device is powered 
on. 

 Check for lack of resources (gen more 
resources or free existing ones if nec-
essary).

 Check for a configuration mismatch 
and correct it if one exists.

 Run traces: 
 a. Start the appropriate traces (PIU, 

NCP line trace, SIT trace, and so on).
 b. Recreate the problem. 
 c. Stop the traces.
 d. Format the traces using ACF/TAP.    

 Dump the NCP, the access method 
(if involved), and the Communication 
Subsystem (CSS) (if involved). If the 
failing resource is a remote NCP, also 
dump that NCP.

 If virtual routes (VRs) are blocked, refer 
to the Diagnosis Guide, which contains 
many steps and procedures for various 
hung-session symptoms. The NCP 
and EP Reference, LY43-0029 has 
additional information. One tip is to 
remember to obtain a dump at both 
ends of the communication (both 
NCPs or, if the VTAM program is 
involved, a dump of VTAM as well). 
The NTuneNCPTM and NTuneMONTM 
programs, if available, are also valuable 
for monitoring of blocked VRs.

Note: This is a small subset of the many 
possible conditions that might occur 
when running NCP. It is meant to serve as 
a starting point for obtaining information 
needed to diagnose or obtain assistance 
in diagnosing problems associated with 
the IBM products.

The NTuneMONTM program can be a 
great tool for assistance in diagnosing 
problems. Refer to the NTuneMON 
User’s Guide, SC31-6266 and to “New 
and Enhanced NTuneMON and SSP 
Functions Add to NCP’s Reputation for 
Serviceability” on page 105 of this issue 
for new enhancements to this tool.

The NCP/EP/NPSI Support Center is 
eager to partner with you to resolve 
any problems associated with these 
products. Together, we can resolve issues 
more quickly and effectively. We look 
forward to our joint endeavors.

For more detailed information on resolv-
ing your problem, refer to the Network 
Control Program, System Support 
Program, Emulation Program Diagnosis 
Guide, LY43-0033. 
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NCP supports several traces to accom-
plish the task of problem determination 
and data-flow analysis, such as the NCP 
line trace, NTRI SNAP trace, ODLC SNAP 
trace, NCP transmission group trace, 
NCP generalized PIU trace, channel 
adapter I/O trace, VTAM® buffer contents 
trace, and scanner interface trace (SIT).  

When tracing a resource is necessary, 
it’s nice to know what kind of impact the 
trace overhead might have on NCP’s per-
formance. In our System Verification Test 
environment, we measured the effects of 
running several of the most requested 
NCP traces in conjunction with various 
types of network traffic.  

We measured the impact of traces on 
central control unit (CCU) utilization  for 
three scenarios:

 Token-ring boundary network node 
(BNN) traffic through NCP to an appli-
cation in the owning Communications 
Server for OS/390® host

 Mixed-media multilink transmission 
group (MMMLTG) intermediate network 
node (INN) traffic between applica-
tions in two CS for OS/390 hosts, 
through two NCPs

 Mixed BNN and INN traffic, combining 
elements of both of the above environ-
ments

We generated BNN traffic with Tele-
processing Network Simulator (TPNS). 
Session traffic consisted of 100-byte text 
messages sent between the simulated 
BNN devices and an echo application. 

NCP Trace Impact on CCU Utilization
By Sue DeMarrais

Your network is critical to your business — 
but maintaining a robust communications network 
occasionally requires system diagnostics. 

Impact of Traces on NCP Running BNN Traffic

Trace Type CCU Utilization (%)

No trace running  55 70 85

NTRI SNAP 65 82 99

ODLC SNAP  61 76 99

Channel adapter I/O 63 77 99

SIT on ESCON® physical line 76 91 99*

Line trace on ESCON physical line 69 83 99

* There was a 10% reduction in message rates while running this trace.

Token-ring boundary network node 
(BNN) traffic through NCP to an 
application in the owning 
Communications Server for OS/390® 
host
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Impact of Traces on NCP running INN Traffic

Trace Type CCU Utilization (%)

No trace 55  70 85

NTRI SNAP 70 88 99

ODLC SNAP  65 78 99

Channel adapter I/O 62 78 99

SIT on ESCON physical line 78 94 99*

Line trace on ESCON physical line 71 85 99

* There was a 12% reduction in message rates while running this trace.

Mixed-media multilink transmission 
group (MMMLTG) intermediate 
network node (INN) traffic between 
applications in two CS for OS/390 
hosts, through two NCPs

For INN traffic, we again used the 
echo application, in this case sending a 
mix of 64-byte to 2000-byte messages 
between two CS for OS/390 hosts. We 
varied the number of sessions to achieve 
the targeted utilization before starting the 
specified trace.
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demar@us.ibm.com

System configuration, traffic rates, and 
message sizes in a production environ-
ment might affect the actual results you 
will see when running a specific NCP 
trace. And although your results may not 
be identical to these, we hope that this 
information will help in anticipating the 
availability and performance of network 
resources while gathering crucial diag-
nostic information.  

Impact of Traces on NCP running Mixed INN and BNN Traffic

Trace Type   CCU Utilization (%)

No trace running  55 70 85

NTRI SNAP 69 85 99

ODLC SNAP  62 75 99

Channel Adapter I/O 63 77 99

SIT on ESCON physical line 76 90 99*

Line trace on ESCON physical line 71 86 99

* There was a 10% reduction in message rates while running this trace

Mixed BNN and INN traffic, 
combining elements of both 
of the above environments
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Along with these updates, the ACF/NCP, 
ACF/SSP, EP, NTuneMON and NPSI 
Softcopy Library Collection Kit, LK2T-
0414-08, contains all other NCP library 
publications on CD. 

Besides the BookManager® format, NCP 
V7R8.1 publications included with the 
supplementary update appear in PDF 
format on our CD, IBM ACF/NCP, 
ACF/SSP, EP, NTuneMON and NPSI 
Softcopy Library Collection Kit, LK2T-
0414-08, as well as on the Internet. These 
publications are accessible using your 
Web browser. A pamphlet in the collec-
tion kit’s CD jewel case tells you just how 
to access the information. 

With the exception of licensed 
publications available only in hardcopy 
or on the softcopy library collection kit, 
you can access these and all other 
available NCP publications on the 
Internet at ibm.com/networking/ncp 

Library Update
by Leyland King

A number of the NCP/SSP, EP and NTuneMON publications 
have been updated and made available in both hardcopy and 
softcopy for the NCP Version 7 Release 8.1 Supplementary 
Update and NTuneMON Version 3 Release 2. These include:

NTuneNCP Feature Reference LY43-0039-01

NCP V7R8.1, SSP V4R8.1, and EP R14 Diagnosis Guide LY43-0033-08

NTuneMON User’s Guide SC31-6266-08

NCP X.25 Planning and Installation Guide SC30-3470-13

LPS for ACF/NCP Version 7 Release 8.1 GC31-6226-08

LPS for ACF/SSP Version 4 Release 8.1  for VM GC31-6227-07

LPS for ACF/SSP Version 4 Release 8.1 for OS/390 and MVS GC31-6229-08

LPS for ACF/SSP Version 4 Release 8.1 for VSE/ESA GC31-6230-06

LPS for NTuneMON V3R2 GC31-6267-06

Program directories for the supplementary update of the current 
releases of NCP and SSP as well as NTuneMON V3R2 are also 
available in softcopy on the NCP publications library CD as well 
as the Internet in PDF format. You can optionally obtain them in 
hardcopy from Mechanicsburg as follows:

Program Directory for ACF/SSP V4R8 Modification Level 1 
for MVS/ESA OS390 GI10-6618

Program Directory for ACF/SSP V4R8 Modification Level 1 
for VM/ESA OS390 GI10-6619

Program Directory for ACF/SSP V4R8 Modification Level 1 
for VSE/ESA OS390 GI10-6620

Program Directory for ACF/NCP V7R8 Modification Level 1 
for MVS/ESA OS390 GI10-6621

Program Directory for ACF/NCP V7R8 Modification Level 1 
for VM/ESA OS390 GI10-6622

Program Directory for ACF/NCP V7R8 Modification Level 1 
for VSE/ESA OS390 GI10-6623

Program Directory for NTuneMON V3R2 for MVS/ESA OS390 GI10-6624

Program Directory for NTuneMON V3R2 for VM/ESA OS390 GI10-6625

NTuneMON Demonstration 
Software CD

A CD containing 90-day NTuneMON  
demonstration software is sleeved in the 
back cover of this publication. Follow the 
directions on the CD to load it onto your 
PC.  You can order additional copies of 
the CD with copies of this magazine. See 
the back cover for its order number.  

As always, we invite you to contact us 
conveniently by e-mail through the online 
version of this publication on the Internet 
at ibm.com/networking/ncp  
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The order number for each hardcopy 
publication appears beside its period of 
publication. For soft copy versions go to 
our Web site at ibm.com/networking/ncp 

NCP and 3756/46 Today — Yesterday 

Much of the information in NCP and 3745/46 Today 
remains relevant for some time after publication. For 
that reason, from time to time, our readers will request 
information covered in previous editions. This index 
addresses that request.Fall ‘96, G325-3426-04 

(available only at our Web site) 

Introduction 

IBM Multiprotocol Solutions for the 
Expanding Enterprise Network

What’s Coming in November 1996?
 NCP V7R5! 

Network Congestion Control 

STATEMENT and KEYWORD 
Word Search Puzzle 

IBM Olympic Network 

Library Update 

IBM 2210 Nways: Data Communications 
Tester’s Choice 

ISDN support in NCP V7R5 

Did You Know ... 

User group meeting schedule as of July 
1996 

IBM 3746: Prime Host Access Device for 
the Intranet and Internet World 

NetView Performance Monitor — 
The Good Guy 

What’s new in the NTune Family? 

Spring ‘98, G325-3426-05

About This Issue 

Year 2000 - Ready or Not! 

Network Controller Product Direction 

Extend Your 3746 Investment with the 
Multiaccess Enclosure 

Library Update 

What’s New with ACF/NCP? 

3745 Token-Ring Connection Balancing 

IP Internal Coupling between NCP 
and the 3746 Model 900 

Why You Need NTuneMON and 
NTuneNCP 

What’s New in NTuneMON Version 2 
Release 4? 

User Group Meeting Schedule as of 
January 1998 

IBM Outperforms Cisco on the S/390 
Channel 

Just How Strategic Is In-Transport 
Routing? 

9729 Offers True Optical Networking 
Technology to Corporate Users 

What Are MTU and MSS? 

First Aid for NCP 

The Redbook Story 

NCP Word Search Puzzle 

Fall ‘98, G325-3426-06

About This Issue 

3745/3746 Year 2000 Readiness 

Network Utility Provides IP-SNA 
Integration and High Session-Processing 
Capacity 

Networking Implications of S/390 Parallel 
Sysplex 

Frame Relay/ATM Interworking with IBM’s 
8265 Nways ATM Switch 

Connectionless Network Prioritization: 
Is it Real? 

3174: “Not Just A Display Cluster 
Controller” 
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About This Issue

Meaning of the IBM/Cisco Agreement 
for SNA Solutions

Why Is IBM back in the Cabling Business

Reaching Your SNA Host Applications

Network Traffic Analysis (NTA) Now 
Accessible through the Web

Multilayer, Multiprotocol Switched 
Networking for Powerful e-Business 
and Global Networking

3746 Nways Multiprotocol Controller 
Enhances Major Components in 1999

TPF adds CDLC/ 3746 Support for IP

Library Update

What’s New with ACF/NCP (Carpe Diem)

User Group Meetings

NCP Product Set — Year 2000 Analysis 
Overview

NCP Service Dates

ACF/SSP Boasts Enhancements for V4R8

Connection Balancing for 3746-9x0 Token 
Ring and Frame-Relay BAN

Pool Association Change for 3746-900 
Duplicate TICs

Non-Disruptive Route Switching for 3745 
Subarea Token-Ring Connections

NTuneMON adds Support for Bisync and 
Start-Stop Lines along with New NCP 
Function

NPSI Update

Focus on 3172 ICP Diagnostics 

Addressing a New Networking Paradigm 
— High-Speed

Connection Networks and Quality of 
Service 

NCP and 3745/46 Capacity Planning 
Case Studies 

Network Traffic Analysis (NTA), a Service 
Offering Since 1989 

What’s New with ACF/NCP

Library Update 

Connection Balancing for 3745 Frame 
Relay BAN 

3745 NCP and 3746 Model 900 Supports 
Switched Frame Relay 

New CIR Support for NCP-Controlled 
3746 Model 900 Frame Relay Lines 

NDF Changes Engines 

Emulation Program R14 Now Supports All 
3745 Models 

Continued Investment in NTune Family 
Provides Exciting New Capabilities 

3745 and 3746 Model 900 IP Routing 

NCP Service Dates 

Strategic Development of SNA Networks 

Did You Know? 

Do You Use a 3705, 3720, or 3725? 

NCP Word Search Puzzle 

User Group Meeting Schedule as of this 
Issue 

Fall ‘99, G325-3426-08 Summer ‘00, G325-3426-10

About This Issue

SNA and IP Integration: Time to Move?

It’s Time to Switch — OSA-Express Drives 
the TCP/IP Data Center and the Network 
Together

Evolving your SNA Investment 
to e-business

3745/3746 Server Access Scenarios 
with Technology Overviews

IBM Enterprise Storage Server

What’s New with ACF/NCP and SSP

Get More NTuneMON for Your Money

How We Test New Program 
Enhancements

3746 Nways Multiprotocol Controller 
Year 2000 Enhancement Overview

NTA: A Service Tool for Analyzing 
Complex Performance Problems in 
TCP/IP and SNA

Library Update

User Group Meetings

Post-Sales Product Support — 
What’s New?

NCP and 3745/46 Today — Yesterday

Download Free NTuneMON V3R1 Trial 
Software 
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 ABR area border router
 AFS Andrew File System  
 API Application programming interface
 APPN Advanced Peer-to-Peer Networking
 ARP Address Resolution Protocol
 ASBR autonomous system boundary router 
 ASP application service provider
 ATM asynchronous transfer mode
 BER box event record 
 BEX Branch Extender
 CBQ class-based queueing 
 CCM Controller Configuration and Management 
 CHPID Channel Path Identifier
 CIFS Common Interface File System
 CLAW Common Link Access to Workstation
 CoS class of service
 CRH Channel Request Handler
 CS communication server
 CTC Cluster transition configurator
 DASD direct access storage device
 DEN directory-enabled network 
 DFS Distributed File System 
 DHCP Dynamic Host Configuration Protocol 
 DLCI Data Link Connection Identifier
 DMA direct memory access
 DMTF Distributed Management Task Force 
 DNS Domain Name System
 DNS/WLM Domain Name Server/Workload Manager
 DoS denial of service 
 DSCP (1) data services command processor 
  (2) Differentiated Services Code Point 
 EBCDIC Extended binary-coded decimal interchange code
 EMIF ESCON Multiple Image Facility
 EN end node
 EREP Environmental Record Editing 
  and Printing Program 
 ERP error recovery procedure 
 ESCON Enterprise Systems Connection
 FRCA Fast Response Cache Accelerator 
 FTP File Transfer Protocol
 HBA host bus adapter 
 HPDT high-performance data transfer
 HPR High-Performance Routing
 HTTP Hypertext Transfer Protocol
 ID intrusion detection
 IDC International Data Corporation
 IETF Internet Engineering Task Force
 IntServ Integrated Services 
 IPCS Interactive Problem Control System

List of Abbreviations
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 IPSec IP Security Protocol 
 IPX Internetwork Packet Exchange
 ISP Internet service provider
 IUCV Inter-User Communication Vehicle
 LAN local area network
 LANE LAN emulation
 LDAP Lightweight Directory Access Protocol
 LEN low-entry networking
 LSA link-state advertisement 
 LU logical unit
 MAC medium access control
 MIB Management Information Base
 MLTG multilink transmission group
 MMMLTG mixed-media multilink transmission group
 MOSS Maintenance and Operator Subsystem 
 MPC multipath channel
 MTU maximum transfer unit
 MVS Multiple Virtual Storage
 NFS Network File System
 NFS Network File System
 NN network node
 NPSI X.25 NCP Packet Switching Interface 
 NSSA Not-So-Stubby-Area 
 ODLC Outboard Data Link Control 
 ONC RPC Open Network Computing 
  Remote Procedure Call
 OSPF Open Shortest Path First
 PAPI Policy API 
 PIU path information unit
 POSIX Portable Operating System Interface for   
  Computer Environments (IEEE standard)
 QDIO Queued Direct Input/Output
 QoS quality of service
 RAPI RSVP API 
 RECMS record maintenance statistics 
 REXX Restructured Extended Executor
 RSVP Resource ReSerVation Protocol
 SNA Systems Network Architecture
 SNMP Simple Network Management Protocol

 STI Self-Timed Interface
 TCP Transmission Control Protocol
 TCP/IP Transmission Control 
  Protocol/Internet Protocol
 TG transmission group
 ToS type of service 
 TPF Transaction Processing Facility
 TR traffic regulation
 UDP User Datagram Protocol
 URI Universal Resource Identifier 
 VC virtual circuit 
 VIPA virtual IP address
 VoIP Voice over IP 
 VPN virtual private network
 WAN wide area network
 WFQ weighted fair queueing 
 WRED weighted random early discard 
 WRR weighted round robin 
 XCF Cross-System Coupling Facility 
 XTI X/Open Transport Interface
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We want to hear from you

Name: 

Title: 

Address: 

City:                                      State:                       Country:                           ZIP:           

It has been our goal to make this magazine informative 
and interesting. We hope we have achieved that goal.
Please send us your comments and suggestions.

Fax or e-mail address changes, comments, suggestions and subscription requests to: 

NCP and 3745/46 Today    NCP and 3745/46 Today at:
c/o Leyland King      ibm.com/networking/ncp
NCP Product Development    
919 254-0343    The online copy of this magazine also 
     contains a form on which you may 
     conveniently submit comments, 
     suggestions, and subscription requests.
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NTuneMON Presentation 
and Limited-Time Trial Software Offer 

The CD enclosed in this magazine contains:
 1. A brief presentation about NTuneMONTM features

 2. 90-day free trial NTuneMON software
 The free trial software offer expires on November 30, 2001.      

 3. NTuneMON User’s Guide

To run the presentation, enjoy the trial software, or review the user’s guide, please follow instructions 
printed on the CD. If you need assistance with the free trial software please call 919 254-5240.
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