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NHD IBM.....CAMPUS ATM
            Switching Solutions

...about this presentation

This "presentation" comes in 5 FILES, all .PRE format, for 
   WINDOWS FREELANCE

CAMPATM1.PRE     Part 1 of "INTRO , STRATEGY"         839K      13 pages
CAMPATM2.PRE     Part 2 of "INTRO, STRATEGY"         1080K     13 pages
CAMPATM3.PRE     SVN  CAMPUS                                     505K      27 pages
CAMPATM4.PRE     MSS "simplified"                                1040K     37 pages 
CAMPATM5.PRE     MSS 2.0 component Summary          166K        7 pages 

it is on the following WEB site....
      www.networking.ibm.com/ntm/ntmenter.html

      ( Insider Access , Competitive Information)

its author is ...
       ( despite 50%+ content being
         "borrowed" from many others !!) 
   GRAHAM CLARKE
   Worldwide Market Support
   Networking Hardware Division
   Research Triangle Park, NC, USA
   ggclarke@us.ibm.com
   (919) 486-2352

depending upon the various audiences, and timing constraints there are 3
  "sizes" or "formats" for this presentation...

1. EXECUTIVE (or Strategy) OVERVIEW                 pages marked   ##
           45 minutes ,   12 pages               
2. BUSINESS PARTNER "Key Issues" Review      pages marked    &&
           120 minutes ,   39 pages
3. BUSINESS PARTNER , CLIENT Review
           200 minutes  ,  97 pages

3.630 M       97 pages

The intent and objective of this presentation is to take many of the concepts and issues of 
ATM , High-Speed Campus Networking , IBM's Switched Virtual Networking , and 
MSS strategy, and turn them into EXTREMELY SIMPLE IDEAS and STRUCTURES that
will help our MARKETING and BUSINESS PARTNERS understand them better. Its design 
point is to be  NON-TECHNICAL, ....,in fact, goes to a great extent to de-mystify what
has probably been presented many times before at much too technical a level. The strength 
of IBM's solution is often lost in its perceived complexity. "To have the best technology" is 
not enough IF NOBODY can EXPLAIN it in SIMPLE TERMS.......this attempts to solve that 
challenge.
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NHD

1. Current Networking Issues
Campus Legacy LAN Challenges
IBM 's Solution Strategies
( IBM  WAN / Datacentre Access Summary)

2. IBM's Switched Virtual Networking (SVN)
Campus Directions for HIGH - SPEED  Networking
Legacy LAN Access with ATM  performance

3. IBM's Multiprotocol Switched Services (MSS)
Simplifying MSS's STRENGTH
'"Layer 3 SWITCHING"

4. MSS Version 2.X

IBM .....CAMPUS ATM 
             Switching 
Solutions
AGENDA
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NHD Business Transformation - 
2000

Content
Global Competition
Regulatory 
Pressures

Outward Focus
Find and Reach New Markets
Leverage Information Assets

Global Markets
Deregulation
Maturing Standards

Content

Collaboration Commerce

Network 
Computing

Business to 
Business

Business to 
Individual

 

1. ACCESS Servers' CONTENT
2. FACILITATE User-User , User - Server
3. FACILITATE   e-COMMERCE

4



NHD Cause and Effect

Business drivers
Re-centralization of information
Shift to electronic delivery

Users Unique Requirements

Common IT Requirements
Support rapid transaction growth
Universal access and presentation
Network/server integration

Users Unique Requirements
Common Networking Requirements

Matching of network latency to business needs
Scaleable and dynamic network infrastructures
Consistent & secure network access:      
 intranet/internet

Source: IDC Corporation 
Retail Banking Study 

(9/96)

8% 
CAGR

16% 
CAGR

25% 
CAGR

44% 
CAGR

?% 
CAGR

Business 
Encounters

Business 
Transactions

Computing
(MIPS)

I/T 
Transactions

Networking 
Bandwidth
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NHD Mega-trends: Applications

'Best Efforts' 'Guaranteed'

Desktop 
Video

Java 
Applet

Host

Transaction

LAN
E-mail

File 
Transfer

As any application becomes more 'mission 
critical', its users become less tolerant of 

network delay

 

eBusiness
Applications

Networks
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NHD

Higher bandwidth is both available and affordable
Advanced technologies
Deregulation

The continuing price/performance disparity of WAN and campus impacts:
Application deployment
Placement of function

Effective bandwidth management continues to offer great value for all types 
of networks

'Best Efforts'

Time

Bandwidth
per User

1985 20051995

1kbps

10kbps

100kbps

1mbps

10mbps

100mbps

1gbps

Campus

WAN 
N. America

100X

40X

500X

Mega-trends: 
Bandwidth

 

WAN 
Europe
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NHD Marketplace 
DIRECTION

More of 
the Same

More of the 
Same

+
Fundamentally

Different

Next 
Generation 

Network
??

Approach 
Cheap, familiar
Loosely coupled
Simple

Technologies
Ethernet - Desktop
Fast Ethernet - Uplink
Gigabit Ethernet - 

Backbone
Platforms

LAN switches
Big fast routers
Integrated switch/routers

Services
TCP/IP

Approach 
Sophisticated networks
Tightly coupled

Technologies
Ethernet, ATM - Desktop
ATM (OC3) - Uplink
ATM (OC12) - Backbone

Platforms
LAN switches
Backbone ATM switches
Integrated switch/routers

Services
Multiservice
Virtual overlays
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NHD Different Strategies

LAN

Protocols
Multiprotocol with TCP/IP, IPX, and 
SNA/HPR

Platform
Switches with integrated routing function

Technology
LAN (EN, TR, ATM)

Data 
Center

WAN  
Protocols

Evolve to uniprotocol TCP/IP
Platform

Router at edge
Switch in core

Technology
Leased line
Public services (e.g. Frame Relay, ATM)

Protocols
Multiprotocol with 
TCP/IP and 
SNA/HPR

Platform
Channel attached 
gateway
Evolve to higher 
speed routing 
and switching

Technology
Escon
LAN (EN, TR, 
ATM)

Distinctions
Disappearing
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NHD Today's Dominant Network Models

Router 

R R

R
 Bridge

B B

B

Pros
Broadcast Firewalls
Dynamic Path
Security

Cons
Protocol Dependence
Application Fairness
Performance
Administrative 
Complexity
Scaleability

Pros
Plug 'n Play
Connectivity
Simplicity

Cons
Broadcast Storms
Bandwidth Intensive 
for WANs
Static Path
Scaleability
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NHD Emerging Campus Network Models

OverlayIntegrated
Base Technology

ATM Switch (no ATM 
signaling)

Protocol
IP

Routing hops
From 2 to few

Pros
Looks like a router
Performs like a switch

Cons
Best efforts
Multicast
IP only services

Big Router
Base Technology

Router
Protocol

IP
Routing hops

Many
Pros

Cheap , familiar
It's a router

Cons
Best efforts
Scaleability

Base Technology
ATM Switch

Protocol
All, Voice, Video

Routing hops
0 or 1

Pros
Guaranteed end to end 

QoS
Virtual networking
Multiservice

Cons
New technology
More VCs

 

Router 

R R

R
 Bridge

B B

B

'Guaranteed''Best Efforts'
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NHD The Big Router Model

Networks are built on router infrastructures
Router is always in data path
Independent and sometimes overlapping services 

New services must be added to all routers
As services are added (e.g. IP multicast) capacity drops and 

latency increases
Industry enhancements focus on control of latency 

through flow mechanisms (RSVP, RTP, etc.) 
Performance is optimized within a device
Best efforts delivery

Server

Client ·

Switch Router

Switch Switch

Router

 Routing 
Hop

 Routing 
Hop

Router

 Routing 
Hop

 

Work group 
switch

Work group 
switch
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NHD The Integrated Model

Data flow is built on routing protocols
Routing tables are modified to include VCs
New services must be added to all route/switches
Router is always in data path for ingress/egress 
Packets use switching fabric within each device 
Multiple approaches exist for setup and management of 

virtual connections 

Performance is optimized within network core
Best efforts and/or guaranteed delivery

Work group 
switch

Server

Client Work group 
switch

·

Router

Switch

Layer 3 Switching

·

Router

Switch
Router

·

Router

Switch

Router

 Routing 
Hop

 Routing 
Hop

·

Router

Switch

Switching
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