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Part 1: Configure VIO Server

Abstract

The IBM® Virtual 1/O Server (VIO Server), announced in July 2004, facilitates the
sharing of physical resources between partitions on the IBM eServer™ p5 family
of servers. The innovative VIO Server technology is driven by the IBM
POWERS5™ Virtualization Engine™. This paper offers a step-by-step (screen-by-
screen) explanation of the process for installing a VIO Server on an eServer p5
model 9117-570. This paper serves as a guide for installing a VIO Server on all
models of the eServer p5 family of servers.

[NOTE: A step-by-step illustration of the process for configuring a client partition
is explained in Part 2 of this set of three white papers. The third paper in this
series demonstrates how to configure the Virtual devices.]

Introduction

Virtual I/0O Server and Partition Load Manager are part of the Advanced POWER™
Virtualization Engine hardware feature. Together with Partition Load Manager, the VIO
Server provides:

- Micro-Partitioning™ support for up to 10 logical partitions to share one processor

- Virtual SCSI (VSCSI) disks that allow partitions to share physical storage

adapters and devices

- Automated CPU and memory reconfiguration

- Real-time partition configuration and load statistics

- Support for dedicated and shared processor logical partitioning (LPAR) groups

- Support for manual provisioning of resources

- Virtual networking

The VIO Server is a single function appliance that resides in a partition to provide Virtual
SCSiI target and shared Ethernet adapter Virtual 1/0 function to client partitions. This
partition is not intended to run applications or for general user logins. The VIO Server
partition is created using the Hardware Management Console (HMC). The VIO Server
installation media ships with eServer p5 servers and is installed via CD. It supports the
following operating environments as client partitions: IBM AIX 5L™ Version 5.3, SUSE
Linux™ Enterprise Server 9 for POWER, and Red Hat Enterprise Linux AS for POWER,
Version 3, as VIO clients.

Setup scenario

The sample installation process discussed in this paper involves setting up a VIO Server
and three client partitions using the POWERS Virtualization Engine features that are
available on the latest set of IBM POWER-based eServer p5 hardware, running under
the AIX 5L operating system. The VIO Server will own a physical SCSI and a physical
Ethernet controller. Because the physical SCSI controller on the designated hardware
system has three physical hard disks attached to it, this scenario will configure each
client partition on a separate physical hard disk.
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POWERS5 machine type and hardware structure

The eServer p5 server is a model 9117-570. As mentioned, the system has two physical
SCSI controllers, one located on slot T14 and the other located on slot T12. Each SCSI
controller has three physical disks attached to it. Two physical Ethernet controllers are
on slots T6 and C3.

For this scenario, the VIO Server will use the SCSI controller on slot T14 and the
Ethernet controller on slot T6. (Figure 1)
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Figure 1: Slots T6 and T14 are owned by the VIO Server

Software

The following versions of software were installed on the eServer p5 server used in this
scenario:
- VIO Server version 1.1 and latest fix pack 4, which includes 1Y58231.
http://techsupport.services.ibm.com/server/virtualization/vios/download
- HMC version 4 release 2 and PTF MH00138:
http://techsupport.services.ibm.com/server/hmc/power5/fixes/iv4r2.html
- POWERS5 microcode level:
http://techsupport.services.ibm.com/server/mdownload/download.html

VIO Server and client partitions configuration

For this scenario, the VIO Server, named vi oser vl _| i nux, were installed on hdisk2.
The three client partitions, named svt | nx1, svtl nx2, and svt | nx3, were installed on
hdisk2, hdisk1, and hdiskO, respectively.

The svt | nx1 client partition and the VIO Server shared the same hdisk2 physical disk.
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The VIO Server, vi oser vl _| i nux, was configured with the following:
- One shared Ethernet adapter, using slot 5 and PVID 3
- Three Virtual SCSI adapters, using slot 10, 11, and 12
- Slot 10 onvi oserv1_| i nux mapped to a logical volume on hdisk2
- Slot 11 mapped to hdiskl
- Slot 12 mapped to hdiskO

Each of the three client partitions were configured with a Virtual Ethernet adapter and a
Virtual SCSI adapter. The Virtual Ethernet adapters also use slot 5 and PVID 3. The

Virtual SCSI adapters use slot 10 locally, but the remote slot on vi oser v1l_| i nux was
set as follows:

- svtlnxl -->slotl0on vioservl |inux

- svtlnx2 -->slotllon vioservl |inux

- svtInx3 -->slotl12on vioservl_linux
PV VG LV Virtual SCSI | Server [ Client Client
name name name device slot partition ID slot
hdiskO | rootvg clientl svtinx3 v vhost2 12 9 10
hdiskl | rootvg client2 svtinx2_lv vhostl 11 8 10
hdisk2 | rootvg svtinx1_Iv vhost0 10 7 10

You can review the figure below to see how the configuration was set. (Figure 2)
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Figure 2: Configuration diagram of the VIO Server and client paritions
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Steps to configure the p570 scenario

Now we will discuss the steps necessary to install VIO Server V1.1 and its fix pack, and
configure the scenario. These steps are based on the hardware and configuration
requirements mentioned above. We will go through each of these steps in detail:
- Part 1: Create VIO Server partition
- Part 2: Create client partitions
- Modify the VIO Server profile
- Part 3: Configure the virtual devices in the VIO Server
- Update fix pack
- Install the operating system on the client partitions

Create VIO Server partition
The following processes create the VIO Server partition with a normal run and install
profile:

1. From the Web-based System Manager (WebSM) navigation bar, expand
Management Environment. Then, expand the managed system—in our case
the managed system was named svthmcl.austin.ibm.com. Then, expand
Server and Partition. Lastly, select Server Management.

2. Now, from the detail panel on the right (entitled Server and Partition: Server
Management), expand the managed system. Then, right-click on Partitions.

3. From the pop-up menu, select Create > Logical Partition.

Note: Steps 1, 2, and 3 can be seen in the figure below. (Figure 3)
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Figure 3: Configuration steps Al, A2, and A3 are illustrated on this screen capture
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4. From the Create Logical Partition Wizard panel, type vi oservl_| i nux as the
Partition name and check Virtual I/O Server. Then click Next. (Figure 4)

19
o viosert dinux > |

Figure 4: Configuration step A4 is illustrated on this screen capture

5. From the Workload Management Groups panel, check No. Then click Next.
(Figure 5)

Figure 5: Configuration step A5 is illustrated on this screen capture
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6. From the Create Logical Partition Profile panel, type inthe Profile name (for
example: Run_VI O_Server _profil e). Then click Next. (Figure 6)

] Create Logical Partition Profile Q@

A profile specifies how many processors, how much memaory, and which VO devices
and slots are to be allocated to the partition.

EBEvery partition needs a default profile. To create the default profile, specify the
following information :

Swsterm name: P5_eServer
Partition name: vioservi_linux
Partition ID: S

m—)  profile name: @759Nerﬁprnﬂ|9| ) |

This profile can assign specific resources to the partition or all resources to the
partition. Click Next if you want to specify the resources usead in the partition. Select
the option below and then click Hext if yvou want the partition to hawve all the
resoaurces in the system.

[[1 Use all the resources in the system.

Help j | < Bacl—“—> Mext = I it Cancel

Figure 6: Configuration step A6 is illustrated on this screen capture

7. From the Memory panel, set the minimum, desired, and maximum memory

allocations (for example: 128 MB, 512 MB, and 1 GB, respectively). Then, click
Next. (Figure 7)
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Figure 7: Configuration step A7 is illustrated on this screen capture
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8. From the Processors panel, check Shared. Then click Next. (Figure 8)

[l Create Logical Partition Profile - Processors [—JL@J@ﬂ

iz You can assigh entire processors to your partition for dedicated use, or you
- can assign partial processor units from the shared processor pool. Choose
one of the processing modes below.

— (@ Shared

Assign partial processor units from the shared processor pool. For
example, .50 or 1.25 processar units can be assigned to the partition.

) Dedicated

Assign entire processors that can onby be used by the partition.

[ Hew %] [ =Back—fp nea= | Cancel

Figure 8: Configuration step A8 is illustrated on this screen capture

9. From the Processing Settings panel, set the desired, minimum, and maximum
processing units (for example: 0.5, 0.1, and 0.8, respectively). Then click Next.
(Figure 9)
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Figure 9: Configuration step A9 is illustrated on this screen capture
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10. From the 1/O panel, select an Ethernet and a SCSI controller and add them as
required. For example, add Slot T6 as the Ethernet controller, and add Slot T14
as the Storage controller. Then click Next. (Figure 10 and 11)

[l Create Logical Partition Profile - /O i @
Select desired and regquired O components for this partition profile from the managed system /O table

helow. ¥You can change the required atiribute and specify the pool ID, if applicable, by double clicking the
1O Pool column.
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Figure 10: Configuration step Al is illustrated on this screen capture
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Select desired and required 'O components for this partition profile from the managed system 110 table
below. You can change the required attribute and specify the pool ID, if applicable, by double clicking the
1O Pool column.
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Figure 11: A continuation
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of configuration step A10 is illustrated on this screen capture
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11. From the I/O Pools panel, click Next. (Figure 12)

Figure 12: Configuration step All is illustrated on this screen capture

12. From the Virtual 1/0O Adapters panel, check No. Then click Next. (Figure 13)

Figure 13: Configuration step A12 is illustrated on this screen capture
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13. From the Power Controlling Partitions click Next. (Figure 14)

B TCE T

Figure 14: Configuration step A13 is illustrated on this screen capture

14. From the Optional Settings panel, in Boot modes check Normal. Then, click
Next. (Figure 15)

Figure 15: Configuration step Al4 is illustrated on this screen capture

10
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15. From the Profile Summary panel, confirm the settings. Then, click Finish.

If the partition is created successfully, it will add vi oser v1_| i nux into the
Partition with profile name Run_VI O_Ser ver _profi | e. (Figure 16)

You can modify the profile or partition by using the partition properti rofile properties atter you

complete this wizard.

P5_eServer
10
| Partition name: / vioserv _linux |
Partition emironment: 7 wWirtual 10 Server
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Partition 1ID:

Profile name:
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GB

Desired memaons:
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Physical YO devices: Confirm
these

Boot mode: settings.

(Detdlis.) |

Ethernet
SCSsl
Serial

Virtual 'O adapters:

] Create Logical Partition Profile - Profile Summary s |:|

This is a summanry of the partition and profile. Click Finish to create the partition and profile. To change amy
of yvour choices, click Back. ¥You can see the details of the physical WO devices you chose by clicking Details.

| e |z] | <mack | eomfo finsn ][ ecance

Figure 16: Configuration step A15 is illustrated on this screen capture

from the pop-up menu. (Figure 17)

16. Right-click Run_VIO_Server_profile undervioservl_linux. Then select Copy
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Figure 17: Configuration step A16 is illustrated on this screen capture
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17. From the Copy Profile panel, type the install profile name (for example,

Instal |l _VI O Server_profile)inthe New profile name field. If successful,
Install_VIO_server_profile will be refreshed under vioserverl_linux.

(Figure 18)
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Figure 18: Configuration step A17 is illustrated on this screen capture
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18. Right-click Install_VIO_Server_profile and select Properties to modify the

install profile. After the Properties panel comes up, select the Physical I/O tab
and add the CD/DVD controller to the desired list. For example: add Slot T15,
Other Mass Storage Controller, as desired. (Figure 19 and 20)
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Figure 19: Configuration step A18 is illustrated on this screen capture
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I—:] Logical Partition Profile Properties: Install_VIO_Server_profile @ P5_eServer

=)<

Fhysical WO

Detailed below are the 1O devices specified for this partition profile.

Managed system 1O devices

orage controller Uu7879.001.00QD01J6-P1-T12
SlotT16  Other Mass Storage Controller
Sl i L U7879.001.0QD01J6-P1-C1
Slot C2 Empty slot u7879.001.0QD01J6-P1-C2

Profile 1O devices

@ O UnitUTeTe.001.01w

® = Bus 3

Managead system O d... | Description | Location Cocle | Add as required
9 2 Unit UTA75.001.0n =
© 3 Bus 1 U7879.001.00D01J6-P1 Add as desired
© 3T Bus 2 U7879.001.0QD01J6-P1 S

§ 3= Bus3 U7879.001.00QD01.J6-P1 (Froperties...)

Frofile KO devices IRaquIred ]IIO Foal IDescrIptIon [Locatlon Code [ | Remove
& = Bus 1 [v] U7879.001.00D01.J6-P1
il U7879.001.DQDO1J6-P1 | (Properies.y |

= siotT1s vl [ Other Mass Storage ... | U7879.001.0QD01J6-P1-T15
| (Advanced. ) |

I Ol | | Cancel | |

Help | 2]

Figure 20: Continuation of configuration step A18 is illustrated on this screen capture

19. Select the Settings tab, check System Management Services (SMS) for the

Boot Modes. Then click OK. (Figure 21)

m Logical Partition Profile Properties: Install_VIO_Server_profile @ P5_eServer

=1

Below are the optional settings for this partition profile.

I Enable connection mohitoring

|| Autornatically startwhen the managed systerm is powerad on

Boot Modas
) mormal

— (@ Systam Management Servicas (SME)
(. Diagnostic with default boot list (DIAG_DEFALILT)
) Dlagnostic with stored boaot list (DIAG_STORED)
) Open Firmware Ok prompt (OPEMN_F IRMWARE)

—f=> o< || cancel || Hew |7]

Figure 21: Configuration step A19 is illustrated on this screen capture

Now, the VIO Server partition with two profiles, run and install, are created successfully.
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Conclusion

The IBM Virtual YO Server facilitates the sharing of physical resources between
partitions on an IBM eServer p5 server. This capability is available as the result of
leading technology delivered with the POWERS processor. The VIO Server offers many
attractive features:

- Allows for the creation of partitions without requiring additional physical /0

resources.
- Enables the creation of more partitions than there are actual I/O slots or physical

devices. Partitions may enjoy dedicated I/O, Virtual 1/O, or both.
- Provides Virtual SCSI and shared Ethernet adapter function to client partitions.
- Helps maximize utilization of physical resources.

For these and many other reasons, more and more enterprises which run their
aggressive IT missions on the eServer p5 family of servers are moving to virtual
partitioning.

Through a screen-by-screen approach, this paper has provided the reader with a sense
of the relative simplicity and speed with which a VIO Server can be implemented, along
with a demonstration of setting up a number of client partitions to interact with it.

With the sophistication of the mainframe-like partitioning technology that is now available

with POWERS, there is no reason to postpone embarking on the “virtual” path—allowing
your enterprise to enjoy higher and more efficient use of its many server resources.

14
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