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Performance case study

IBM WebSphere® Data Interchange V3.3

This presentation will present a case study that focuses on performance within WebSphere Data 
Interchange.
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Topics

�Pageable AMM results

� Throughput Case Study

�Send / Receive Case Study

Topics to be discussed are

Pageable AMM results,

A Throughput Case Study, and 

A Send / Receive Map Case Study.
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For 25+ MB input file :

real 5m42.59s

user 5m34.30s

sys 0m4.89s

For 75+ MB input file :

real  18m45.12s

user  18m29.38s

sys   0m14.69s

For 100+  MB input file:

real  9h29m51.52s

user  9h28m41.99s

sys   0m44.25s

Without PAMM

Base line numbers for DT translations without the Pageable AMM feature.
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Pageable AMM  on z/OS

10K Claim input file:

Before PAMM enhancement:

System area used:      364K    10M

Virt storage used:     712K   354M

Step completion code:  0000       

Total CPU time used:  00:04:20.91 

With PAMM enhancement:

System area used:      360K    10M 

Virt storage used:     728K   122M 

Step completion code:  0000        

Total CPU time used:  00:04:18.02  

Note: Virt storage comparison shows a 

230MB improvement.

60K Claim input file:

Before PAMM enhancement:

System area used:      364K    10M

Virt storage used:    8820K  1517M

Step completion code:  0012       

Total CPU time used:  04:24:01.75 

With PAMM enhancement:

System area used:      360K    10M

Virt storage used:     728K   515M

Step completion code:  0000       

Total CPU time used:  00:29:25.59 

SRB CPU time used:    00:00:03.96 

Note: Did not complete successfully before 

PAMM enhancement -- ran out of virtual 

storage. Nonetheless, virtual storage 

comparison shows at least 1GB 

improvement.

These are some statistics for two different size executions with and without PAMM. The sample 
data is for Health care claim messages.
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Pageable AMM and PAGETHRESHOLD effect

Pageable AMM feature with PAGETHRESHOLD(500) in the 

PERFORM command and the 60MB test case without the PAMM 

feature. The following are the CPU time when both test cases 

were executed on z/OS

With PAMM feature    

TOTAL CPU TIME= 20.53  TOTAL ELAPSED TIME=113.73 

Without PAMM feature 

TOTAL CPU TIME= 40.46  TOTAL ELAPSED TIME=117.99      

Pageable AMM feature with PAGETHRESHOLD(500) in the PERFORM command and the 
60MB test case without the PAMM feature. The slide shows the CPU time when both test cases 
were executed on z/OS.
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Pageable AMM Results
Memory high water mark 

With change:

System area used:      352K 10M 

Virtual storage used:     672K   106M 

Before change:

System area used:  352K 10M

Virtual storage used: 672K   892M

Elapsed and CPU time

With change:

Time elapsed: 00:27:52.57         Total CPU time used:  00:10:46.84

Before change: 

Time elapsed: 00:22:06.51         Total CPU time used:  00:13:29.94 

Results from another Pageable AMM test.

The memory high water mark went down dramatically. 

Elapsed time increased, but this could be due to system load. 
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Case Study about Throughput

Following are test results from the IBM Lab, interjecting variables of 
translation types, volumes, mapping complexities, and file sizes. The team 

also varied the number of concurrent threads associated with each 
message type to demonstrate and document the impact based on this 
customers environment allocating different threads to different processes.

This information is NOT a benchmark.  It was not designed to determine 

maximum performance or throughput.  Instead, it was an exercise to try to 
simulate real-world activities, and assist a customer in their tuning efforts.
As a result, typical benchmark numbers would have exceeded the results of 

these tests. The test data was limited to three trading partners, which 
restricts the horizontal scaling effects.

All tests were run on AIX 5.2 ML2 4 way box, with 4 gig of RAM, DB2 

7.1.10a WDI 3.2.1.16.  

Following are test results from the IBM Lab, interjecting variables of translation types, volumes, 
mapping complexities, and file sizes. The team also varied the number of concurrent threads 
associated with each message type to demonstrate and document the impact based on this 
customers environment allocating different threads to different processes.

This information is NOT a benchmark.  It was not designed to determine maximum performance 
or throughput.  Instead, it was an exercise to try to simulate real-world activities, and assist a 
customer in their tuning efforts.  As a result, typical benchmark numbers would have exceeded 
the results of these tests. The test data was limited to three trading partners, which restricts the 

horizontal scaling effects.
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There were 3 Message/Mapping types that were injected into the process simultaneously  

XMLEDI:

•Used 4 message types to generate 20 different messages by changing Trading Partner ID.

•XML to EDI transformation was used

•No delayed enveloping - transactions enveloped as soon as they are transformed, they were not enveloped into 

multiple transactions per envelope.

•Average of 2K XML input message

XMLADF:

•Used one message to generate the 20 different messages by changing Trading Partner ID.

•XML to Flat File transformation

•Average 2K XML message

XMLEDIDELAY:

Used one message to generate the 20 different messages by changing Trading Partner ID.

•XML to EDI transformation

•Batched files

•Delayed enveloping - all similar transactions to one TP in one group, all groups to one TP in one Interchange.

Message Type Message Mix

XMLEDI 65%

XMLADF 10%

XMLEDIDELAY 25%

Study Setup

There were 3 Message/Mapping types that were injected into the process simultaneously  

XMLEDI:

Used 4 message types to generate 20 different messages by changing Trading Partner ID.

XML to EDI transformation was used

No delayed enveloping - transactions enveloped as soon as they are transformed, they were not enveloped into 
multiple transactions per envelope.

Average of 2K XML input message

XMLADF:

Used one message to generate the 20 different messages by changing Trading Partner ID.

XML to Flat File transformation

Average 2K XML message

XMLEDIDELAY:

Used one message to generate the 20 different messages by changing Trading Partner ID.

XML to EDI transformation

Batched files

Delayed enveloping - all similar transactions to one TP in one group, all groups to one TP in one 
Interchange.

Message Type Message Mix

XMLEDI 65%

XMLADF 10%

XMLEDIDELAY 25%
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The wait time is about 80% and CPU usage is very low.  

Memory is steady at 12MB per translator.

Message Type Number of Threads 15 Minute Total   1 Hour Total

XMLEDI 4 7,743 30,972

XMLADF 2 3,387 13,548

XMLEDIDELAY 1 1,844 7,376

GRAND TOTAL 12,951 51,808

Execution 1: Total of 5 threads, achieving highest throughput

Execution 2: Total of 7 threads, minimizing unused threads

Execution 3: Total of 7 threads, held one thread to zero 
transactions to process

Execution results

Results of executing the same throughput mix with differing number of processing threads is 
shown.
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Case Study 2 - Send / Receive Performance

FF0588 Command: PERFORM DEENVELOPE AND TRANSLATE WHERE FILEID(INPUT) DUPENV(Y)

FF0588 Command:   RAWDATA(Y) RECOVERY(E) PURGINT(-1) FUNACKFILE(FACK)

The test runs on a z/OS machine.

The input is a file of 235 Transactions. There are 2 
maps being used. 

The maps are complex.

Functional Acknowledgments are being generated.

A comparison of a Send / Receive execution with WDI 3.1 and WDI 3.2.
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*---------------------------------------------------------------------------------------------------------------------------------*

*       SYSTEM NAME - SCND                  S T E P   C O M P L E T I O N   R E P O R T              SYSTEM LEVEL - MVS/SP 7.0.4  *

*---------------------------------------------------------------------------------------------------------------------------------*

*     JOB NAME : RPOPEA62     REGION        <16MB        >16MB CIO: 00:00:00.08                    *

*     STEP NAME: RUNDI       AVAILABLE:    10,216K   1,597,440K PRV MOUNT: 0             WLM: BATCH                          *

*     STEP NO  : 3           REQUESTED:    10,216K           0K SCR MOUNT: 0             SCN: BATCH3                         *

*     PGM NAME : IKJEFT01    USED USER:     1,628K      45,888K GRN:                                *

*     COND CODE: 0002        USED SYS :       516K      10,232K RCN:                                *

*---------------------------------------------------------------------------------------------------------------------------------*

*   DDNAME    UCB   VOLUME    I/O TIME    MAX BLKSZ   EXCP COUNT    DDNAME    UCB   VOLUME    I/O TIME    MAX BLKSZ   EXCP COUNT  *

*                                                              *

*   STEPLIB   762E  SN0210  00:00:00.00     19,069             2    STEPLIB   721E  S60312  00:00:00.03     19,069            36  *

*   STEPLIB   7519  S60301  00:00:00.00     19,069            60    STEPLIB   741E  S60371  00:00:00.00     19,069           248  *

*   STEPLIB   7619  S60347  00:00:00.16     19,069           274    STEPLIB   7000  S60100  00:00:00.00     19,069            31  *

*   SYSTSIN   7040  S60438  00:00:00.00      6,160             2    FFSWORK   7B24  S60503  00:00:00.68     32,760         2,156  *

*   TTABLE01  7621  S60451  00:00:00.00     27,920             2    FACK      721A  S60296  00:00:00.12     23,440           156  *

*   INPUT     7519  S60301  00:00:00.46     27,000           265    INPUT     7719  S60306  00:00:00.46     27,000           267  *

*   IN811     7621  S60451  00:00:03.82     27,000         2,191                                                               *

*---------------------------------------------------------------------------------------------------------------------------------*

IEF373I STEP/RUNDI   /START 2005145.0946

IEF374I STEP/RUNDI   /STOP  2005145.0957 CPU    2MIN 20.98SEC SRB    0MIN 00.15SEC VIRT  1628K SYS   516K EXT   45888K SYS   10232K

*---------------------------------------------------------------------------------------------------------------------------------*

*       SYSTEM NAME - SCND                    J O B   C O M P L E T I O N   R E P O R T              SYSTEM LEVEL - MVS/SP 7.0.4  *

*---------------------------------------------------------------------------------------------------------------------------------*

*             HIGHEST CONDITION   JOB START   JOB START    JOB END      JOB END     JOB ELAPSED TIME        PRIVATE     SCRATCH *

*  JOBNAME          CODE            DATE        TIME         DATE        TIME       (HHHH:MM:SS.TH)         MOUNTS      MOUNTS *

*                                                              *

*  RPOPEA62         0002         05/25/2005  09:46:15.91  05/25/2005  09:57:25.19      00:11:09.28               0           0 *

*---------------------------------------------------------------------------------------------------------------------------------*

Send / Receive Map on DataInterchange Version 3.1

Send / Receive Performance

The WDI 3.1 results.
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Send / Receive Performance

Send / Receive Map on WebSphere Data Interchange Version 3.2.1

*---------------------------------------------------------------------------------------------------------------------------------*

*       SYSTEM NAME - SCND                  S T E P   C O M P L E T I O N   R E P O R T              SYSTEM LEVEL - MVS/SP 7.0.4  *

*---------------------------------------------------------------------------------------------------------------------------------*

*     JOB NAME : RPOPEA51     REGION        <16MB        >16MB CIO: 00:00:00.06                    *

*     STEP NAME: RUNDI       AVAILABLE:    10,216K   1,597,440K PRV MOUNT: 0             WLM: BATCH                          *

*     STEP NO  : 3           REQUESTED:    10,216K           0K SCR MOUNT: 0             SCN: BATCH3                         *

*     PGM NAME : IKJEFT01    USED USER:     1,580K      46,032K GRN:                                *

*     COND CODE: 0002        USED SYS :       484K       9,836K RCN:                                *

*---------------------------------------------------------------------------------------------------------------------------------*

*   DDNAME    UCB   VOLUME    I/O TIME    MAX BLKSZ   EXCP COUNT    DDNAME    UCB   VOLUME    I/O TIME    MAX BLKSZ   EXCP COUNT  *

*                                                              *

*   STEPLIB   762E  SN0210  00:00:00.00     19,069             2    STEPLIB   721E  S60312  00:00:00.05     19,069            45  *

*   STEPLIB   7414  S60299  00:00:00.35     19,069           541    EDITSIN   7040  S60438  00:00:00.00      6,160             2  *

*   SYSTSIN   7040  S60438  00:00:00.00      6,160             2    FFSWORK   7FFF  VIO     00:00:00.00     32,760           888  *

*   FACK      7A43  S60586  00:00:00.13     23,440           159    INPUT     7519  S60301  00:00:00.46     27,000           265  *

*   INPUT     7719  S60306  00:00:00.46     27,000           267    IN811     7621  S60451  00:00:03.42     27,000         1,955  *

*---------------------------------------------------------------------------------------------------------------------------------*

IEF373I STEP/RUNDI   /START 2005144.1930

IEF374I STEP/RUNDI   /STOP  2005144.1937 CPU    1MIN 26.19SEC SRB    0MIN 00.11SEC VIRT  1580K SYS   484K EXT   46032K SYS    9836K

*---------------------------------------------------------------------------------------------------------------------------------*

*       SYSTEM NAME - SCND                    J O B   C O M P L E T I O N   R E P O R T              SYSTEM LEVEL - MVS/SP 7.0.4  *

*---------------------------------------------------------------------------------------------------------------------------------*

*             HIGHEST CONDITION   JOB START   JOB START    JOB END      JOB END     JOB ELAPSED TIME        PRIVATE     SCRATCH *

*  JOBNAME          CODE            DATE        TIME         DATE        TIME       (HHHH:MM:SS.TH)         MOUNTS      MOUNTS *

*                                                              *

*  RPOPEA51         0002         05/24/2005  19:30:01.61  05/24/2005  19:37:14.82      00:07:13.21               0           0 *

*---------------------------------------------------------------------------------------------------------------------------------*

WDI 3.2.1 results.
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Send / Receive Performance

CPU Time Elapsed Time

Send / Receive Map V3.1 2 Min 21 Secs 11 Min 09 Secs

Send / Receive Map V3.2.1 1 Min 26.19 Sec 7 Min 13 Secs

Conclusion: Send / Receive maps run at 
least as well in V3.2 as in V3.1, and could 
be significantly better.

Conclusion: Send / Receive maps run at least as well in V3.2 as in V3.1, and could be 
significantly better.
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Summary 

� Pageable AMM is a significant benefit with very large 

messages

� Send / Receive performance for 3.1 and 3.2 are statistically 

the same

Pageable AMM is a significant benefit with very large messages

Send / Receive performance for 3.1 and 3.2 are statistically the same
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