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What we heard from the LUG
We Want Flexibility
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Now a problem occurs
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Complexity leaves us wondering
Where is the problem? Which drive is which? What is going on?

Power is performance redefined
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What we heard from LUG
We Want a Solution

iDoctor VIOS lnuestigatoy
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Pieces of VIOS Investigator

= Disk Mappings (Tom)
— Provides mappings from IBM i disks to VIOS disks
» topas_nmon data (Ron)
— Provides statistical data collection of VIOS disks
= Analysis (Ron)
— Provides graphic analysis of statistical data mapped back to IBM i disks.

Power is performance redefined ©2011 IBM Corporation
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VIOS Investigator: Disk Mappings

File Edit WYiew Window Help

;ﬂ | X E l iDuctancm

B My Conne{ . . . .

| Usze thiz interface to waork, with the 1BR iDoctar for IBM | components on your system. You may alzo
System | apply access codes to our system that were given to pou by IBM service to autharize use o a
component.

Connected to system Lpdac# 10 with user MCBRIDE Change Uszer |
! Cteihalv

! Tdoc530 — Component ligt for syztemn Lpdac?10;
B 1doc5a0 i! Component |Expi:es. |St:al:us | -
B 100610 lig Tob Watcher Never Available H

B 1docT10 | fiih Collection Services Investigator Never  Awailable
| |Lpdac? 10 &) Disk Watcher Never  Available
B Rohastri %} Plan Cache Analyzer Never  Available
B Zastpis FEJPEX-Analyzer Never  Available

VIOS Investigator Available
B Object Explorer Awailable
E7] Data Fanlorer Availahle

W Close window after clicking Launch

To autharize use for a compaonent, enter the access code below:

Access code: Apply | System serial I 102709F Cloze |

Power is performance redefined © 2011 IBM Corporation
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VIOS Investigator: Disk Mappings

File Edit WYiew Window Help

EN-IRYE TS
BB My Connections

[E‘.;j Libraries

(8} Disk mappings
{68 SQL tables
ﬁa Super collections

@ Work management ATAFETIE T
@ AsP= Wnrk with the ASPS. mﬂ.ﬁgumd

-G Disk units isk uni Work with all disk units configured

[E:,“] Objects owned by MCE [EE.}Dhjects owned by MCERIDE Work with the objects on the partition owned by MCERIDE

Lpdacild: VIOS InvestigatoriDisk mappings |1 - 8 of 8 ohjects

Power is performance redefined © 2011 IBM Corporation
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VIOS Investigator: Disk Mappings
Create Disk Mapping (VIOS to IBM i)...

Dizk mapping narne: ZAIDRCORE 0K I

Library narne: IMEEFHDE Cancel

Where to store?

Power is performance redefined © 2011 IBM Corporation
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IBM Power Systems

VIOS Investigator: Disk Mappings
Create Disk Mapping (VIOS to IBM i)...

Diigk. mapping name: Ig,&.JDHEDHH (] I
Library narne: IMEEFHDE Cancel |

Flease select a system manager:

hme770 Hardware Management Console (HMC)  Connected

Which HMC to use?

Power is performance redefined © 2011 IBM Corporation
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VIOS Investigator: Disk Mappings
Create Disk Mapping (VIOS to IBM i)...

System: Ihmu:??[l

zer ID: ||

Pazzword: I

Credentials for HMC?

Power is performance redefined © 2011 IBM Corporation
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VIOS Investigator: Disk Mappings
Explore

File Edit Yiew Window Help

A x| B A a0 B (O

BBl My Connections

=il VIOS Investigator i i |Library [status  |Createdby  |Createdon [Description

- {3} Libraies %] QAIDRCORR  NMON Complete MCCARGAR 2012-03-29 VIOS Correlation Table <V00.00.06:
2] Disk mappings %] QAIDRCORR. MCERIDE  Complete MCBRIDE — 2012-03-26 VIOS Correlation Table <V00.00.06:
() SQL tables QAIDRCORR. MCCARGAR Complet=: MCCARGAR 2012-03-22 VIOS Correlation Table <V00.00.03:
(g} Super collections H] ABC MCCARGAR Complete MCCARGAR 2012-03-20 VIOS Correlation Table <V00.00.04:
-8 Work management %] QAIDRCORR. BSMENGES  Complete BSMENGES — 2012-03-08  VIOS Correlation Table <V00.00.04:
@ AfSPs

- Disk units

w5} Objects owned by MCE

Lpdacil0: VIOS InvestigatoriDisk mappings

Power is performance redefined © 2011 IBM Corporation
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VIOS Investigator:

Results

iz} iDactor Data Viewer - #1 - [Lpdac RID R - [l

Disk Mappings

x

|| BB File Edit View Window Help [—[=]x]
BE E- -8 o A KB O s [ (D) o) | v A i i 3 s~ P ] [oee] = |
System Name |System |Partition Partitin |Device |ASP |Disk |Disk unit|Serial number Disk unit|RAID|Disk protection|Card | VIOS|VIOS| Unit Controller|Virtual SCSI |Virtual | Virtual Target |Harddisk Harddizk Logical -

Serial Name D resource number |unit  |model number |type |type Position |LPar |Slot |Address Server Target  |Backing Node Unit Ml
Number Name type Id Adaptor  |Device |Device Name Identifier

MTSLPMMB 102709P LPDACTLO0 3 DD012 1 6B22 0050 P4-VFDPYMY 8 1] 4 18 19 1 vhost0 visesi)  hdisk8 200400A0B847438C  0006000000000000
MTSLPMME 102709P LPDACTI0 3 DD 1 6B22 0050 TX-2B5L6YZ 9 0 4 18 19 2 vhest0 vitsesil  hdisk® 200400A0B847438C  000T000000000000
MTSLPMMB 10270P LPDACTI0 3 DD006 1 6B22 0050 P3-JTWHVSTA 2 0 4 18 19 3 vhost0 visesil  hdisk10 200400A0B847438C  0008000000000000 |
MTSLPMMB 102709P LPDACTLO0 3 DD001 1 6B22 0050 XH-CUPT2HX 1 1] 4 18 19 4 vhost0 visesid  hdiskl1 200400A0B847438C  0009000000000000 |~
MTSLPMME 102709P LPDACTI0 3 DDO013 1 6B22 0050 IY-X6P85854 7 0 4 18 19 3 vhestd vitsesid  hdisk12 200400A0B847438C  000AOCOOO0000000
MTSLPMMB 10270P LPDACTI0 3 DD003 1 6B22 0050 ES-EW3ZF2E 10 1] 4 18 19 6 vhostO visesif  hdisk13 200400A0B847438C  000BO00000000000
MTSLPMMB 102709P LPDACTI0 3 DD007 1 6B22 0050 2D-SUIDISE 3 1] 4 18 19 T vhost0 visesi]  hdiskl4 200400A0B847438C  000CO00000000000
MTSLPMME 102709P LPDACTI0 3 DDO00s 1 6B22 0050 HI-2X93YNK 12 0 4 18 19 8  vhost) vitsesid  hdiskl3 200400A0B847438C  0OODOGOOOO0M0000
MTSLPMMB 102709P LPDACTLO0 3 DD002 1 6B22 0030 E2-ESKK3ITL 3 0 4 18 19 ¢ vhost0 visesi®  hdisk16 200400A0B847438C  ODCEQDQQOOQO0000 —
MTSLPMMB 102709P LFDACTI0 3 DD004 1 6B22 0050 C6-G2DEL6T 11 1] 4 18 19 10 vhostO visesil0  hdisk17 200400A0B847438C  DOOFO000000000000
MTSLPMMB 102709P LPDACTL0 3 DD010 1 6B22 0050 NA-ATPU442 4 1] 4 18 19 11 vhost0 visesill  hdisk18 200400A0B847438C  0010000000000000
MTSLPMME 102709P LPDACTI0 3 DDO003 1 6B22 0050 M2-33CZW4D 13 0 4 18 19 12 vhestd visesil2  hdisk1® 200400A0B847438C  0011000000000000
MTSLPMMB 10270P LPDACTL0 3 DDO11 1 6B22 0050 SN-TEAAVMI 6 1] 4 18 19 13 vhost0 visesild  hdisk20 200400A0B847438C  0012000000000000
MTSLPMMB 102709P LPDACTL0 3 DDO14 2 6B22 0050 PQ-RHNZKD6 14 1] 4 18 19 14 vhost0 visesild  hdisk21 200400A0B847438C  0013000000000000
MTSLPMME 102709P LPDACTI0 3 DD020 1 6B22 0050 4H-GWHUYFD 15 0 4 18 19 13 vhestd visesild  hdisk22 200400A0B847438C  0014000000000000
MTSLPMMB 10270P LPDACTI0 3 DD022 1 6B22 0050 RE-4DSCOWX 23 0 4 18 19 16 vhostO visesii2  hdisk2 200400A0B847438C
MTSLPMMB 102709P LPDACTLO0 3 DD021 1 6B22 0050 GB-HS2TZTS 16 1] 5 18 b] 1 vhost3 visesilé  hdisk23 200400A0B847438C  0015000000000000
MTSLPMME 102709P LPDACTI0 3 DDO013 1 6B22 0050 PR-ENEZTCN? 17 0 i 18 3 2 vhest3 visesil]  hdisk24 200400A0B847438C  0016000000000000
MTSLPMMB 10270P LPDACTI0 3 DD018 1 6B22 0050 EH-LHISABQ 18 1] j 18 bl 3 vhost3 visesil8  hdisk23 200400A0B847438C  0017000000000000
MTSLPMMB 102709P LPDACTL0 3 DDO17 1 6B22 0030 VI-6FT6NCU 19 0 5 18 3 4 vhost3 visesil?  hdisk26 200400A0B847438C  0018000000000000 ~

Power is performance redefined
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VIOS Investigator GUI Overview

= Collect data (NMON)

* Import data into DB2/IBM |

= Analyze

Power is performance redefined © 2011 1BM Corporation
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Collect Data — Step 1 — Add VIOS Connection

= Add your VIOS to iDoctor’s Connection List
* Right-click Add Connection...

= Set the Connection Type to FTP

n My Connections
System Type WERM PEX Analyzer|Job Watcher|Descriptio
access access
expires expires -
(W Lpdac710 Default VTRIMO HNever Never B Add Connection —
! Mceisll.>» Default WVSR4MO HNever Newver
! Mceisl2.>» Default WVTRIMO Never Hewver ] [8]4
B 1ceisie.> Default VERIMO Never Hever Prowide belu:nw the systern name or P addr_ess a5 well as the type
! Retsiab Defanlt VTRLMO of connectian. The description parameter is optional. Cancel
! Echas413 Default VIE4M0O HNewver Hever
! Echask50 Default WVER4MO HNewver Hever )! Suatarm:
! Echaskel Default VeRI1MO ysiem. |MW|DS|
! Fchaskma Default VIR4M0O HNewver Hewver )
B nchasimb Default VERIMO Never HNever Connection FTP -
B Rchasrsl Default VSR4MO Type:
B nchasrs2z Default VSR4MO Description: | |
! Rchasrs3 Default WV3RE4MO
! REchasrs4 Default WV3RE4MO
B rchastri Default V7RIMO 07/05/2012 07/05/201
Bzi710m Default WVTRIMO 06/25/2012 MNever

B 1docce10.> FTIP
B vcsviommk FTP

| |ctevhase FTE

4|

UL
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Collect Data — Step 2 - Start Collection menu in GUI

= Use this to start an NMON collection via iDoctor GUI
= SSH 2.0+ must be installed on the VIOS.
* The user id must be authorized to run topas_nmon

BB Idocoll: WIOS Investigator - #1

[E‘.?,j Libraries

.[# Disk map
-6 SOL tabls
-8 super co

@ Work man:

=-ff VIOS Investigator

Library
Name

Desc...‘

Explare

Filter Libraries...

Create Disk Mapping (WIOS to IBM i),

w03 asPa |

Start Collection...

m-03 Disk uni;
[E‘.?,j Chijects

Irmport Collection(s) from PC...
Irmport Collection from IBR ..,
Open Mew Data Wiewer

Power is performance redefined

Start MMOM Callection Wizard - Welcame 0]

Welcome to the Start NMOMN Collection \Wizard

Thiz wizard will guide vou through the process of starting an MMOM collection
an the Al or VIOS system of your choice.

“r'ou may cancel thiz wizard at any time by clicking Cancel.

| Mest » | Cancel Help

© 2011 IBM Corporation
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Collect Data — Step 3 — Select the VIOS

» List of VIOS/AIX systems is the FTP type connections defined in
iDoctor’s connection list.

Start MMOMN Callection Wizard - Connection Settings |

Specify the desired zpztem ta run the collection on, and the prefered
connection method below.

Spstem name: CTCWHASD j

Tip: &dd pour W05 spstems ag FTP type connections in iDoctar to have
them appear in thiz list.

Connection method:

¢ SSH (2.0 or higher rmust be installed)

" REXEC [rust be started, only works on Windows =P)

Mote: S5H iz the preferred method o use. It must be installed on the remote
spztemn.

RE=ELC will ot wark, an Windows 7 ista unless running in wWindows =P
mode and REXEC haz been started. REXEC will not wark, if connecting to
W05,

< Back | MNest > | Cancel Help

Power is per N e BN RN N N N el B © 2011 IBM Corporation
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Collect Data — Step 4 — Configure collection options

= Controls the key parameters on the command

Start MRAOMN Collection Wizard - Basic Options

Collection name: & | Generate uzing default format
of

|ntereal duration: 1] 1 - 3,600 zeconds

Intereals to collect:  |gn 1-999.999
Cornrnand to use: topas_nman topas_nman ar nrmon (older

version]
Top processes options:
Include: |[-T] top processes including crmd arguments j
CPU Filter: |n.17 0-50%
Diigk options:

v [d]Include disk service times
[ [*%]Include disk walume group section
[ [k] Limit disks reported ta:

[ [-g] Use disk groups defined in fle

< Back | Mest > | Cancel

Help

Power is performance redefined
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Collect Data — Step 5 — Submit the command

* The final screen summarizes the parameters used and shows the
command that will be executed on the VIOS.

Start NMON Gollection Wik Finish . - -— [

Here is a summany of your selections.

You have selected to start an MMOM collection with the following options: -

Collection name: <hostname:_YY Y rMMDD_HHMM nmon
Interval duration: 1
Mendmurm intervals: 1

Data collection options:

Inzlude top processes with command arguments with min CPLU fiter of
1%

Include disk service times

Remote Cnmmand String:

I topas_ nmonfs1<c14-101d

To submit your request now click “Finish’.
Tip: Use the FTP GUlto send NMOM data to your PC or transfer to
an [EM i for analysis with VIOS Investigator.

< Back | Finish | Cancel Help

Power is performance redefined
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Import Data — Step 1 — Select the NMON files

= Start by creating a FTP type connection to the VIOS

= From My Connections (right-click Add Connection)

» Double-click the new connection to connect to VIOS using FTP

» Find and select desired .nmon files, right-click “Transfer to another system”

menu

=G5 / howe/ padwin

Name

Change timestaanp

.stderr. 9599534
E::ﬂ Lopasrecro

Gz 2 1 1 fp2s
IEMPSG BIOS
LOG_FILE INST

GRave

EE.] cfgbhackups

|:E.] config

ctovhalo 120515 0854, nmon
ct n:'.'-.-'ha'_:.lcn:lzz a5 1.5:|Z| G55, nmon
ctovha9o 120515 1719, nmon
ctovhado 120515 1720. nmon
ctovha9o 120516 1442, nmon
ot lZ‘-‘L-'hEl'_:.'l:l_lE 0523 0336, rmmon
ctovhad u:-: 120523 0903 . nmon

ctovhalo 120523 090

ctovhalo 120523

ctovhalo 120523 092
ctovhado 120523 092
ctovha3o 120523 093
ctovhado 120524 135

Power is performance redefined
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£2011-09-12-19.
£011-10-09-19.
£01z2-01-09-05.
£011-10-13-19.
£011-10-09-19.
£2011-09-05-19.

Z2012-01-31-02

Z2010-05-05-159.
2012-05-15-03.54.

£2012-05-15-03.56.

2012-05-15-12

09.42 .00.0000

Qo0.00.
ao0.oo.
45.00.
ao0.oo.
ao0.oo.
ao0.oo.
.41.00.

.19.00

Transfer to another systern..,

Qoo
aoad
aoad
aoad
aoad
aoad
aoad

ujuiuin]
. 0000

oooo
]l
o
il
il
o

© 2011 IBM Corporation
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Import Data — Step 2 — Transfer File(s) to IBM |W|ndow

. Transfer File(s) to IBM i

Lpload file list
File | 0K

ctovha%o_120515_0854 . nmon
ctevhado_120515_0855. nmon Cancel
ctoevhado 120515 1719, nmon

ctevhade_120515_1720. mwon Files to send from VIOS

ctovhado 120516 1442, mmon

ctovha%o_ 120523 083 6. nmon H
ctovha9o 120523_0908 NN to IBM I

Target system: |Lpdac710- V7R -] IBM I

Target library:

Transf ‘ i e
ransfer type |Asc | use thesé values
Analysis type: |NMON Import =

Collecti refie » » [ [
[NEWDATA Collection name begins with this, ends

Description | with numbers like 001
Disk Mapping (VIOS to IBM i)

The optional disk mapping file indicates the IBM | device resource names and disk unit nurmbers

sesociated i eechdiskinVOS. I you want to include thIS spemfy target system first,

Ubrery: | thentise Browse | Browse |

C = O

Power is performance redefined © 2011 IBM Corporation
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Import Data — Step 3 — Wait for analysis to complete

— Next the data is sent to the IBM i (via the PC)
— An SQL script is created and submitted to a batch job QIDRNMSUM that will

run a stored procedure against each file to import the data.

« Source file is QUSRSYS/QAIDRNMSQ1

BB Remote Command Status

=5 ]

S3ystem Status Comenand
J Ctovhado File received successfully get ctovhado 120515 0854.mwon C:h\Program Files (x86)% IBM\iDoctor’\ FTPY
\/thvhago File received successfully get ctevhaSo 120515 08355.nmon C:\Program Files (x56)% IEM) iDoctori FTPY
V Ctovhafo File received successfully get ctovhaSo 120515 1719.nmmwon C:h\Program Files (x86)% IBM\ iDoctor’\ FTPY
\/Ct.cvhago File received successfully get ctevhaSo 120515 1720.nmon C:h\Program Files (x56)% IEM) iDoctori FTPY
V Ctovhafo File received successfully get ctovha%o 120516 1442 .nmon C:%Program Files (xE6)%IBM\iDoctor’ FTFY Fi|es sent to PC ther
\/Ct.cvhago File received successfully get ctovha9o 120523 0836.mmwon C:hProgram Files (x86)% IEBM), iDoctor’ FTEY !
— - .
& Ctovha%9o File received successfully get ctovhaSo 120523 0908.nmwon C:h\Program Files (x86)%IBM\ iloctor' FTPY IBM 1
\/Lpdac’r‘lﬂ File sent successfully put ctevhaSo 120515 0854 . nmon AOSYS.LIB/NMON. LIE/NEWDATAODL.FILE
\/Lpdac?lﬂ File sent successfully put ctovhaSo 120515 0855.nwon /Q3YS.LIB/NMON.LIBE/NEWDATAODZ .FILE
\/ Lpdac710 successfully ctovha®o 120515 1719. nmon 3, LIB/NMCN. LIB/NEWDATAODOS .
\/Lpdac?lﬂ File sent successfully put ctevha%o 120515 1720.nwon /Q3¥S.LIB/NMON.LIE/NEWDATAOD4.FILE
\/Lpdac?lu File sent successfully put ctevha%o 120516 1442 . nmon AQSYS . LIB/NMON. LIB/NEWDATAOOS . FILE SQL StorEd prOCEdure
\/Lpdac?lﬂ File sent successfully put ctevhaf%c 120523 _0836.nmwon /Q3¥S.LIB/NMON.LIE/NEWDATAODE. FILE runs to rocess the data
+ Lpdac7l0 File sent successfully ——waas oeostkafo 120623 0008 wrecs 05 LERSRARALIN A S SRS ANR AR RSN S p
\/Lpdac'?lﬂ Analysiz submitted successfullly QSYI/IBMJIOB CHMD(Q3YS/RUNSQLSTM IRCFILE (QUSR3YS/QAIDENMS3Q1) SECMER(2113519470) COMMIT(*MNCNE) NAMING(*3Y3) ER
< | L ] 3
e, TR

Power is performance redefined
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Analysis — Listing Collections in a Library

— Open VIOS Investigator on the IBM i to work with the data under the Libraries

folder.

— Note: A status of “invalid disk mapping” or “No disk mapping provided” is
normal if a disk mapping was not specified on the transfer/import window.

BB Lpdac710: VIOS Investigator - £1

o] -E- sl

E--m VIOS Investigator

E[EE,} Libraries
m-Gfl FARB113R03
-G mvom
m-G5) Moz
m-Gi PMR32443
----- EE} sk mappings
[l SQL tables
]Gél Super collectic
]@ Work management
7-[& nsPs
7-[@ Disk units
][E‘E,‘j OCbjects owned I

g SO o O oy O oy O oy O e |

Collection Status Import CSV file Des=s...|Interval duration|Total
[seconds) inter
[ 50T tables
@CTCDDE NHo disk mapping provided C:\rmon\SVIOFEmDDZ_lZDlZ9_0?&3.n.mr:nn 5 2880
@CTCGC& NHo disk mapping provided C:krmon\ctcvhage_lzDEDT_DQ:L&.ru'mn 1 5
@QQDCIZ Ho disk mapping provided ctcovhaSe 120307 _0914.nmon 1 5
@QQDCI:L HNo disk mapping provided mtsviommb 120322 2203.nmon 5 &80
@SGGE Ho disk mapping provided ctovhaSe 120307 0914.nmon 1 5
@SDDE Ho disk mapping provided C:\nmon'u0l&éknmon.nmon [14] 20
@HGGT Ho disk mapping provided C:‘\n.mr:nn\ctcvhaﬂe_lzDSD?_DE:L&.n.mcun 1 5
@HDD& Ho disk mapping provided C:\rmnn\mtsvium.mh_lZDSES_D?&?.n.mr:un 1 o
""" Ready for analysis C:\nmon\mtsviommb 120323 0949%.nmon 1 5
@HDDl Ho disk mapping provided C:‘mmr:un‘\mtsviumruh_lzﬁiszis_ﬁ?&?.n.mr:un 1 o

Power is performance redefined
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Analysis Options Overview

— Graphs and reports are available under the Libraries folder in VIOS
Investigator

— Expand the desired library/collection to work with them

E--n VIOS Investigator

m Libraris

[ FirBOSOROZ
R FARE114R0Z

DICHNOVOROZ
FALAREOVORDZ

& System gra
Aystem cont
CPU graphs
@6 Disk graphs
-- TOF graphs
Jerver-side ou
User-defined o
Fined o

q-Lg MO07
q-0@ wooe
q-C@ moos
q-C@ Moo4
q-C@ woos

~

[mommse ot I
" |

[ 30l tables

[ svstem graphs

System configuration

[ CPU graphs

Disk graphs

[ TOF graphs
Server—side output files
[ User-defined gqueries
User—defined graphs

Feports
REeports
Feports
Reports
Feports

displayving
displaying
displayving
displaying
displaying

SyStem overviews

system configuration informatiorn
CPU statistics

disk statistics

statistics for the TOFP procezzes

VIOS Inwvestigator output files for this collection
Feportzs defined previously over NHON data
Graphs defined previously owver NMON data

Collections

q-[@ mooz

[E
[
[E
[E
[
[
[

q-C@ moo1

[
[
[
[
[
[
[
[

Lol

]---E"@.; NMON

q-Gf) PANDORAZ
q-Gf) PANDORAS
q-Gf) PANDORA4
q-Gf) PANDZ72ROZ
q-[@ PANDZ74R01
q-Gf) PANDZ75RO1

q-Gf) PANOEORDS
2l r_::‘ DanTd

- b

Power is |
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Libraries

TMratsrrhland.ibim.eame WTOS Theestinatan] iheariestFarh 119003

Graphing and reporting
options

© 2011 IBM Corporation
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Analysis Options — Collection information

ammy - m—

i"' NoosS
Cagmoo7
C@moos

Cguoos

— This information is displayed in the library about each collection
— Right-click a collection -> Record Quick View to see in a vertical list

Tovalid disk map

ping

Explore

Fecord Quick Yiew

Wihvirtual DASY2012 04 28 11 21 MIMAI19R03 4x55913 RO 48HDD 2xVIOS i mirror 40-96K !
ping Wiyvirtual DASY2012 04 25 11 21 MIMAL1SRO3 4x5913 RO _48HDD 2xVIOS i mirror 40-96K_
ping Wiyvirtual DASYZ012 04 28 11 21 MIMA11SRO3 4x5913 RO _48HDD 2xVIOS i mirror 40-96K
ping Wiiwvirtual DASY2012 04 28 11 21 MIMA119RO3 4x5913 RO 48HDD 2xVIOS i mirror 40-96K

[
[
[

HecmdﬂuthEwl
Description Fecord 1
S3ystewm sferial nunkber 10Z26D2P
ATX 5.1.8.0
NMON command fusr/bin/topas mmon -F /twp/mwon.nmon —s 60 —c 20 -t -I 0.1 -d -youtput dir=/tmp/mmon.moon -ystart time=15:13:56
NMON build LTX
User name padmin
Node name farbauti
Host nawme farbauti
Start time 28-AFR-2012 15:13:57
Import time 2012-04-30-07.11.13.560189
NMON wersion TOPAZ-MNHMON
Total interwvals Z0
Interval duration (seconds) &0
Description
Import CSV file Urhwirtual DASY2012 04 25 11 21 MIMA119R03_4x5913 _RO_48HDD ZxWIOS i mirror 40-96K_9600WHS write cache on'ul9 6k nm
Status Invalid disk wapping
Collection Noos

Power is performance redefined
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Analysis Options — Open graph from collection menu

— You can also right-click a collection to launch graphs from the menu.

Collection Status

Immport C3VW file

E30L tables

C@noc
C@noc
Cgmor
Canoc
Cgnoc
Cgnoc

Explore

Record Quick Yiew

Systern graphs
Swstern configuration
CPU graphs

Cisk graphs

TOP graphs
Gererate Reports..,

Copy URL

Copy..,
Delete

Properties

ing
ing
ing
ing
ing
ing

I:4wirtual DASY 20
thwirtual DAZYZ0
thwirtual DAZYZ0
thwirtual DAZYZ0
thwirtual DASY 20
thwirtual DASY 20
thwirtual DASY 20

w
w
w
w
w
w

Disk percent busy
IO counts totals
I/ size totals

L0 size rates

IO rates totals
Black sizes
Service times

By disk narme »
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Analysis Options — Graphing multiple collections

— Select all desired collections, right-click and pick the desired graph

—_ -

£ 007 Inwvalid

E7 NOD 6 Invalid

ET 005 Invalid mapping

£ NO04 Invalid mEp P ing

3 ITnwvalid mappinog Een

7 MO0z Invalid mepp ing . rplore

£ NO01 Invalid disk mapping Wi:hwirtual D2 Record Quick Yiew
Systern graphs k
Systern configuration [
CPU graphs L
Disk graphs k Disk percent busy
TOP graphs k 10 counts totals

IF0 size totals
170 size rates

Generate Reports..,

Copy URL IFO rates totals
Block sizes
IBM iDoctor for IBM i - Service times

By disk narne L
Do wou wish to cormbine the data from the 8 collections selected into a single
report?
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Analysis Options — Graphing multiple collections
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Analysis Options — Same graph shown differently

m iDoctar Data YWiewer - #1 - [[101rats.rchland.ibm.com/FARB119R03/MN001T/0 counts totals - #2]
ﬂ File Edit “iew Window Help

=
lu..ull e (D) [ |ij||u||L_-j ||I[||| Bl fude fuit fuds o Posiion ||-|

—_
M

e Q-5 -8y A & '|D|SQ|—|-__ ||—rGr_~|Z|
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3140 2O§ Maximum interval timestamp
o b Interval delta time [Second:
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Analysis Options — Disk statistics provided by iDoctor

= Under server-side output files -> QAIDRNMDISK_COLNAME

» The descriptions used where possible match the terms used in
Collection Services Investigator’s Disk graphs

Field |Descriptinn |Recurd 4 |
INTERVAL Interval number 1

DISKEID iDoctor disk ID 4

DISENANE Iisk name hdi=sk4d

DISEEUSY Percent busy &6l.5000

DISERELD Read EBE=z per =second Z266.0100

DISEWRITE Write KBs per second 1438.5000

DISEXFER I/0z (transfers) per second 270.1300

DIZKEREFER Feads (transfers) per second S2.3400

DISKERSIZE Elock size G.3300

DISKERIO Feads per second S2.3000

DISEWIO Writes per second 217 .s000

DIREAVGRIO DISKAVGRIO 3.6000

DISEAVGUIO DISEAVGWIO &.3300

DISESERV bverage service time [(ms) 1.5775

DISKRELDSERY  Awverage read service time (ms) 1.9000

DISEWRITESERY Average wWrite service time (3] pp=1ululn]

DISEWAIT verage walt Cime [(ms) o

INTENDSTE Interwval start time Z2012-04-258-11.41.09.000000

Power is performance redefined
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Analysis Options — Disk graphs available without a disk mapping

= Under the collection, expand the Disk Graphs folder

= The rankings graphs will include more options if a valid disk

mapping has been used

BB [doc?10: WIOS Investigator - #1

-G8 noos

- S0L tables
w-[ System graphs
- System configuratio
CPU graphs
Disk graphs
TOP graphs
Server-side output
User-defined querie
User—-defined graphs

- Woo4

1@ moos

7-Lg moas

L@ Moo

w-Lg noos

----- l:;:_j Disk mappings

- S0L tables

]Ln[él Juper collections

il BElock sizes
i Service times

m

E
E
E
E

]% Work management
0-L@ 15Ps T

[
£
£
£

Power is performance redefined

Ll isk percent busy
il I/0 counts totals
il I/0 size totals
Wl I/0 size rates
i I/ rates totals

Overview graphs

Rankings by disk name,
more rankings by
unit/ASP/etc are only
available if disk mapping
created
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Analysis Options — Disk graphs available WITH a disk mapping

= Under the collection, expand the Disk Graphs folder

BB Lpdac710: VIOS Investigator - #1

Elﬁm NMON2 4+ |Report description
SQL tables il Disk percent busy
@ CICo0:Z |l I/C counts totals
@ crcool Wl I/C =ize totals
@ QQooz Wl I/C =ize rates
@ QQoo1 Wl I/C rates totals
@ S003 lBlock sizes
@ 5002 ] Service times
m-C@ Mo07 = |[f@§By disk name
=-Gg Mooa i
El@ HO03 E},F disk

M- SQL tables m&By ASP
System graphs WBy disk

System configuratiol——
CPFU graphs

& By disk name

. m-® By disk unit

[ By disk path

7-[@ By BSP

w-[§ By disk type i
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IBM Power Systems
Analysis Options — Disk path rankings graph (requires a Disk
Mapping)

= Example showing I/O rates per IBM i unit/resource name.

E;"ll iDoctor Data Viewer - #1 - [Lpdac7 10/NMON2/M003/1/O rates totals - #1] [‘:' =] éj
BB File Edit View Window Help HEE
= . A -1 O | saL ] Posifion ,1—| o
-
X-axis (Labels —
06 /O rates totals { !
- 14 Disk unit - resource name
13 Primary Y-axis (Bars)
I Writes per second
12 eads per second
11 Secondary Y-axis (Lines)
1 : == Average response time (ms)
04 @ — RAverage service time (ms)
i ) =
=] 093 Flyover Fields
c @
o 083 Disk name
8 ° 3 ASP number
w =]
503 078 Available Fields |
ﬁ 0 63 Disk unit number
(o] e CBJVALUE
i = 3 CBJNLME
0.5%
0.2 —_— DSEGRETYEE
043 DISKGRP
Iverage disk read EBs per sec
03 Maximum disk read EBs per sect
01 Weighted average disk read EBg
: 0.2 Average disk write EBs per seq
Maximum disk write EBs per seq
. eighted average disk write KE
| 0.1 Weighted disk write KI
0 0 Lverage disk transfers per seq
Maximum disk transfers per seq
Lap T o o T Y It o I T s T i T Tl O T B ) I Tl BN T O T T T T~ N o B 0 T (o B TRl o I~ o B T T o R o o Weighted average disk transfe;
= 00 N — 0O« 0O 000 NOOg OMO0 ~0O «— v~ W~ ~— N O™ N < «— = N N —
OO0 D0O0O0O000O0C0C0DO0O0000LO000D0O0C0O0DO0O00O0000C00O0 Average disk block size EBs pe—
apapapsaysapaapyapapapsapayapshapayapapapapayapsapapspapapaNaNaNaNaNANSNANS] Maximum disk block size (EBs)
OO0 O0O0O0O0O0O0O00O0O0O0O0OO0O0O0O0O0OOO0O0OO0O0OOO0O0OO0OOOOAO Weighted average disk block si
T T T S T T T T S T T O T S S T S T S S T S SO T S S T S S SR S S SR S TR R,
I Fe <t N @ O N~ ®OMOo@MN-— —OWWoNoo— O ©— O WK o< 0w o< < Average disk busy (%)
@ N — - N o =t € o o TN CTOONOdD g Maximum disk busy (%)
=t =t Weighted average disk busy (%)
DISEEW
Disk unit - resource name TOTMB
TCTREADMEB v
Graph control memory - 1.26% used - Graph tooltips enabled (Ctrl+T) Bars1 - 37 of 37
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Analysis Options — ASP rankings graph (requires a Disk Mapping)

IBM Power Systems

= Example showing I/O size totals per ASP

= ™y
lizt iDoctor Data Viewer - #1 - [Lpdac710/NMON2/MO03//O size totals - #1] (=] 5 e
BB File Edit View Window Help HEE
e EH-E B A G B O s (D] (97 | b o QN0 G B2 E% Eda - Posifon | | e | = |
-
IO size totals X-axis (Labels) 5
0.3 ASFE
0.19
018 Primary ¥Y-axis (Bars)
017 B Totzl writes (megabvtes)
016 [ Total reads (megabyvtes) |
015 Secondary Y-axis (Lines) i
'ﬁ‘ 0.14?: = Awerage response time (ms N
;U.Z []_135 —— Average service time (ms)F |||
= = b
> 0.120 Flyover Fields |
= 0.118 |
s 018 Zvailable Fields
N = N
@ 0.098 OBJVALUE
g 0.085" OBJNAME
- DSEGRPTYPE
201 MT% DISKGRE
= 0_05‘2 Average disk read EBs per
0.05 Maximum disk read EBs pe:
0.04 Weighted average disk re: ]
0.03 Average disk write KBs pe
0.02 Maximum disk wrice EB= pe
Weighted average disk wri
0.01 Lverage disk transfers pe
0 T T I 0 Maximum disk transfers pe
— o o o™ Weighted average disk tre
e« Lverage disk block size E
ASP Maximum disk block size | =
€| 11l |
Graph control memory - 12% used - Graph tooltips enabled [Ctrl+T) |Bars1-4 of4 A
T — S— — -
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Analysis Options — Disk percent busy (overview)

* This example graph shows “weighted average disk percent busy”
and response times over 20 minutes (using 1 minute intervals.)
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I'isk read KBz per second
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Analysis Options — I/O counts totals (overview)

= This example graph shows total reads and writes with response
times.

{0 counts totals (Excludes EMCIPowerPath) i ¥raxis iLabels)
[Interval] - end time (Colle
360
340 13 Primary ¥Y-axis (Bars)
320 12 I Totzl writes (thousands)
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=
,__QBD 1D§ Secondary Y-axis (Lines)
M)
EEED g me—— lverage response time (ms)
NQAD 9 [ ] — lverage service tTime [(ms3)
I
5220 .
EQDD % Flyowver Fields
=180 -
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Analysis Options — I/O size totals (overview)

= This example graph shows total I/O sizes for reads and writes with
response times (this one shows 5, 20 minute collections)

IO size totals (Excludes EMCIP owerPath) iaxis (Labels)
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Analysis Options — I/O size rates (overview)

* This example graph shows I/O size rates (in megabytes per second)

and response times.
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Analysis Options — I/O rates totals (overview)

» The graph shows total reads and writes per second with average
response times.
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IBM Power Systems

Analysis Options — Block sizes (overview)

* This graph shows the average block size over time.
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Analysis Options — Service times (overview)

» This graph shows the average read and write service times
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Analysis Options — Drilling down into rankings (from overview charts)

* From the overview, select a time period, right-click and drill down
using Disk graphs -> by disk name menu
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Analysis Options — Drilling down into rankings

= Next if you wish to see a single disk over time, right-click it and drill
down again.
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Analysis Options — Disk mappings benefits

= But what device resource name / disk unit on IBM i is “hdisk17’?

— We can't tell from this data alone. This is why we need the disk mapping
discussed previously.

— We also get these additional disk rankings graphs to group the data in
additional ways (disk unit, path, ASP, disk type)

| BR Lpdac?i0: WIOS Ivestigator - #1
) I:E,] MMM + |Report description
EEE'] NHON2 ]l isk percent husy

S0L tabl AN 1/0 counts totals
@ CTCO0Z ful I/0 size totals
@ CTCo01 i I/0 size rates
@ Qoa0z2 ] I/0 rates totals
m-C@ conn1 Ml Elock sizes
@ 5003 i Service times
@ =00z - @By disk name
m-C@ moo7 i disk unit

I @ MO0 i path

1 =@ mooa

: e s
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Analysis Options — Disk mappings benefits — using the flyover

= |f disk mapping is included, you can use the flyover to tell the disk
correlated with the logical disk unit number on IBM |.

Service times (Excludes EMC/PowerPath) for ASP 1: From 09:49:27 am to 09:49:28 am
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Analysis Options — VIOS Investigator Preferences

= Under Preferences -> VIOS Investigator tab

li’
4 Preferences @

SOL | D ata Viewer Mizcelaneous
Dizplay ] Clipboard ] File | PE-bnalyzer | Job'wWatcher W05 Investigatar | Scheduling |  Confim

Prompts for desired ASP if disk mapping used

[ Provide ASP filtering options [if used only includes the disks in the disk mapping]

Digk name filkering option: |E:-:|:Iul:le EMC/Powerpath ﬂ

Exclude EMC/Pawerpath
Only show EMC/Powerpath
Show all Dizkz

Controls if EMC/Powerpath disks are shown
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Analysis Options — Server-side output files

This contains the iDoctor generated SQL tables from the .NMON file.

T@ 3003 + |Output f£ile Description Rec...
m-0@ sooz

m-Cg moo7

m-Cg moo4

=-03 moos

- S0L tables

Swatewm graphs r
System configuration
CPU graphs

o-[#§ Disk graphs

- By disk name

..[@ By disk unit

-6 By disk path

M- By ASP

&-[&§ By disk type

SN Y

Qaidromrrol mO03

m

0§ Server—-side output files

B User-defined quUEries

-8 User-defined graphs

a-Cg Moo

&G PMRI 2443

----- c;_j Dizk mappings -
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Analysis Options — System configuration folder

This contains reports over the NMON BBB* records

| BB LpdacT10: VIOS Investigator - #1

T@ 3003 + |Report description

@ =002 ik figur

@ Moo~ i '--'12111_11'[1

- Mo04 .

El Moos : ’ :  [BEEEI)

S0L tahles nd output [(BEEEFR)
S Voluwwme groups [(BEEV)

Ayatem configuration ‘

: B
' El Disk |'isk name Logical Logical Physical Distributions Mount point
= o IDISENLME) wo lume partitions |partitions |(DISTREIBUTICN) [MOUNTPOINT)
name ILP3) IFP3)
[LYIAME)
hdisk0 hdl 20 20 0o0..00..20..00..00 /homwe
hdisk0 hdl0apt ] ] oo0..00..06..00..00 fopt
hdisk0O hdliadmin 1 i 00..00..01..00..00 /fadmin
hdisk0O hdz 1z 1z 00..00..12..00..00 fusr

hdizkO ; 7 7..00..00 ftmp

hdiskO hdd 1 1 od..00..01..00..00

hdi=k0O hds 1 1 Q01..00..00..00..00 MNSA

hdizkO hde 1 1 oo..01..00..00..00 MNAA

hdiskO hds 1 1 od..00..01..00..00 MNAA

hdiskO hdSvar 2 2 od..00..02..00..00 fwar

hdisk0O lg dumplwv 2 2 oo..02..00..00..00 MNAA

hdiskD livedunp 1 1 O0..01..00..00..00 fAvarfadw/ras/ livedunp
hdiskO paging00 2 2 od..00..02,..00..00 NS4

hdiskl tLest 1 1 oo..01..00..00..00 NS4

hdiskil VMLibrary 40 40 ood..40..00..00..00 fvarf/vio/VMLibrary
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Analysis Options — More graphs available

* Lots more graphs under System graphs, TOP graphs, CPU graphs

= Keep in mind you can use this tool for analyzing any system that
can run NMON (AIX/Linux/VIOS)

=G5 Libraries

e MlCollection overview time signature
-G FARE119RO3

] CPUs wvaried on overview

SQL tables il Fernel read/write characters transferred system calls
El@ Noo1 i Eernel file system functions
[ 0L tables ] Memwory free

| [@ System graphs | fiii] Memory totals

H-GE System configuratio il Memorv allocations by category

H-/E CPU graphs i VHTUNE parameters

] Faging rates to/from paging space

-5 TOP graphs [7i|Paging rates to/from file system space
] Fage scan:free ratio

] Frocesses: run queus length and swap-ins

m

F-@ Server—-side output
& User-defined gquerie

User—-defined graphs ] Processes: pswitch and syscall

i Processes: fork and exec

+-Leg NOOZ

i gNDDS | |iu] Processes: read and write
EEI---@ MO0 il Processes: sem and msg

[rml |n.:l Lininl=
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Introduction — Power is Performance Redefined

For the past 10 years, through sustained investment in
the Power Systems platform, IBM has gone head-to-
head with our competitors in the UNIX market segment,
and we won. Today, according to IDC, IBM commands a
47 percent share of the worldwide UNIX market
segment.! The next 10 years, however, will be about
helping our clients implement smarter computing. And for
the Power Systems platform, that battle will center on our
alternative value proposition to Linux and Microsoft
Windows technology on x86 servers. To do that, we need
to move beyond talking about pure system performance
and industry benchmarks to placing a sharper focus on
the performance of our clients’ businesses and the
business benefits of the IBM Power Systems platform.

BUILT ON

Power is performance redefined

Industry benchmarks and our IBM POWER® processor
technology are, and always will be, important. In the past
they have enabled us to clearly and succinctly
demonstrate our leadership position in terms of POWER
processor performance versus our competitors. And we
will continue to set those leadership benchmarks for the
industry. But today the conversation must go beyond the
performance of our systems and be framed in the
broader context of smarter computing. Power is
performance redefined sets out how we intend to shift
the conversation with our clients. It defines how the
Power Systems platform, and our associated software
and services, can enable our clients to embrace smarter
computing and derive business benefits from
implementing big data, workload optimized infrastructure
and cloud projects. In this messaging guide, you will
learn that smarter computing isn’t a product we sell; it
isn’t something clients can buy. Smarter computing is
something our clients can implement through projects on
the Power Systems platform to achieve better business
outcomes. And it is smarter computing, enabled by IBM
Power Systems servers, that will help our clients deliver
services faster, with higher quality and with superior
economics.

1- IDC, “UNIX Server Rolling Four Quarter Average Revenue
Share,” Worldwide Quarterly Server Tracker, 2Q2011.
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Smarter Computing — The Next Era of IT

= But this radical change is placing enormous pressure on businesses of practically every size, in just about every industry. The barriers
of entry for competitors are lower. Companies can be blindsided by competitors that appear seemingly out of nowhere and seize
market share by the handful. The need to be proactive, which requires an agile, flexible human and IT infrastructure, is critical. New
ways of working, such as social media and mobile technologies, must be embraced ahead of the curve. Even customers are
changing. Newly empowered by information, their expectations and the number of influencers that must be marketed to are rising.
External forces such as compliance, regulations, privacy and security threats have to be addressed to survive. Ubiquitous mobile
devices and instrumented, intelligent objects are creating unimaginable amounts of data volumes every day—data that must be
analyzed to reveal systemic patterns, trends and insights that in turn inform the decisions businesses must make to stay competitive.
And to deal with these changes, IT architectures must move from heterogeneous silos to flexible, workload optimized infrastructures.
All of these forces must be dealt with in an era of tighter budgets and the directive to do more with less.

» But smarter companies are thinking differently about computing and how to deal with data that is growing exponentially and can
become stagnant and unexploited simply because of its sheer volume. These smarter companies are breaking the vicious cycle of
untrustworthy data, inflexibility and sprawl. They are reversing the always-guessing, reactive, costly IT conundrum by embracing what
we call smarter computing. What smarter computing entails is the creation of an IT infrastructure that is designed for data and that
harnesses enterprise information to unlock insights and make better, more informed choices. Organizations embracing smarter
computing are creating IT infrastructures that are tuned to the task of the business, helping reduce costs by driving greater efficiency
and performance for virtually every workload. And smarter computing is managed with cloud technologies, speeding delivery of
services and creating an IT environment that has practically no boundaries, enabling the reinvention of processes and driving
innovation.

= Butto be clear, smarter computing isn’t just a catch phrase or a lofty idea. It's not a metaphor, intro paragraph or headline. It's what
the IBM Power Systems platform enables our clients to do. And this is the basis for our new brand identity Power is performance
redefined. It's about how we believe clients measure IT performance — focusing less on processor performance and more on business
performance. It's about our clients’ ability to react more quickly to change, to innovate faster, and to seize new opportunities as they
arise. It's about their ability to handle rapid growth and combat emerging competitors while responding to demands to meet
increasingly higher service levels. And it's about doing more with less and delivering services within constrained IT budgets. We
believe that with a new focus on business performance, we will enable our clients to deliver services faster, with higher quality and
superior economics. Our message to clients is that, with Power Systems solutions, we can help them achieve these goals as they
deploy smarter computing projects.

Power is performance redefined ©2011 IBM Corporation



IBM Power Systems

€ >
\Lug)

Power is Performance Redefined

In this new smarter computing era for business and IT, forward-thinking companies consider more than server
performance, existing skills and ease of management when choosing a platform for new application workloads.
They also evaluate how well the platform will help them achieve three core business objectives: delivering
services faster, with higher quality and superior economics.

By implementing smarter computing projects on an IBM Power Systems platform, businesses can outpace their
competitors by delivering services faster. They can differentiate their offerings from the competition by delivering
higher quality services. And they can turn operational cost into investment opportunity by delivering services
with superior economics.

for Business

Power is performance redefined © 2011 IBM Corporation
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Power is Performance Redefined

= Deliver services faster

A key measure of performance for IT today is around agility
and the ability of IT to help the business gain a competitive
edge and capitalize on emerging opportunities. Businesses
need to simplify and integrate their IT infrastructure to deliver
services faster.

The IBM Power Systems platform features deep integration
and optimization across operating systems, databases and
middleware for simpler, and more flexible, service delivery.
Optimized with PowerVM virtualization for rapid cloud
provisioning, clients can speed the delivery and deployment of
new applications and processes to support their strategic
business initiatives.

= Deliver services with higher quality

Today’s IT departments are also measured on their ability to
provide an infrastructure that can address demands for
increased application service levels while at the same time
balancing rapid change with managing business risk.
Businesses need an integrated approach to managing
security, resiliency and business risk to deliver higher quality
services.

The IBM Power Systems platform, storage and software
provide a highly secure and resilient infrastructure foundation
for smarter computing. In addition to the built-in reliability,
availability and serviceability (RAS) characteristics of Power
Systems servers and blades, our IBM System
Storage®DS8000® and IBM Storwize®V7000 Unified storage
systems, and IBM PowerHA SystemMirror clustering software
is tightly integrated with our operating systems to provide a
system-wide solution for business resilience.

Power is performance redefined

= Deliver services with superior economics

IT performance today is also measured on its ability to
maintain existing services and deliver services within tight
budget constraints. In order to do more with less, businesses
need to deliver services with superior economics.

The Power Systems platform with PowerVM virtualization is
central to our differentiation when compared to x86 servers.
PowerVM technology is designed to offer more secure and
scalable virtualization than VMware on x86, enabling cost-
effective control of server and virtual image sprawl. PowerVM
technology also is designed to help Power Systems servers
deliver higher server utilization rates than VMware on x86. We
believe that the superior economic model for workload
consolidation on POWER7Y servers with PowerVM software
has been the key driver behind migrations from Oracle Sun
and HP to Power Systems technology.

PowervVM"

IBM® Systems
Director

© 2011 IBM Corporation
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give
you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY
10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives
only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or
guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the
results that may be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations
and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions
worldwide to qualified commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment
type and options, and may vary by country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal
without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.
All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are
dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this
document may have been made on development-level systems. There is no guarantee these measurements will be the same on generally-
available systems. Some measurements quoted in this document may have been estimated through extrapolation. Users of this document
should verify the applicable data for their specific environment.

Revised September 26, 2006
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Special notices (cont.)

IBM, the IBM logo, ibm.com AIX, AIX (logo), AIX 5L, AIX 6 (logo), AS/400, BladeCenter, Blue Gene, ClusterProven, DB2, ESCON, i5/0S, i5/0S (logo), IBM Business
Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries, Rational, RISC
System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/0OS, zSeries, Active Memory, Balanced Warehouse,
CacheFlow, Cool Blue, IBM Systems Director VMControl, pureScale, TurboCore, Chiphopper, Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000,
EnergyScale, Enterprise Workload Manager, General Parallel File System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy Manager,
iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor,
Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo), POWER2, POWER3, POWER4, POWER4+, POWER5, POWERS5+,
POWER6, POWERG6+, POWERY7, System i, System p, System p5, System Storage, System z, TME 10, Workload Partitions Manager and X-Architecture are trademarks
or registered trademarks of International Business Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are
marked on their first occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at
the time this information was published. Such trademarks may also be registered or common law trademarks in other countries.

A full list of U.S. trademarks owned by IBM may be found at: http://www.ibm.com/legal/copytrade.shtml.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or
other countries.

AltiVec is a trademark of Freescale Semiconductor, Inc.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered
trademarks of Intel Corporation or its subsidiaries in the United States and other countries.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency which is now part of the Office of Government Commerce.
Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM Corp. and Quantum in the U.S. and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Other company, product and service names may be trademarks or service marks of others.
Revised December 2, 2010
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Notes on benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should

consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For
additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark
consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system perf.html..

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, the latest
versions of AIX were used. All other systems used previous versions of AIX. The SPEC CPU2006, LINPACK, and Technical Computing benchmarks were compiled using
IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C for

AIXv11.1, XL C/C++ for AIX v11l.1, XL FORTRAN for AIX v13.1, XL C/C++ for Linux v11.1, and XL FORTRAN for Linux v13.1.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

TPC

SPEC

LINPACK

Pro/E

GPC

VolanoMark

STREAM

SAP

Oracle, Siebel, PeopleSoft
Baan

Fluent

TOP500 Supercomputers
Ideas International
Storage Performance Council

http://www.tpc.org

http://www.spec.org

http://www.netlib.org/benchmark/performance.pdf

http://www.proe.com

http://www.spec.org/gpc

http://www.volano.com

http://www.cs.virginia.edu/stream/

http://www.sap.com/benchmark/

http://www.oracle.com/apps_benchmark/

http://www.ssaglobal.com

http://www.fluent.com/software/fluent/index.htm

http://www.top500.0rg/

http://www.ideasinternational.com/benchmark/bench.html

http://www.storageperformance.org/results
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Notes on HPC benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should
consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For
additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark
consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html..

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, the latest
versions of AIX were used. All other systems used previous versions of AIX. The SPEC CPU2006, LINPACK, and Technical Computing benchmarks were compiled using
IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C for
AIXv11.1, XL C/C++ for AIX v11.1, XL FORTRAN for AIX v13.1, XL C/C++ for Linux v11.1, and XL FORTRAN for Linux v13.1. Linpack HPC (Highly Parallel Computing)
used the current versions of the IBM Engineering and Scientific Subroutine Library (ESSL). For Power7 systems, IBM Engineering and Scientific Subroutine Library (ESSL)
for AIX Version 5.1 and IBM Engineering and Scientific Subroutine Library (ESSL) for Linux Version 5.1 were used.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

SPEC
LINPACK
Pro/E

GPC
STREAM
Fluent
TOP500 Supercomputers
AMBER
FLUENT
GAMESS
GAUSSIAN
ANSYS

ABAQUS
ECLIPSE

MM5
MSC.NASTRAN
STAR-CD
NAMD
HMMER

http://www.Sspec.org

http://www.netlib.org/benchmark/performance.pdf

http://www.proe.com

http://www.spec.org/gpc

http://www.cs.virginia.edu/stream/

http://www.fluent.com/software/fluent/index.htm

http://www.top500.0rg/

http://amber.scripps.edu/

http://www.fluent.com/software/fluent/flsbench/index.htm
http://www.msqg.chem.iastate.edu/gamess

http://www.gaussian.com

http://www.ansys.com/services/hardware-support-db.htm

Click on the "Benchmarks" icon on the left hand side frame to expand. Click on "Benchmark Results in a Table" icon for benchmark results.
http://www.simulia.com/support/v68/v68_performance.php
http://www.sis.slb.com/content/software/simulation/index.asp?seqg=geoquest&
http://www.mmm.ucar.edu/mmb5/
http://www.mscsoftware.com/support/prod%5Fsupport/nastran/performance/v04 _sngl.cfm
www.cd-adapco.com/products/STAR-CD/performance/320/index/html
http://www.ks.uiuc.edu/Research/namd

http://hmmer.janelia.org/ Revised December 2, 2010
http://powerdev.osuosl.org/project/hmmerAltivecGen2mod
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Notes on performance estimates

rPerf for AlX

rPerf (Relative Performance) is an estimate of commercial processing performance relative to other IBM UNIX
systems. Itis derived from an IBM analytical model which uses characteristics from IBM internal
workloads, TPC and SPEC benchmarks. The rPerf model is not intended to represent any specific public
benchmark results and should not be reasonably used in that way. The model simulates some of the
system operations such as CPU, cache and memory. However, the model does not simulate disk or
network I/O operations.

» rPerf estimates are calculated based on systems with the latest levels of AIX and other pertinent software
at the time of system announcement. Actual performance will vary based on application and configuration
specifics. The IBM eServer pSeries 640 is the baseline reference system and has a value of 1.0. Although
rPerf may be used to approximate relative IBM UNIX commercial processing performance, actual system
performance may vary and is dependent upon many factors including system hardware configuration and
software design and configuration. Note that the rPerf methodology used for the POWERG6 systems is
identical to that used for the POWERS5 systems. Variations in incremental system performance may be
observed in commercial workloads due to changes in the underlying system architecture.

All performance estimates are provided "AS IS" and no warranties or guarantees are expressed or implied by
IBM. Buyers should consult other sources of information, including system benchmarks, and application
sizing guides to evaluate the performance of a system they are considering buying. For additional
information about rPerf, contact your local IBM office or IBM authorized reseller.

CPW for IBM i

Commercial Processing Workload (CPW) is a relative measure of performance of processors running the IBM
i operating system. Performance in customer environments may vary. The value is based on maximum
configurations. More performance information is available in the Performance Capabilities Reference at:
www.ilbm.com/systems/i/solutions/perfmgmt/resource.html Revised April 2, 2007
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