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Preface

IBM® SPSS® Collaboration and Deployment Services enable widespread use and deployment
of predictive analytics. IBM® SPSS® Collaboration and Deployment Services Repository is a
critical component of the system. Its features include centralized, secure, and auditable storage
of analytical assets, advanced capabilities for management and control of predictive analytic
processes, as well as sophisticated mechanisms of delivering the results of analytical processing
to the end users.

This manual documents the software and hardware requirements for the repository and its
installation and configuration on IBM i. Tasks such as setting up content repository server,
managing users, auditing the repository, etc. are documented in the IBM SPSS Collaboration and
Deployment Services 4.2 Administrator’s Guide. The tasks associated with everyday use of the
analytical facilities of IBM SPSS Collaboration and Deployment Services are documented in
IBM® SPSS® Collaboration and Deployment Services Deployment Manager 4.2 User’s Guide.

About IBM Business Analytics

IBM Business Analytics software delivers complete, consistent and accurate information that
decision-makers trust to improve business performance. A comprehensive portfolio of business
intelligence, predictive analytics, financial performance and strategy management, and analytic
applications provides clear, immediate and actionable insights into current performance and the
ability to predict future outcomes. Combined with rich industry solutions, proven practices and
professional services, organizations of every size can drive the highest productivity, confidently
automate decisions and deliver better results.

As part of this portfolio, IBM SPSS Predictive Analytics software hel ps organizations predict
future events and proactively act upon that insight to drive better business outcomes. Commercial,
government and academic customers worldwide rely on IBM SPSS technology as a competitive
advantage in attracting, retaining and growing customers, while reducing fraud and mitigating
risk. By incorporating IBM SPSS software into their daily operations, organizations become
predictive enterprises — able to direct and automate decisions to meet business goals and achieve
measurable competitive advantage. For further information or to reach a representative visit

http: //Amww.ibm.com/spss.

Technical support

Technical support is available to maintenance customers. Customers may contact Technical
Support for assistance in using IBM Corp. products or for installation help for one of the
supported hardware environments. To reach Technical Support, see the IBM Corp. web site
at http://www.ibm.convsupport. Be prepared to identify yourself, your organization, and your
support agreement when requesting assistance.

© Copyright IBM Corporation 2000, 2011 iii
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Chapter

Overview

IBM SPSS Collaboration and Deployment Services

IBM® SPSS® Collaboration and Deployment Services is an enterprise-level application that
enables widespread use and deployment of predictive analytics. IBM SPSS Collaboration and
Deployment Services provides centralized, secure, and auditabl e storage of analytical assets and
advanced capabilities for management and control of predictive analytic processes, as well as
sophisticated mechanisms for delivering the results of analytical processing to the end users. The
benefits of IBM SPSS Collaboration and Deployment Services include:

m  Safeguarding the value of analytical assets

m  Ensuring compliance with regulatory requirements
® Improving the productivity of anaysts

m  Minimizing the IT costs of managing analytics

IBM SPSS Collaboration and Deployment Services allows you to securely manage diverse
analytical assets and fosters greater collaboration among those devel oping and using them.
Furthermore, the deployment facilities ensure that the right people get the information they need
to take timely, appropriate action.

Collaboration

Collaboration refers to the ability to share and reuse analytic assets efficiently, and is the key to
developing and implementing analytics across an enterprise. Analysts need alocation in which

to place files that should be made available to other analysts or business users. That location
needs a version control implementation for the files to manage the evolution of the analysis.
Security is required to control access to and modification of the files. Finally, a backup and restore
mechanism is needed to protect the business from losing these crucial assets.

To address these needs, IBM® SPSS® Collaboration and Deployment Services provides a
repository for storing assets using afolder hierarchy similar to most file systems for organization.
Files stored in the IBM® SPSS® Collaboration and Deployment Services Repository are available
to users throughout the enterprise, provided those users have the appropriate permissions for
access. To assist usersin finding assets, the repository offers a search facility.

Analysts can work with files in the repository from client applications that leverage the service
interface of IBM SPSS Collaboration and Deployment Services. Products such as IBM® SPSS®
Statistics and IBM® SPSS® Modeler allow direct interaction with files in the repository. An
analyst can store a version of afile in development, retrieve that version at a later time, and
continue to modify it until it isfinalized and ready to be moved into a production process. These
files can include custom interfaces that run analytical processes allowing business users to take
advantage of an analyst's work.

© Copyright IBM Corporation 2000, 2011 1
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The use of the repository protects the business by providing a central location for analytical
assets that can be easily backed-up and restored. In addition, permissions at the user, file, and
version label levels control access to individual assets. Version control and object version labels
ensure the right versions of assets are being used in production processes. Finally, logging features
provide the ability to track file and system modifications.

Deployment

To redlize the full benefit of predictive analytics, the analytic assets need to provide input for
business decisions. Deployment bridges the gap between analytics and action by delivering results
to people and processes on a schedule or in real time.

In IBM® SPSS® Collaboration and Deployment Services, individual files stored in the
repository can be included in processing jobs that define an execution sequence for the files.

The execution results can be stored in the repository, on afile system, or delivered to specified
recipients. Results stored in the repository can be accessed by any user with sufficient permissions
using the IBM® SPSS® Collaboration and Deployment Services Deployment Portal interface.
The jobs themselves can be triggered according to a defined schedule or in response to system
events.

In addition, the scoring service of IBM SPSS Collaboration and Deployment Services allows
analytical results from deployed models to be delivered in real time when interacting with a
customer. An analytical model configured for scoring can combine data collected from a current
customer interaction with historical datato produce a score that determines the course of the
interaction. The service itself can be leveraged by any client application, alowing the creation
of custom interfaces for defining the process.

The deployment facilities of IBM SPSS Collaboration and Deployment Services are designed
to easily integrate with your enterprise infrastructure. Single sign-on reduces the need to manually
provide credentials at various stages of the process. Moreover, the system can be configured to be
compliant with Federal Information Processing Standard Publication 140-2.

System architecture

In genera, IBM® SPSS® Collaboration and Deployment Services consists of asingle, centralized
IBM® SPSS® Collaboration and Deployment Services Repository that serves avariety of clients,
using execution servers to process analytical assets.
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Figure 1-1
IBM SPSS Collaboration and Dep/oymem‘ Services Architecture

Repository Clients

IBM SPSS Collaboration:rN
Deployment Services

Deployment Portal

Browser-based |IBM SP3S
Collaboration and Deployment Services
Deployment Manager

 Execution Servers
oo

Thin Clients

Thick Clients

IBM SPSS Collaboration and IBM SPSS
Deployment Services Collaboration and

Deployment Manager Deployment Services
/ Repository g

Database Server

BIRT Report Desngner for IBM SPSS

Product
with collaboration

IBM SPSS Collaboration and Deployment Services consists of the following components:

m |IBM SPSS Collaboration and Deployment Services Repository for analytical artifacts
Product with Collaboration

IBM® SPSS® Collaboration and Deployment Services Deployment Manager

IBM® SPSS® Collaboration and Deployment Services Deployment Portal

Browser-based IBM® SPSS® Collaboration and Deployment Services Deployment Manager
IBM® SPSS® Collaboration and Deployment Services Enterprise View

BIRT Report Designer for IBM® SPSS®

IBM SPSS Collaboration and Deployment Services Repository

The repository provides a centralized location for storing analytical assets, such as models and
data. The repository includes facilities for:

m Security
m Version control
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m  Searching
m  Auditing

The repository requires an installation of arelationa database, such as Oracle, IBM DB2 UDB,
or Microsoft SQL Server.

Configuration options for the repository are defined using the IBM® SPSS® Collaboration and
Deployment Services Deployment Manager or the browser-based IBM® SPSS® Collaboration
and Deployment Services Deployment Manager. The contents of the repository are managed with
the Deployment Manager and accessed with the IBM® SPSS® Collaboration and Deployment
Services Deployment Portal.

IBM SPSS Collahoration and Deployment Services Deployment Manager

IBM® SPSS® Collaboration and Deployment Services Deployment Manager is a client
application that allows users to schedule, automate, and execute analytical tasks, such as updating
models or scores, using the repository. The client application allows a user to:

m  View any existing files within the system, including reports, SAS syntax files, and data files
m Import files into the repository

m  Schedule jobs to be executed repeatedly using a specified recurrence pattern, such as quarterly
or hourly

m  Modify existing job propertiesin a user-friendly interface
m  Determine the status of a job
m  Specify e-mail notification of job status

In addition, the client application allows users to perform administrative tasks for IBM® SPSS®
Collaboration and Deployment Services, including:

m  User management
m  Security provider configuration
m Role and action assignment

IBM SPSS Collaboration and Deployment Services Deployment Portal

IBM® SPSS® Collaboration and Deployment Services Deployment Portal is a thin-client
interface for accessing the repository. Unlike the browser-based IBM® SPSS® Collaboration and
Deployment Services Deployment Manager, which is intended for administrators, Deployment
Portal is aweb portal serving a variety of users. The web portal includes the following
functionality:

m Browsing the repository content by folder

Opening published content

Running jobs and reports

Generating scores using models stored in the repository

Searching repository content
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m Viewing content properties

m  Accessing individual user preferences, such as e-mail address and password, general options,
subscriptions, and options for output file formats

Browser-based IBM SPSS Collaboration and Deployment Services Deployment
Manager

The browser-based IBM® SPSS® Collaboration and Deployment Services Deployment Manager
isathin-client interface for performing setup and system management tasks, including:

m  Configuring the system
m  Configuring security providers
m  Managing MIME types

Non-administrative users can perform any of these tasks provided they have the appropriate
actions associated with their login credentials. The actions are assigned by an administrator.

IBM SPSS Collaboration and Deployment Services Enterprise View

The IBM® SPSS® Collaboration and Deployment Services Enterprise View provides asingle,
consistent view of enterprise data. It allows users to define and maintain a common view of
warehoused and transaction data needed to perform analytics, optimization, deployment, and
reporting. Underlying data may come from a variety of sources, including a data warehouse,

an operational data store, and an online transaction database. The Enterprise View ensures a
consistent use of enterprise data and hides the complexities of stored data structures from the end
user. The Enterprise View is the data backbone for the predictive enterprise.

Data discovery requires a major investment of resources from the organizations deploying
predictive analytics. The process is labor intensive—it can involve representatives from
departments across the organization and often entails resolving differences in data structure and
semantics across organizational boundaries. The Enterprise View provides a mechanism for
recording the outcomes of the data discovery process, versioning and securing the resulting
schema, and tracking changes over time.

The Enterprise View includes the IBM® SPSS® Collaboration and Deployment Services
Enterprise View Driver component designed to provide other applications access to Enterprise
View objects stored in the repository. The driver operates similarly to ODBC drivers with the
exception that it does not directly query a physical data source but rather references Enterprise
View Data Provider Definitions and Application Views. Note that while the Enterprise View is
installed as part of IBM® SPSS® Collaboration and Deployment Services Deployment Manager,
the Enterprise View driver must be installed separately. For more information, see the installation
instructions.

Execution servers

Execution servers provide the ability to execute resources stored within the repository. When a
resource isincluded in ajob for execution, the job step definition includes the specification of the
execution server used for processing the step. The execution server type depends on the resource.
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Execution servers currently supported by IBM® SPSS® Collaboration and Deployment
Services include:

m  SAS. The SAS execution server is the SAS executable file sas.exe, included with Base SAS®
Software. Use this execution server to process SAS syntax files.

m  Remote Process. A remote process execution server allows processes to be initiated
and monitored on remote servers. When the process completes, it returns a success or
failure message. Any machine acting as a remote process server must have the necessary
infrastructure installed for communicating with the repository.
Execution servers that process other specific types of resources can be added to the system
by installing the appropriate adapters. For information, consult the documentation for those
resource types.
During job creation, assign an execution server to each step included in the job. When the job
executes, the repository uses the specified execution serversto perform the corresponding analyses.

BIRT Report Designer for IBM SPSS

The reporting functionality of IBM® SPSS® Collaboration and Deployment Services is enabled
by BIRT (Business Intelligence and Reporting Tools), an open-source package distributed by
Eclipse Foundation under the Eclipse Public License. BIRT provides core reporting features, such
as report layout, data access, and scripting. For more information about BIRT, see the BIRT
project page (http://www.eclipse.org/birt).

The IBM SPSS Collaboration and Deployment Services installation includes the BIRT
reporting engine server components, which enable the execution of BIRT report syntax files as
part of the IBM SPSS Collaboration and Deployment Services reporting job steps. BIRT Report
Designer for IBM® SPSS® is a standal one application that can be used in conjunction with IBM
SPSS Caollaboration and Deployment Services. It provides arich user interface with a number of
advanced features for creating reports and must be installed separately.

If aBIRT Report Designer for IBM SPSS report requires a JDBC-based database connection,
a corresponding JDBC driver must be installed with the IBM® SPSS® Collaboration and
Deployment Services Repository. For application server-specific information on the location of
the JDBC drivers, see the corresponding section of the repository installation instructions.

To start BIRT Report Designer for IBM SPSS, run the file BIRT.exe in the installation directory.
For information on using BIRT Report Designer for IBM SPSS, see the documentation installed
with the application.

Products with collaboration

A product with collaboration allows interaction with the IBM® SPSS® Collaboration and
Deployment Services Repository from within the native interface. Files can be stored and
retrieved directly from the collaborating product.

In addition, some files stored in the repository can be executed as steps within jobs. A job can
contain any number of steps, with each step corresponding to a separate file. Relationships defined
between the steps determine the processing flow. The job can be scheduled to execute at a specific
time, according to a recurrence pattern, or in response to a defined event. Moreover, naotifications
can be sent to specified recipients to report on individual step and overall job execution status.


http://www.eclipse.org/birt
http://www.eclipse.org/birt
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Collaboration between IBM® SPSS® Collaboration and Deployment Services and other
products is enabled through the use of adapters. These adapters are installed into the IBM SPSS
Collaboration and Deployment Services environment to add the product-specific features. For
more information, consult the collaborating product documentation.
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What's new in this release?

New in release 4.2

The following enhancements have been added to the application:

Product renaming

This release marks the renaming of PASW Collaboration and Deployment Services to IBM®
SPSS® Collaboration and Deployment Services. The following table identifies the new names
for features introduced in previous rel eases.

Old name New Name General usage
PASW Collaboration and IBM SPSS Collaboration and IBM SPSS Collaboration and
Deployment Services Deployment Services Deployment Services
Deployment Manager IBM® SPSS® Collaboration and | Deployment Manager
Deployment Services Deployment
Manager
Deployment Portal IBM® SPSS® Collaboration and | Deployment Portal
Deployment Services Deployment
Portal

browser-based Deployment
Manager

browser-based IBM® SPSS®
Caollaboration and Deployment
Services Deployment Manager

browser-based Deployment
Manager

PASW BIRT Report Designer

BIRT Report Designer for IBM®
SPSS®

BIRT Report Designer for IBM
SPSS

PASW Tag Library

IBM® SPSS® Collaboration and
Deployment Services Tag Library

IBM SPSS Collaboration and
Deployment Services Tag Library

repository

IBM® SPSS® Collaboration and
Deployment Services Repository

IBM SPSS Collaboration and
Deployment Services Repository

Enterprise View

IBM® SPSS® Collaboration and
Deployment Services Enterprise
View

IBM SPSS Caollaboration and
Deployment Services Enterprise
View

Support for IBM z (mainframe)

IBM SPSS Collaboration and Deployment Services 4.2 introduces support for IBM z, including

the following:

m  Accessing datain DB2 for ZOS and in DB2 LUW on Linux for System z.
m  Accessing legacy System z data using Classic Federation Server.

Additional platforms support

m  Running the repository on IBM i v7rl.

© Copyright IBM Corporation 2000, 2011
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RSS Notifications

IBM SPSS Collaboration and Deployment Services now allows users to subscribe to RSS

(Real Simple Syndication) notification feeds for the purposes of receiving aerts of changes to
repository contents and processing status, which enables incorporating notifications into custom
browser-based interfaces and dashboards. It is also possible to filter RSS feeds to display only
certain kinds of notifications; for example, a user interested in job success and failure notification
can filter out content notifications.
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Installation and configuration

This chapter provides the information about the installation and configuration of IBM® SPSS®
Collaboration and Deployment Services Repository. Configuration of the repository environment
may consist of:

Provisioning. Certain prerequisites must be in place before beginning the installation. This
includes verifying that hardware and software requirements are met, setting up the database, and
configuring the application server.

Installing. New users must perform a clean installation of the repository in Windows, UNIX, or
IBM i environment.

Upgrading. Users with an existing version of the repository can conveniently upgrade their
environment to take advantage of new features and functions.

Uninstalling. In the event that an installation becomes corrupt or the application needs to be
reinstalled due to system errors, the repository can be removed and the system restored to its
origina state.

When finished, verify the installation is successful and install IBM® SPSS® Collaboration and
Deployment Services Deployment Manager on client workstations that will connect to the
repository.

Provisioning the system

Prior to installing the repository, verify that the necessary application server, database
configuration, hardware, software, and permissions requirements have been met.

Hardware requirements

The following hardware requirements must be met before installing the repository. Note that this
does not reflect the hardware requirements of software beyond the repository, such as operating
systems and databases.

Table 3-1

Hardware requirements

Component Requirement

Processor At least RS64-1V

Hard Drive At least 5 GB of free space
Memory At least 4 GB RAM
Optical drive DVD-ROM

© Copyright IBM Corporation 2000, 2011 10
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Software requirements

Server operating systems

Installation and configuration

The repository can be installed into application servers running on the following operating

system(s):

Operating System Release Processor Word-size
IBM i vi7rl POWER 64-bit
IBM i v6rl POWER 64-bit
IBM i v5r4 POWER 64-bit

Client operating systems

Repository desktop client applications, such as IBM® SPSS® Collaboration and Deployment

Services Deployment Manager, can run on the following operating systems.

(O] Release Edition Processor Required Patch
Level
Windows 7 Enterprise x86
Windows 7 Professional x86
Windows 7 Enterprise x64 (32-bit code)
Windows 7 Professional x64 (32-bit code)
Windows 7 Enterprise X64 (64-bit code)
Windows 7 Professional X64 (64-bit code)
Windows Vista Enterprise x86 SP1
Windows Vista Business x86 SP1
Windows Vista Enterprise x64 (32-bit code) |SP1
Windows Vista Business x64 (32-bit code) |SP1
Windows Vista Enterprise X64 (64-bit code) |SP1
Windows Vista Business x64 (64-bit code) SP1
Windows XP Pro x86 SP3
Windows XP Pro X64 (64-bit code) | SP3
Windows XP Pro x64 (32-bit code) | SP3

Web browsers

IBM® SPSS® Collaboration and Deployment Services 4.2 Web applications can be accessed
by the following browsers.

Browser Release Windows 7 |Vista XP Desktop Mac OSX
Linux
Internet Explorer IE8 Supported | Supported | Supported | Not Not
Supported | Supported
Internet Explorer IE7 Not Supported | Supported | Not Not
supported Supported | Supported
Mozilla Firefox 3.x Supported | Supported | Supported | Supported | Supported
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Browser Release Windows 7 |Vista XP Desktop Mac OSX
Linux
Mozilla Firefox 2.X Supported | Supported | Supported | Supported | Supported
Apple Safari 3.x Not Not Not Not Required
supported | Supported | Supported | Supported
Other requirements

Other software requirements include:

m i5/0S PASE —licensed program, Service Pack 5722SS1, Portable App Solutions Environment.
m |IBM Technology for VM (J9), Service Pack 57223V 1, option 8, J2SE 5.0 32-hit.

m  QShell environment.

The following PTF requirements are for IBM i V7R1 only:

PTF Group Description Level

SF99709 GROUP HIPER 5

SF99701 DB2 FOR IBM | 2

SF99572 JAVA 2

SF99364 WEBSPHERE APP SERVER 1
V6.1

SF99363 WEBSPHERE APP SERVER 1
V7.0

File system permissions

The user installing the repository must have the following permissions on the host system:
m  Write permissions to the repository installation directory and subdirectories.

m  Write permissions to the deployment and configuration directories and read and execute
permissions to other application server directories.

m |tisrecommended that the installing profile be granted QSECOFR or equivalent authority. At
aminimum, the profile must have the following special authorities: * ALLOBJ, * | OSYSCFG,
*SAVSYS *JOBCTL, and * SECADM.

Application servers

Before installing the repository, a supported J2EE application server or a server cluster must be
installed and accessible. The repository installation requires a connection to the application server
to deploy the necessary Web services and components. If the repository isreinstalled, it is strongly
recommended to use a new instance of the application server. It is also essentia to make sure the
latest versions of vendor patches have been applied to application server installations.
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The following table lists supported application servers.

o Operatin Java Environment

Application Server Stem |Sun [JRockit [HP-UX [IBM Azl | Open
JDK

IBM WebSphere 7 IBM i v5r4 15

IBM i vbrl 1.6

IBM i v7rl 16

IBM WebSphere 6.1 |IBM i v5r4 15

IBM i vbrl 16

IBM i v7rl 16

Whether or not the application server should be running during installation depends on the server.
m  For deployment into WebSphere, the application server should be running.

m  WebSphere 7 requires Fix Pack 7 to be applied.

m  Configuring single sign-on for the repository running on WebSphere 6.1 requires Fix Pack 19.

For additional information on installing an application server, refer to the vendor documentation.

Databases

Beforeinstalling the repository, a database must be running and accessible. Repository installation
requires a connection to the database to establish the necessary control tables and infrastructure.
The following table lists supported repository databases.

Vendor Database Release Version

IBM DB2/400 v7rl (embedded in OS)
IBM DB2/400 vérl (embedded in OS)
IBM DB2/400 v5r4 (embedded in OS)
Notes:

m For DB2IBM i, DB2 XML Extender package must be enabled.

Database permissions

The user must also have the following general permissions to the database to perform the install
and initial startup of the repository:

Create session
Create table
Drop table
Create view
Drop view
Create function

Create procedure
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Select

Insert

Update

Delete

Execute procedure

DB2 configuration

When using an IBM i embedded DB2 database, you must create the database collection prior to
the repository installation.

IBM Corp. products compatibility

The system is compatible with the following versions of IBM Corp. applications.

Table 3-2

Supported versions of IBM Corp. applications

IBM Corp. Product Version
IBM® SPSS® Modeler 14, 14.1
IBM® SPSS® Statistics 18, 19
IBM® SPSS® Decision Management 6, 6.1
IBM® ShowCase® 9
IBM® SPSS® Data Collection 5.6, 6

SPSS Statistics client, SPSS Modeler client, and ShowCase clients are not required for use of
IBM® SPSS® Collaboration and Deployment Services. However, these applications offer
interfaces for using the IBM® SPSS® Collaboration and Deployment Services Repository to store
and retrieve objects. The server versions of these products are required if jobs containing SPSS
Statistics syntax, SPSS Modeler streams, or ShowCase files/sets will be executed.

By default, the repository is installed without adapters for other IBM Corp. products and users
must install the adapter packages corresponding to their versions of products. The packages are
included on the products’ distribution media and installed with IBM® SPSS® Collaboration and
Deployment Services Package Manager. For more information, see the topic Repository package
management in Chapter 11 on p. 67.

Virtualization

IBM® SPSS® Collaboration and Deployment Services server or client components can be
deployed into virtualized environments provided by third-party software. For example, in order
to simplify deployment of a development or testing environment, a system administrator can
configure a virtual server on which to install the repository. The virtual machines hosting

IBM SPSS Collaboration and Deployment Services components must meet minimum system
requirements. For more information, see the topic Provisioning the system on p. 10.
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Table 3-3
Supported virtualized environments
Vendor Product Version Edition Server or Client
Virtualization
VMWare V Sphere 4.0 Server
VMWare ESX Server 35 Server
Microsoft Windows Terminal | Windows 2008 Client
Services Server
Microsoft Windows Terminal | Windows 2003 R2 Client
Services Server
Microsoft Windows Terminal | Windows 2003 Client
Services Server
Citrix XenApp 5.0 Enterprise Client
Citrix XenApp 50 Advanced Client
Citrix XenApp 5.0 Standard Client
Citrix Presentation Server | 4.5 Enterprise Client
Citrix Presentation Server | 4.5 Advanced Client
Citrix Presentation Server | 4.5 Standard Client

Assuming that the configured virtualized environment meets the minimum system requirements,
no performance degradation IBM SPSS Collaboration and Deployment Services server or client
installations is expected. It isimportant to note, however, that virtualized systems might share
available physical resources, and resource contention on systems with a heavy processing load
can cause performance degradation of the hosted IBM SPSS Collaboration and Deployment
Services installations.

Installing the repository

The installation involves:
Copying the necessary files from the distribution disk to the target computer.

Deploying the repository into an application server for general use and configuring the database.
Deployment is performed by the setup utility.

This can be accomplished by using either the graphical installation wizard or a command line
equivalent. Environments without a graphical interface must use the command line approach.

Command line installation

Before beginning the repository installation, you must create and start the WebSphere instance for
the application. To create a WebSphere instance, execute commands similar to the following in
IBM i QShell environment.

gsh

cd /QIBM/ProdData/WebSphere/AppServer/V61/Base/bin

./manageprofiles -create -profileName <profile name> -templatePath /QIBM/ProdData/WebSphere/AppServer/V61/
Base/profileTemplates/default -startingPort <port number> -enableAdminSecurity false -validatePorts

-profilePath /QIBM/UserData/\WWebSphere/AppServer/V61/Base/profiles/<profile name>
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Note: In command line examples ‘Base’ in the paths must be substituted with * Express' if the
Express version of WebSphere 6.1 application server is used. <Profile name> corresponds to the
WebSphere instance name.

IBM Technology for VM (J9) is required to run the repository on IBM i. Configure the profile to
use 9 Java environment with the following command:

JenableJVM -jvm std32 -profile <profile name>
To start the instance:

cd /QIBM/UserData/WehSphere/AppServer/V61/Base/profiles/<profile name>/bin
JstartServer <profile name>

For more information, see WebSphere documentation. It can also be accessed at
http: //publib.boul der.ibm.convinfocenter/wasi nfo/v6r 1/index.jsp.

To install the repository on IBM i:

In QShell environment, copy /Server/IBMi directory of Disk 1 to an arbitrary locationin IBM i IFS.
cp-R/QOPT/CADS_4_2/Server/IBMi /temp

Execute install.gsh.

/temp/install.qsh

Follow the instructions that appear on the screen. When the initial installation is completed, the
setup utility must be launched to deploy repository files into the application server and configure
the repository database. For more information, see the topic Setup on p. 17.

Notes:
m  Theof the VM for therepository installation must point to VM used by the application server.

Silent installation

>

>

>

Silent mode enables the installation without any user interaction. Installation parameters are
specified as a properties file. This feature can be used to automate the application installation in
large network environments. The installation Disk 1 includes a properties file to enable a silent
installation: /Administration/Server/SlentlnstallOptions.

How to use the options file:
Copy the options file from the DVD to the file system.
Open the copied options file in a text editor.

Change the options as needed. Some options require a string value, while others that correspond to
choicesin the installer can be set to 0 (off) or 1 (on).


http://publib.boulder.ibm.com/infocenter/wasinfo/v6r1/index.jsp
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To perform a silent installation:
Execute the installation program from the command line with the following parameters:

install -i silent -f "<properties file path>"

You can use the direct or the relative propertiesfile path. If no path is specified, the propertiesfile
must be located in the same directory as the installation program.

Note: Silent installation does not automatically launch IBM® SPSS® Collaboration and
Deployment Services Setup. It must be started manually after the installation is completed.

IBM® SPSS® Collaboration and Deployment Services Setup deploys the installation files into
the application server, modifies the application server settings, and configures the repository
database after the initial installation is completed.
Setup must be run in the following cases:
m |nitia repository installation.
m  Migration to different hardware. For more information, see the topic Migration in Chapter 4
onp. 23.
Migration to a different application server or database.
Upgrade to adifferent version of the repository. For more information, see the topic Upgrading
the repository on p. 21.

m  Master database password change. For more information, see the topic Changing master
database password on p. 21.

For an aready existing repository installation, any customizations made to the application server
settings, such as Java option, memory setting, etc., will be overwritten by setup. In order to
preserve customizations, the application server configuration files must be backed up.

To launch setup, execute the script in <repository installation directory>/setup/.

Jclisetup.gsh

Command line setup prompts for the following information. Most fields have default values
shown in sgquare brackets. Pressing Enter will accept the default value. Although passwords are
echoed on-screen as typed, they are saved in encrypted form. At any time, typing \restart and
pressing Enter (or Return) will return to the initial installation screen.
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>

Security.Keystore location. The location of the repository keystore. The keystore is an encrypted
file that contains the key for decrypting the passwords used by the repository, such as the
repository administration password, the database access password, €etc.

Important! If the keystore file is lost, none of the passwords can be decrypted and the system
becomes unusable and must be reinstalled. Therefore, it is recommended that backup copies
of the keystore file be maintained.

Environment Type. Select the environment type for the repository installation: standalone
application server or application server cluster.

Application server. Only WebSphere application server can be selected.

IBM WebSphere.Port. For standalone installations only, the port number on which the application
server runs. Refer to the AboutThisProfile.txt file in your WebSphere instance logs directory for
the HTTP port.

IBM WebSphere.Profile Directory. For standalone installations,
the directory where WebSphere profile is stored, for example,
/QIBM/User Data/WWebSphere/ AppSer ver /V61/Base/ profil es/Profil eName.

IBM WebSphere.Server Admin User ID. For standalone installations, your IBM i user profile name.

IBM WebSphere.Server Admin Password. For standalone installations, the password for the
specified user.

Note: The user profile name and password are not validated by the installation. To avoid
post-installation problems, you must verify that valid values have been specified.

IBM WebSphere. SOAP Connector Address Port. For standalone installations, the port number used
by WebSphere for incoming SOAP requests viaHTTP,

IBM WebSphere.Server. For standalone installations, the name of the WebSphere instance.

IBM WebSphere.node. For standalone installations, the name of the WebSphere node. Use the
format: IBM iSystemName_WebSpherelnstanceName.

IBM WehSphere.cell. For standalone installations, the WebSphere cell containing the node. The
name of the WebSphere node. Use the format: IBM_iSystemName_WebSpherelnstanceName.

Clustered Application Server.WebSphere Cluster <Version>.0utput Directory. For clustered
installations, the directory where repository fileswill be installed. The location must be accessible
to al serversin the cluster, for example as a mapped or mounted disk drive.

Clustered Application Server.WebSphere Cluster <Version>.Load Balanacer URL. For clustered
installations, the address of the load balancer. Userswill be accessing the repository at this address.

Clustered Application Server.WebSphere Cluster <Version>.Cluster Name. For clustered installations,
the name of the WebSphere cluster.
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Clustered Application Server.WebSphere Cluster <Version>.Secure HTTP/SOAP Communication
Between Components For clustered installations, specifies that communication between nodesin
the cluster will be secure.

Important! Deploying the repository into an application server cluster includes a number of
additional configuration steps. For more information, see the topic Clustering in Chapter 6 on
p. 3L

Select Database. The database to be used to store the repository objects.
IBM DB2 for System i.Host. Host name or |P address of the database server.

IBM DB2 for System i.Username. Account used to connect to the database. Enter your IBM i user
profile name. This user must have rights to modify the selected database.

IBM DB2 for System i.Password. Password for the specified database user.

Note: The database user name and password are not validated by the installation. To avoid
post-installation problems, you must verify that valid values have been specified.

IBM DB2 for System i.Library. The name of the library collection to be used to store repository
objects. If the library does not exist, it will be created.

System i user profile the application server runs under. IBM i user under whose profile WebSphere
instance is started. It is recommended to accept the default value of QEJBSVR.

Preserve User Data. Select either 1 to preserve the objects that already exist in the repository
or 2 to discard the objects.

m  Preserve. Select either preserve.PES UserID (in administrator role) to enter a user 1D for
your the repository administrator or preserve.PES User Password to enter a password for
the administrator user ID.

m Discard. Select discard.Password for admin user to enter a password for the default admin
user ID

Component.Email Notification Information.Email server. Name or |P address of the server used
for outgoing e-mail.

Component.Email Notification Information.Sender’s email address. A valid address for the default
e-mail sender.

Is this 0K? Select 1 to confirm the entered values and begin repository installation. Select 2 if you
would like to go back and specify different values.

After the setup is completed, the WebSphere instance must be stopped and restarted by executing
QShell commands similar to the following:

cd /QIBM/UserData/WebSphere/AppServer/V61/Base/profiles/<profile name>/bin
JstopServer <profile name>
JstartServer <profile name>
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Setup notes

m  Refer to the AboutThisProfile.txt file in your WebSphere instance logs directory for
the HTTP port configuration information. This file can be found in
/qibm/userdata/websphere/appser ver/v61/Base/ Express/profiles/instance_name/logs/ About ThisProfil e.txt.
The information can aso be accessed through WebSphere administration Web console at
http://<server name>:<administration console port number>/ibm/console/.

m  The setup progressis recorded in <repository installation directory>/setup/l og/setup.l og.

m  The parameter values specified during setup are saved in <repository installation
directory>/platform/setupinfo.xml and will be used if setup is rerun.

Configuring repository autostart

WebSphere Application Server runs in its own subsystem, called QWAS61, which is installed
with the application server. To configure application servers to start automatically when the
QWASB1 subsystem starts:

Give your user profile authority to the QWAS61/QWASJOBD job description and QWAS61/QWAS61
subsystem description.

For each profile, create a duplicate of the job description used by WebSphere Application Server
profiles. Use the following command on the command line:

CRTDUPOBJ 0OBJ(QWASJOBD) FROMLIB(QWAS61) OBJTYPE(*JOBD) TOLIB(mywasjobd) NEWOBJ(myserv)

Use the CHGJOBD command to change the newly created job description such that the Request
data or command (RQSDTA) field starts the new server. For example, to start the default profile's
application server (serverl) when the subsystem is started, set the RQSDTA field as follows:

'QSYS/CALL PGM(product_library/QWASSTRSVR) PARM("-profilePath" "user_data_root/profiles/default"
"-server“server1")’

Add an autostart job entry to the QWA S61/QWA S61 subsystem. Enter the following command
from the CL command line:

ADDAJE SBSD(QWAS61/QWAS61) JOB(myserv) JOBD(mywasjobd/myserv)

Optional: Configure the system such that the QWAS61 subsystem starts during system startup.
To enable automatic startup, add the following line to the system startup program: STRSBS
QWAS61/QWASG61.

Note: The system startup program is defined by the QSTRUPPGM system value. TCP/IP must
be active before WebSphere Application Server subsystem can start. Ensure that the STRTCP
command runs before the STRSBS QWAS61/QWAS61 command in your startup program or

in your autostart job.
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Changing master database password

For security reasons, it may be necessary to change the master database password following
repository installation. In such cases the password used by the repository for database access
must also be changed. IBM® SPSS® Collaboration and Deployment Services Password Utility
can be used in GUI or command line made.

4. RunIBM® SPSS® Collaboration and Deployment Services Setup. For more information, see
Setup on p. 17

To run the passwor