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Chapter 1. About IBM SPSS Modeler

IBM® SPSS® Modeler is a set of data mining tools that enable you to quickly develop predictive models
using business expertise and deploy them into business operations to improve decision making. Designed
around the industry-standard CRISP-DM model, IBM SPSS Modeler supports the entire data mining
process, from data to better business results.

IBM SPSS Modeler offers a variety of modeling methods taken from machine learning, artificial
intelligence, and statistics. The methods available on the Modeling palette allow you to derive new
information from your data and to develop predictive models. Each method has certain strengths and is
best suited for particular types of problems.

SPSS Modeler can be purchased as a standalone product, or used as a client in combination with SPSS
Modeler Server. A number of additional options are also available, as summarized in the following
sections. For more information, see |https://www.ibm.com /analytics/us/en/technology /spss/|

IBM SPSS Modeler Products

The IBM SPSS Modeler family of products and associated software comprises the following.

* IBM SPSS Modeler

* IBM SPSS Modeler Server

* IBM SPSS Modeler Administration Console (included with IBM SPSS Deployment Manager)
* IBM SPSS Modeler Batch

* IBM SPSS Modeler Solution Publisher

* IBM SPSS Modeler Server adapters for IBM SPSS Collaboration and Deployment Services

IBM SPSS Modeler

SPSS Modeler is a functionally complete version of the product that you install and run on your personal
computer. You can run SPSS Modeler in local mode as a standalone product, or use it in distributed
mode along with IBM SPSS Modeler Server for improved performance on large data sets.

With SPSS Modeler, you can build accurate predictive models quickly and intuitively, without
programming. Using the unique visual interface, you can easily visualize the data mining process. With
the support of the advanced analytics embedded in the product, you can discover previously hidden
patterns and trends in your data. You can model outcomes and understand the factors that influence
them, enabling you to take advantage of business opportunities and mitigate risks.

SPSS Modeler is available in two editions: SPSS Modeler Professional and SPSS Modeler Premium. See
the topic ['IBM SPSS Modeler Editions” on page 2| for more information.

IBM SPSS Modeler Server

SPSS Modeler uses a client/server architecture to distribute requests for resource-intensive operations to
powerful server software, resulting in faster performance on larger data sets.

SPSS Modeler Server is a separately-licensed product that runs continually in distributed analysis mode
on a server host in conjunction with one or more IBM SPSS Modeler installations. In this way, SPSS
Modeler Server provides superior performance on large data sets because memory-intensive operations
can be done on the server without downloading data to the client computer. IBM SPSS Modeler Server
also provides support for SQL optimization and in-database modeling capabilities, delivering further
benefits in performance and automation.

© Copyright IBM Corporation 1994, 2017 1
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IBM SPSS Modeler Administration Console

The Modeler Administration Console is a graphical user interface for managing many of the SPSS
Modeler Server configuration options, which are also configurable by means of an options file. The
console is included in IBM SPSS Deployment Manager, can be used to monitor and configure your SPSS
Modeler Server installations, and is available free-of-charge to current SPSS Modeler Server customers.
The application can be installed only on Windows computers; however, it can administer a server
installed on any supported platform.

IBM SPSS Modeler Batch

While data mining is usually an interactive process, it is also possible to run SPSS Modeler from a
command line, without the need for the graphical user interface. For example, you might have
long-running or repetitive tasks that you want to perform with no user intervention. SPSS Modeler Batch
is a special version of the product that provides support for the complete analytical capabilities of SPSS
Modeler without access to the regular user interface. SPSS Modeler Server is required to use SPSS
Modeler Batch.

IBM SPSS Modeler Solution Publisher

SPSS Modeler Solution Publisher is a tool that enables you to create a packaged version of an SPSS
Modeler stream that can be run by an external runtime engine or embedded in an external application. In
this way, you can publish and deploy complete SPSS Modeler streams for use in environments that do
not have SPSS Modeler installed. SPSS Modeler Solution Publisher is distributed as part of the IBM SPSS
Collaboration and Deployment Services - Scoring service, for which a separate license is required. With
this license, you receive SPSS Modeler Solution Publisher Runtime, which enables you to execute the
published streams.

For more information about SPSS Modeler Solution Publisher, see the IBM SPSS Collaboration and
Deployment Services documentation. The IBM SPSS Collaboration and Deployment Services Knowledge
Center contains sections called "IBM SPSS Modeler Solution Publisher" and "IBM SPSS Analytics Toolkit."

IBM SPSS Modeler Server Adapters for IBM SPSS Collaboration and
Deployment Services

A number of adapters for IBM SPSS Collaboration and Deployment Services are available that enable
SPSS Modeler and SPSS Modeler Server to interact with an IBM SPSS Collaboration and Deployment
Services repository. In this way, an SPSS Modeler stream deployed to the repository can be shared by

multiple users, or accessed from the thin-client application IBM SPSS Modeler Advantage. You install the
adapter on the system that hosts the repository.

IBM SPSS Modeler Editions

SPSS Modeler is available in the following editions.
SPSS Modeler Professional

SPSS Modeler Professional provides all the tools you need to work with most types of structured data,
such as behaviors and interactions tracked in CRM systems, demographics, purchasing behavior and
sales data.

SPSS Modeler Premium
SPSS Modeler Premium is a separately-licensed product that extends SPSS Modeler Professional to work

with specialized data and with unstructured text data. SPSS Modeler Premium includes IBM SPSS
Modeler Text Analytics:
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IBM SPSS Modeler Text Analytics uses advanced linguistic technologies and Natural Language
Processing (NLP) to rapidly process a large variety of unstructured text data, extract and organize the key
concepts, and group these concepts into categories. Extracted concepts and categories can be combined
with existing structured data, such as demographics, and applied to modeling using the full suite of IBM
SPSS Modeler data mining tools to yield better and more focused decisions.

IBM SPSS Modeler documentation

Documentation is available from the Help menu in SPSS Modeler. This opens the SPSS Modeler
Knowledge Center, which is publicly available outside the product.

Complete documentation for each product (including installation instructions) is also available in PDF
format, in a separate compressed folder, as part of the product download. Or the PDF documents can be
downloaded from the web at |http:/ /www.ibm.com/support/docview.wss?uid=swg27046871|

SPSS Modeler Professional Documentation
The SPSS Modeler Professional documentation suite (excluding installation instructions) is as follows.

* IBM SPSS Modeler User's Guide. General introduction to using SPSS Modeler, including how to build
data streams, handle missing values, build CLEM expressions, work with projects and reports, and
package streams for deployment to IBM SPSS Collaboration and Deployment Services or IBM SPSS
Modeler Advantage.

* IBM SPSS Modeler Source, Process, and Output Nodes. Descriptions of all the nodes used to read,
process, and output data in different formats. Effectively this means all nodes other than modeling
nodes.

* IBM SPSS Modeler Modeling Nodes. Descriptions of all the nodes used to create data mining
models. IBM SPSS Modeler offers a variety of modeling methods taken from machine learning,
artificial intelligence, and statistics.

* IBM SPSS Modeler Applications Guide. The examples in this guide provide brief, targeted
introductions to specific modeling methods and techniques. An online version of this guide is also
available from the Help menu. See the topic [“Application examples” on page 4| for more information.

+ IBM SPSS Modeler Python Scripting and Automation. Information on automating the system
through Python scripting, including the properties that can be used to manipulate nodes and streams.

* IBM SPSS Modeler Deployment Guide. Information on running IBM SPSS Modeler streams as steps
in processing jobs under IBM SPSS Deployment Manager.

* IBM SPSS Modeler CLEF Developer's Guide. CLEF provides the ability to integrate third-party
programs such as data processing routines or modeling algorithms as nodes in IBM SPSS Modeler.

+ IBM SPSS Modeler In-Database Mining Guide. Information on how to use the power of your
database to improve performance and extend the range of analytical capabilities through third-party
algorithms.

* IBM SPSS Modeler Server Administration and Performance Guide. Information on how to configure
and administer IBM SPSS Modeler Server.

+ IBM SPSS Deployment Manager User Guide. Information on using the administration console user
interface included in the Deployment Manager application for monitoring and configuring IBM SPSS
Modeler Server.

* IBM SPSS Modeler CRISP-DM Guide. Step-by-step guide to using the CRISP-DM methodology for
data mining with SPSS Modeler.

* IBM SPSS Modeler Batch User's Guide. Complete guide to using IBM SPSS Modeler in batch mode,
including details of batch mode execution and command-line arguments. This guide is available in
PDF format only.

SPSS Modeler Premium Documentation

The SPSS Modeler Premium documentation suite (excluding installation instructions) is as follows.
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* SPSS Modeler Text Analytics User's Guide. Information on using text analytics with SPSS Modeler,
covering the text mining nodes, interactive workbench, templates, and other resources.

Application examples

While the data mining tools in SPSS Modeler can help solve a wide variety of business and
organizational problems, the application examples provide brief, targeted introductions to specific
modeling methods and techniques. The data sets used here are much smaller than the enormous data
stores managed by some data miners, but the concepts and methods that are involved are scalable to
real-world applications.

To access the examples, click Application Examples on the Help menu in SPSS Modeler.

The data files and sample streams are installed in the Demos folder under the product installation
directory. For more information, see [“Demos Folder.”|

Database modeling examples. See the examples in the IBM SPSS Modeler In-Database Mining Guide.

Scripting examples. See the examples in the IBM SPSS Modeler Scripting and Automation Guide.

Demos Folder

The data files and sample streams that are used with the application examples are installed in the Demos
folder under the product installation directory (for example: C:\Program Files\IBM\SPSS\Modeler\
<version>\Demos). This folder can also be accessed from the IBM SPSS Modeler program group on the
Windows Start menu, or by clicking Demos on the list of recent directories in the File > Open Stream
dialog box.

License tracking

When you use SPSS Modeler, license usage is tracked and logged at regular intervals. The license metrics
that are logged are AUTHORIZED_USER and CONCURRENT_USER, and the type of metric that is
logged depends on the type of license that you have for SPSS Modeler.

The log files that are produced can be processed by the IBM License Metric Tool, from which you can
generate license usage reports.

The license log files are created in the same directory where SPSS Modeler Client log files are recorded
(by default, SALLUSERSPROFILE%/IBM/SPSS/Modeler/<version>/10g).
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Chapter 2. IBM SPSS Modeler Overview

Getting Started

As a data mining application, IBM SPSS Modeler offers a strategic approach to finding useful
relationships in large data sets. In contrast to more traditional statistical methods, you do not necessarily
need to know what you are looking for when you start. You can explore your data, fitting different
models and investigating different relationships, until you find useful information.

Starting IBM SPSS Modeler

To start the application, click:
Start > [All] Programs > IBM SPSS Modeler <version> > IBM SPSS Modeler <version>

The main window is displayed after a few seconds.
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Figure 1. IBM SPSS Modeler main application window

Auto Data Prep

Launching from the Command Line
You can use the command line of your operating system to launch IBM SPSS Modeler as follows:
1. On a computer where IBM SPSS Modeler is installed, open a DOS, or command-prompt, window.
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2. To launch the IBM SPSS Modeler interface in interactive mode, type the modelerclient command
followed by the required arguments; for example:

modelerclient -stream report.str -execute

The available arguments (flags) allow you to connect to a server, load streams, run scripts, or specify
other parameters as needed.

Connecting to IBM SPSS Modeler Server

IBM SPSS Modeler can be run as a standalone application, or as a client connected to IBM SPSS Modeler
Server directly or to an IBM SPSS Modeler Server or server cluster through the Coordinator of Processes
plug-in from IBM SPSS Collaboration and Deployment Services. The current connection status is
displayed at the bottom left of the IBM SPSS Modeler window.

Whenever you want to connect to a server, you can manually enter the server name to which you want
to connect or select a name that you have previously defined. However, if you have IBM SPSS
Collaboration and Deployment Services, you can search through a list of servers or server clusters from
the Server Login dialog box. The ability to browse through the Statistics services running on a network is
made available through the Coordinator of Processes.

To Connect to a Server

1. On the Tools menu, click Server Login. The Server Login dialog box opens. Alternatively, double-click
the connection status area of the IBM SPSS Modeler window.

2. Using the dialog box, specify options to connect to the local server computer or select a connection
from the table.

* Click Add or Edit to add or edit a connection. See the topic [“Adding and Editing the IBM SPSS|
[Modeler Server Connection” on page 7|for more information.

* Click Search to access a server or server cluster in the Coordinator of Processes. See the topic
[‘Searching for Servers in IBM SPSS Collaboration and Deployment Services” on page 7| for more
information.

Server table. This table contains the set of defined server connections. The table displays the default
connection, server name, description, and port number. You can manually add a new connection, as
well as select or search for an existing connection. To set a particular server as the default connection,
select the check box in the Default column in the table for the connection.

Default data path. Specify a path used for data on the server computer. Click the ellipsis button (...)
to browse to the required location.

Set Credentials. Leave this box unchecked to enable the single sign-on feature, which attempts to log
you in to the server using your local computer username and password details. If single sign-on is
not possible, or if you check this box to disable single sign-on (for example, to log in to an
administrator account), the following fields are enabled for you to enter your credentials.

User ID. Enter the user name with which to log on to the server.
Password. Enter the password associated with the specified user name.

Domain. Specify the domain used to log on to the server. A domain name is required only when the
server computer is in a different Windows domain than the client computer.

3. Click OK to complete the connection.

To Disconnect from a Server

1. On the Tools menu, click Server Login. The Server Login dialog box opens. Alternatively, double-click
the connection status area of the IBM SPSS Modeler window.

2. In the dialog box, select the Local Server and click OK.
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Adding and Editing the IBM SPSS Modeler Server Connection

You can manually edit or add a server connection in the Server Login dialog box. By clicking Add, you
can access an empty Add/Edit Server dialog box in which you can enter server connection details. By
selecting an existing connection and clicking Edit in the Server Login dialog box, the Add/Edit Server
dialog box opens with the details for that connection so that you can make any changes.

Note: You cannot edit a server connection that was added from IBM SPSS Collaboration and Deployment
Services, since the name, port, and other details are defined in IBM SPSS Collaboration and Deployment
Services. Best practice dictates that the same ports should be used to communicate with both IBM SPSS
Collaboration and Deployment Services and SPSS Modeler Client. These can be set as max_server_port
and min_server_port in the options.cfg file.

To Add Server Connections
1. On the Tools menu, click Server Login. The Server Login dialog box opens.
2. In this dialog box, click Add. The Server Login Add/Edit Server dialog box opens.

3. Enter the server connection details and click OK to save the connection and return to the Server
Login dialog box.
* Server. Specify an available server or select one from the list. The server computer can be identified by

an alphanumeric name (for example, myserver) or an IP address assigned to the server computer (for
example, 202.123.456.78).

* Port. Give the port number on which the server is listening. If the default does not work, ask your
system administrator for the correct port number.

* Description. Enter an optional description for this server connection.

* Ensure secure connection (use SSL). Specifies whether an SSL (Secure Sockets Layer) connection
should be used. SSL is a commonly used protocol for securing data sent over a network. To use this
feature, SSL must be enabled on the server hosting IBM SPSS Modeler Server. If necessary, contact your
local administrator for details.

To Edit Server Connections
1. On the Tools menu, click Server Login. The Server Login dialog box opens.

2. In this dialog box, select the connection you want to edit and then click Edit. The Server Login
Add/Edit Server dialog box opens.

3. Change the server connection details and click OK to save the changes and return to the Server Login
dialog box.

Searching for Servers in IBM SPSS Collaboration and Deployment Services

Instead of entering a server connection manually, you can select a server or server cluster available on the
network through the Coordinator of Processes, available in IBM SPSS Collaboration and Deployment
Services. A server cluster is a group of servers from which the Coordinator of Processes determines the
server best suited to respond to a processing request.

Although you can manually add servers in the Server Login dialog box, searching for available servers
lets you connect to servers without requiring that you know the correct server name and port number.

This information is automatically provided. However, you still need the correct logon information, such
as username, domain, and password.

Note: If you do not have access to the Coordinator of Processes capability, you can still manually enter the
server name to which you want to connect or select a name that you have previously defined. See the
topic [“Adding and Editing the IBM SPSS Modeler Server Connection”| for more information.

To search for servers and clusters
1. On the Tools menu, click Server Login. The Server Login dialog box opens.
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2. In this dialog box, click Search to open the Search for Servers dialog box. If you are not logged on to
IBM SPSS Collaboration and Deployment Services when you attempt to browse the Coordinator of
Processes, you will be prompted to do so.

3. Select the server or server cluster from the list.
4. Click OK to close the dialog box and add this connection to the table in the Server Login dialog box.

Connecting to Analytic Server

If you have multiple Analytic Servers available, you can use the Analytic Server Connection dialog to
define more than one server for use in IBM SPSS Modeler. Your administrator may have already set up a
default Analytic Server in the <Modeler_install_path>/config/options.cfg file. But you can also use
other available servers after defining them. For example, when using the Analytic Server Source and
Export nodes, you may want to use different Analytic Server connections in different branches of a
stream so that when each branch runs it uses its own Analytic Server and no data will be pulled to the
IBM SPSS Modeler Server. Note that if a branch contains more than one Analytic Server connection, the
data will be pulled from the Analytic Servers to the IBM SPSS Modeler Server. For more information,
including restrictions, see |[Analytic Server stream properties|

To create a new Analytic Server connection, go to Tools > Analytic Server Connections and provide the
required information in the following sections of the dialog.

Connection

URL. Type the URL for the Analytic Server in the format https://hostname:port/contextroot, where
hostname is the IP address or host name of the Analytic Server, port is its port number, and contextroot
is the context root of the Analytic Server.

Tenant. Type the name of the tenant that the IBM SPSS Modeler Server is a member of. Contact your
administrator if you don't know the tenant.

Authentication

Mode. Select from the following authentication modes.
* Username and password requires you to enter the username and password.

* Stored credential requires you to select a credential from the IBM SPSS Collaboration and Deployment
Services Repository.

* Kerberos requires you to enter the service principal name and the config file path. Contact your
administrator if you don't know this information.

Username. Type the Analytic Server username.
Password. Type the Analytic Server password.
Connect. Click Connect to test the new connection.
Connections

After specifying the information above and clicking Connect, the connection will be added to this
Connections table. If you need to remove a connection, select it and click Remove.

If your administrator defined a default Analytic Server connection in the options.cfg file, you can click

Add default connection to add it to your available connections also. You will be prompted for the
username and password.
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Changing the temp directory

Some operations performed by IBM SPSS Modeler Server may require temporary files to be created. By
default, IBM SPSS Modeler uses the system temporary directory to create temp files. You can alter the
location of the temporary directory using the following steps.

1. Create a new directory called spss and subdirectory called servertemp.

2. Edit options.cfg, located in the /config directory of your IBM SPSS Modeler installation directory. Edit
the temp_directory parameter in this file to read: temp_directory, "C:/spss/servertemp".

3. After doing this, you must restart the IBM SPSS Modeler Server service. You can do this by clicking
the Services tab on your Windows Control Panel. Just stop the service and then start it to activate the
changes you made. Restarting the machine will also restart the service.

All temp files will now be written to this new directory.

Note:
¢ Forward slashes must be used.

e The temp_directory setting does not apply when running Evaluation streams via IBM SPSS
Collaboration and Deployment Services jobs. When you run such a job, a temporary file is created. By
default, the file is saved to the IBM SPSS Modeler Server installation directory. You can change the
default data folder that the temp files are saved to when you create the IBM SPSS Modeler Server
connection in IBM SPSS Modeler.

Starting Multiple IBM SPSS Modeler Sessions

If you need to launch more than one IBM SPSS Modeler session at a time, you must make some changes
to your IBM SPSS Modeler and Windows settings. For example, you may need to do this if you have two
separate server licenses and want to run two streams against two different servers from the same client
machine.

To enable multiple IBM SPSS Modeler sessions:
1. Click:
Start > [All] Programs > IBM SPSS Modeler
2. On the IBM SPSS Modeler 18.1 shortcut (the one with the icon), right-click and select Properties.
In the Target text box, add -noshare to the end of the string.

w

4. In Windows Explorer, select:
Tools > Folder Options...
5. On the File Types tab, select the IBM SPSS Modeler Stream option and click Advanced.
6. In the Edit File Type dialog box, select Open with IBM SPSS Modeler and click Edit.
7. In the Application used to perform action text box, add -noshare before the -stream argument.

IBM SPSS Modeler Interface at a Glance

At each point in the data mining process, the easy-to-use IBM SPSS Modeler interface invites your
specific business expertise. Modeling algorithms, such as prediction, classification, segmentation, and
association detection, ensure powerful and accurate models. Model results can easily be deployed and
read into databases, IBM SPSS Statistics, and a wide variety of other applications.

Working with IBM SPSS Modeler is a three-step process of working with data.
* First, you read data into IBM SPSS Modeler.

* Next, you run the data through a series of manipulations.

* Finally, you send the data to a destination.
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This sequence of operations is known as a data stream because the data flows record by record from the
source through each manipulation and, finally, to the destination--either a model or type of data output.

@ —-®—|

War. File Derive Select Tahle

Figure 2. A simple stream

IBM SPSS Modeler Stream Canvas

The stream canvas is the largest area of the IBM SPSS Modeler window and is where you will build and
manipulate data streams.
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Figure 3. IBM SPSS Modeler workspace (default view)

Streams are created by drawing diagrams of data operations relevant to your business on the main
canvas in the interface. Each operation is represented by an icon or node, and the nodes are linked
together in a stream representing the flow of data through each operation.

You can work with multiple streams at one time in IBM SPSS Modeler, either in the same stream canvas

or by opening a new stream canvas. During a session, streams are stored in the Streams manager, at the
upper right of the IBM SPSS Modeler window.
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Note: If using a MacBook with the built-in trackpad's Force Click and haptic feedback setting enabled,
dragging and dropping nodes from the nodes palette to the stream canvas can result in duplicate nodes
being added to the canvas. To avoid this issue, we recommend disabling the Force Click and haptic
feedback trackpad system preference.

Nodes Palette

Most of the data and modeling tools in SPSS Modeler are available from the Nodes Palette, across the
bottom of the window below the stream canvas.

For example, the Record Ops palette tab contains nodes that you can use to perform operations on the
data records, such as selecting, merging, and appending.

To add nodes to the canvas, double-click icons from the Nodes Palette or drag them onto the canvas. You
then connect them to create a stream, representing the flow of data.

2 Favorites @ Sources ‘@ Record Ops | @ Field Ops | A Graphs @ Modeling M Output M Export @ BM® SPSS® Statistics | S} Python

> @ > @ B 0 © i T b
Sslect Sample Sort Balance Distinct Aggregate RFM Aggregate  Merge  Append  Streaming TS Space-Time-Boxes Streaming TCM  Extension Transform  CFLEX Optimization

Figure 4. Record Ops tab on the nodes palette

Each palette tab contains a collection of related nodes used for different phases of stream operations, such

as:

* Sources nodes bring data into SPSS Modeler.

* Record Ops nodes perform operations on data records, such as selecting, merging, and appending.

* Field Ops nodes perform operations on data fields, such as filtering, deriving new fields, and
determining the measurement level for given fields.

* Graphs nodes graphically display data before and after modeling. Graphs include plots, histograms,
web nodes, and evaluation charts.

* Modeling nodes use the modeling algorithms available in SPSS Modeler, such as neural nets, decision
trees, clustering algorithms, and data sequencing.

* Database Modeling nodes use the modeling algorithms available in Microsoft SQL Server, IBM DB2,
and Oracle and Netezza databases.

* Output nodes produce various output for data, charts, and model results that can be viewed in SPSS
Modeler.

* Export nodes produce various output that can be viewed in external applications, such as IBM SPSS
Data Collection or Excel.

+ IBM SPSS Statistics nodes import data from, or export data to, IBM SPSS Statistics, as well as running
IBM SPSS Statistics procedures.

* Python nodes can be used to run Python algorithms.

As you become more familiar with SPSS Modeler, you can customize the palette contents for your own
use.

On the left side of the Nodes Palette, you can filter the nodes that display by selecting Supervised,
Association, or Segmentation.

Located below the Nodes Palette, a report pane provides feedback on the progress of various operations,
such as when data is being read into the data stream. Also located below the Nodes Palette, a status pane
provides information on what the application is currently doing, as well as indications of when user
feedback is required.
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Note: If using a MacBook with the built-in trackpad's Force Click and haptic feedback setting enabled,
dragging and dropping nodes from the nodes palette to the stream canvas can result in duplicate nodes
being added to the canvas. To avoid this issue, we recommend disabling the Force Click and haptic
feedback trackpad system preference.

IBM SPSS Modeler Managers

At the top right of the window is the managers pane. This has three tabs, which are used to manage
streams, output and models.

You can use the Streams tab to open, rename, save, and delete the streams created in a session.

Figure 5. Streams tab
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Figure 6. Outputs tab

The Outputs tab contains a variety of files, such as graphs and tables, produced by stream operations in
IBM SPSS Modeler. You can display, save, rename, and close the tables, graphs, and reports listed on this
tab.
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Figure 7. Models tab containing model nuggets

The Models tab is the most powerful of the manager tabs. This tab contains all model nuggets, which
contain the models generated in IBM SPSS Modeler, for the current session. These models can be browsed
directly from the Models tab or added to the stream in the canvas.

IBM SPSS Modeler Projects

On the lower right side of the window is the project pane, used to create and manage data mining
projects (groups of files related to a data mining task). There are two ways to view projects you create in
IBM SPSS Modeler—in the Classes view and the CRISP-DM view.

X AAB.

]
‘ CRISP-Dhd ||c|aggeg,

B [ (unsaved project)

----- I._:ﬂ Patiert Records (8 fields, 200 records)

----- i) Distribution of Drug
- [ | Data Uneerstanding
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(=] Maceling

[ Evalustion

=] Deployment

Figure 8. CRISP-DM view

The CRISP-DM tab provides a way to organize projects according to the Cross-Industry Standard Process
for Data Mining, an industry-proven, nonproprietary methodology. For both experienced and first-time
data miners, using the CRISP-DM tool will help you to better organize and communicate your efforts.
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Figure 9. Classes view

The Classes tab provides a way to organize your work in IBM SPSS Modeler categorically—Dby the types
of objects you create. This view is useful when taking inventory of data, streams, and models.

IBM SPSS Modeler Toolbar

At the top of the IBM SPSS Modeler window, you will find a toolbar of icons that provides a number of
useful functions. Following are the toolbar buttons and their functions.

= =

Create new stream Open stream

H Save stream [:‘] Print current stream
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Run current stream h; Run stream selection

0 Stop stream (Active only while »” Add SuperNode

stream is running)

Zoom in (SuperNodes only) S Zoom out (SuperNodes only)
p y p y

|
g Hide stream markup (if any)

e

] Open stream in IBM SPSS Modeler
Advantage

No markup in stream Insert comment

Show hidden stream markup

Stream markup consists of stream comments, model links, and scoring branch indications.

Model links are described in the IBM SPSS Modeling Nodes guide.

Customizing the Toolbar

You can change various aspects of the toolbar, such as:
* Whether it is displayed

* Whether the icons have tooltips available

* Whether it uses large or small icons

To turn the toolbar display on and off:
1. On the main menu, click:

View > Toolbar > Display

To change the tooltip or icon size settings:
1. On the main menu, click:
View > Toolbar > Customize

Click Show ToolTips or Large Buttons as required.

Chapter 2. IBM SPSS Modeler Overview
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Customizing the IBM SPSS Modeler window

Using the dividers between various portions of the SPSS Modeler interface, you can resize or close tools
to meet your preferences. For example, if you are working with a large stream, you can use the small

arrows located on each divider to close the nodes palette, managers pane, and project pane. This

maximizes the stream canvas, providing enough work space for large or multiple streams.

Alternatively, on the View menu, click Nodes Palette, Managers, or Project to turn the display of these

items on or off.
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Figure 10. Maximized stream canvas

As an alternative to closing the nodes palette, and the managers and project panes, you can use the
stream canvas as a scrollable page by moving vertically and horizontally with the scrollbars at the side

and bottom of the SPSS Modeler window.

You can also control the display of screen markup, which consists of stream comments, model links, and
scoring branch indications. To turn this display on or off, click:

View > Stream Markup

Changing the icon size for a stream

You can change the size of the stream icons in the following ways.

* Through a stream property setting
* Through a pop-up menu in the stream
* Using the keyboard

16 IBM SPSS Modeler 18.1 Applications Guide




You can scale the entire stream view to one of a number of sizes between 8% and 200% of the standard
icon size.

To scale the entire stream (stream properties method)
1. From the main menu, choose
Tools > Stream Properties > Options > Layout.
2. Choose the size you want from the Icon Size menu.
3. Click Apply to see the result.
4. Click OK to save the change.

To scale the entire stream (menu method)
1. Right-click the stream background on the canvas.
2. Choose Icon Size and select the size you want.

To scale the entire stream (keyboard method)
1. Press Ctrl + [-] on the main keyboard to zoom out to the next smaller size.
2. Press Ctrl + Shift + [+] on the main keyboard to zoom in to the next larger size.

This feature is particularly useful for gaining an overall view of a complex stream. You can also use it to
minimize the number of pages needed to print a stream.

Using the Mouse in IBM SPSS Modeler

The most common uses of the mouse in IBM SPSS Modeler include the following:

* Single-click. Use either the right or left mouse button to select options from menus, open pop-up
menus, and access various other standard controls and options. Click and hold the button to move and
drag nodes.

* Double-click. Double-click using the left mouse button to place nodes on the stream canvas and edit
existing nodes.

* Middle-click. Click the middle mouse button and drag the cursor to connect nodes on the stream
canvas. Double-click the middle mouse button to disconnect a node. If you do not have a three-button
mouse, you can simulate this feature by pressing the Alt key while clicking and dragging the mouse.

Using shortcut keys

Many visual programming operations in IBM SPSS Modeler have shortcut keys associated with them. For
example, you can delete a node by clicking the node and pressing the Delete key on your keyboard.
Likewise, you can quickly save a stream by pressing the S key while holding down the Ctrl key. Control
commands like this one are indicated by a combination of Ctrl and another key--for example, Ctrl+S.

There are a number of shortcut keys used in standard Windows operations, such as Ctrl+X to cut. These
shortcuts are supported in IBM SPSS Modeler along with the following application-specific shortcuts.

Note: In some cases, old shortcut keys used in IBM SPSS Modeler conflict with standard Windows
shortcut keys. These old shortcuts are supported with the addition of the Alt key. For example,
Ctrl+Alt+C can be used to toggle the cache on and off.

Table 1. Supported shortcut keys

Shortcut Key Function
Ctrl+A Select all
Ctrl+X Cut

Ctrl+N New stream
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Table 1. Supported shortcut keys (continued)

Shortcut Key Function

Ctrl+O Open stream

Ctrl+P Print

Ctrl+C Copy

Ctrl+V Paste

Ctrl+Z Undo

Ctrl+Q Select all nodes downstream of the selected node
Ctrl+W Deselect all downstream nodes (toggles with Ctrl+Q)
Ctrl+E Run from selected node

Ctrl+S Save current stream

Alt+Arrow keys Move selected nodes on the stream canvas in the direction of the arrow used
Shift+F10 Open the pop-up menu for the selected node

Table 2. Supported shortcuts for old hot keys

Shortcut Key Function

Ctrl+Alt+D Duplicate node
Ctrl+Alt+L Load node

Ctrl+Alt+R Rename node
Ctrl+Alt+U Create User Input node
Ctrl+Alt+C Toggle cache on/off
Ctrl+Alt+F Flush cache

Ctrl+Alt+X Expand SuperNode
Ctrl+Alt+Z Zoom in/zoom out
Delete Delete node or connection
Printing

The following objects can be printed in IBM SPSS Modeler:

* Stream diagrams

* Graphs

 Tables

* Reports (from the Report node and Project Reports)

* Scripts (from the stream properties, Standalone Script, or SuperNode script dialog boxes)
* Models (Model browsers, dialog box tabs with current focus, tree viewers)

* Annotations (using the Annotations tab for output)

To print an object:

* To print without previewing, click the Print button on the toolbar.

* To set up the page before printing, select Page Setup from the File menu.
* To preview before printing, select Print Preview from the File menu.

* To view the standard print dialog box with options for selecting printers, and specifying appearance
options, select Print from the File menu.
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Automating IBM SPSS Modeler

Since advanced data mining can be a complex and sometimes lengthy process, IBM SPSS Modeler
includes several types of coding and automation support.

* Control Language for Expression Manipulation (CLEM) is a language for analyzing and
manipulating the data that flows along IBM SPSS Modeler streams. Data miners use CLEM extensively
in stream operations to perform tasks as simple as deriving profit from cost and revenue data or as
complex as transforming web log data into a set of fields and records with usable information.

* Scripting is a powerful tool for automating processes in the user interface. Scripts can perform the
same kinds of actions that users perform with a mouse or a keyboard. You can also specify output and
manipulate generated models.
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Chapter 3. Introduction to Modeling

A model is a set of rules, formulas, or equations that can be used to predict an outcome based on a set of
input fields or variables. For example, a financial institution might use a model to predict whether loan
applicants are likely to be good or bad risks, based on information that is already known about past
applicants.

The ability to predict an outcome is the central goal of predictive analytics, and understanding the

modeling process is the key to using IBM SPSS Modeler.
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Figure 11. A simple decision tree model

This example uses a decision tree model, which classifies records (and predicts a response) using a series
of decision rules, for example:

IF income = Medium
AND cards <5
THEN -> 'Good'

While this example uses a CHAID (Chi-squared Automatic Interaction Detection) model, it is intended as
a general introduction, and most of the concepts apply broadly to other modeling types in IBM SPSS
Modeler.

To understand any model, you first need to understand the data that go into it. The data in this example
contain information about the customers of a bank. The following fields are used:

Field name Description

Credit_rating Credit rating: 0=Bad, 1=Good, 9=missing values

Age Age in years

Income Income level: 1=Low, 2=Medium, 3=High

Credit_cards Number of credit cards held: 1=Less than five, 2=Five or more
Education Level of education: 1=High school, 2=College

Car_loans Number of car loans taken out: 1=None or one, 2=More than two
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The bank maintains a database of historical information on customers who have taken out loans with the
bank, including whether or not they repaid the loans (Credit rating = Good) or defaulted (Credit rating =
Bad). Using this existing data, the bank wants to build a model that will enable them to predict how
likely future loan applicants are to default on the loan.

Using a decision tree model, you can analyze the characteristics of the two groups of customers and
predict the likelihood of loan defaults.

This example uses the stream named modelingintro.str, available in the Demos folder under the streams
subfolder. The data file is tree_credit.sav. See the topic [“Demos Folder” on page 4 for more information.

Let's take a look at the stream.
1. Choose the following from the main menu:
File > Open Stream
2. Click the gold nugget icon on the toolbar of the Open dialog box and choose the Demos folder.
3. Double-click the streams folder.
4. Double-click the file named modelingintro.str.

Building the Stream

@

—_— —i-:ﬁ';

tree_credit.sav Type Creditrating

Tahle

Q,

Analysis

Figure 12. Modeling stream

To build a stream that will create a model, we need at least three elements:

* A source node that reads in data from some external source, in this case an IBM SPSS Statistics data
file.

* A source or Type node that specifies field properties, such as measurement level (the type of data that
the field contains), and the role of each field as a target or input in modeling.

* A modeling node that generates a model nugget when the stream is run.
In this example, we're using a CHAID modeling node. CHAID, or Chi-squared Automatic Interaction
Detection, is a classification method that builds decision trees by using a particular type of statistics

known as chi-square statistics to work out the best places to make the splits in the decision tree.

If measurement levels are specified in the source node, the separate Type node can be eliminated.
Functionally, the result is the same.
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This stream also has Table and Analysis nodes that will be used to view the scoring results after the
model nugget has been created and added to the stream.

The Statistics File source node reads data in IBM SPSS Statistics format from the tree_credit.sav data file,
which is installed in the Demos folder. (A special variable named $CLEO_DEMOS is used to reference this
folder under the current IBM SPSS Modeler installation. This ensures the path will be valid regardless of

the current installation folder or version.)
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Figure 13. Reading data with a Statistics File source node

The Type node specifies the measurement level for each field. The measurement level is a category that
indicates the type of data in the field. Our source data file uses three different measurement levels.

A Continuous field (such as the Age field) contains continuous numeric values, while a Nominal field
(such as the Credit rating field) has two or more distinct values, for example Bad, Good, or No credit history.
An Ordinal field (such as the Income level field) describes data with multiple distinct values that have an
inherent order—in this case Low, Medium and High.
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Figure 14. Setting the target and input fields with the Type node

For each field, the Type node also specifies a role, to indicate the part that each field plays in modeling.
The role is set to Target for the field Credit rating, which is the field that indicates whether or not a given
customer defaulted on the loan. This is the target, or the field for which we want to predict the value.

Role is set to Input for the other fields. Input fields are sometimes known as predictors, or fields whose
values are used by the modeling algorithm to predict the value of the target field.

The CHAID modeling node generates the model.
On the Fields tab in the modeling node, the option Use predefined roles is selected, which means the

target and inputs will be used as specified in the Type node. We could change the field roles at this point,
but for this example we'll use them as they are.

1. Click the Build Options tab.
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Figure 15. CHAID modeling node, Fields tab

Here there are several options where we could specify the kind of model we want to build.
We want a brand-new model, so we'll use the default option Build new model.

We also just want a single, standard decision tree model without any enhancements, so we'll also
leave the default objective option Build a single tree.

While we can optionally launch an interactive modeling session that allows us to fine-tune the model,
this example simply generates a model using the default mode setting Generate model.
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Figure 16. CHAID modeling node, Build Options tab

For this example, we want to keep the tree fairly simple, so we'll limit the tree growth by raising the
minimum number of cases for parent and child nodes.

On the Build Options tab, select Stopping Rules from the navigator pane on the left.
Select the Use absolute value option.

Set Minimum records in parent branch to 400.

Set Minimum records in child branch to 200.

ok wn
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Figure 17. Setting the stopping criteria for decision tree building

We can use all the other default options for this example, so click Run to create the model. (Alternatively,
right-click on the node and choose Run from the context menu, or select the node and choose Run from

the Tools menu.)

Browsing the Model

When execution completes, the model nugget is added to the Models palette in the upper right corner of
the application window, and is also placed on the stream canvas with a link to the modeling node from
which it was created. To view the model details, right-click on the model nugget and choose Browse (on

the models palette) or Edit (on the canvas).
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Figure 18. Models palette

In the case of the CHAID nugget, the Model tab displays the details in the form of a rule set--essentially
a series of rules that can be used to assign individual records to child nodes based on the values of

different input fields.

O Credit rating

’1{&{ L; File ‘{*_) Generate J Wigsne
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= |ncome level in ["Low" ] [Mode: Bad] =» Bad

E- Income level in ["Medium"] [Mode: Good ]
mumber of credit cards in ["Less than 5" ] [Mode: Good ] =+ Good

mumber of credit cards in ["5 or more | [Mode: Bad] = Bad

Figure 19. CHAID model nugget, rule set

For each decision tree terminal node--meaning those tree nodes that are not split further--a prediction of
Good or Bad is returned. In each case the prediction is determined by the mode, or most common
response, for records that fall within that node.

To the right of the rule set, the Model tab displays the Predictor Importance chart, which shows the

relative importance of each predictor in estimating the model. From this we can see that Income level is
easily the most significant in this case, and that the only other significant factor is Number of credit cards.
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Figure 20. Predictor Importance chart

The Viewer tab in the model nugget displays the same model in the form of a tree, with a node at each
decision point. Use the Zoom controls on the toolbar to zoom in on a specific node or zoom out to see

the more of the tree.
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Figure 21. Viewer tab in the model nugget, with zoom out selected

Looking at the upper part of the tree, the first node (Node 0) gives us a summary for all the records in
the data set. Just over 40% of the cases in the data set are classified as a bad risk. This is quite a high
proportion, so let’s see if the tree can give us any clues as to what factors might be responsible.

We can see that the first split is by Income level. Records where the income level is in the Low category are
assigned to Node 2, and it’s no surprise to see that this category contains the highest percentage of loan
defaulters. Clearly lending to customers in this category carries a high risk.

However, 16% of the customers in this category actually didn’t default, so the prediction won’t always be
correct. No model can feasibly predict every response, but a good model should allow us to predict the
most likely response for each record based on the available data.

In the same way, if we look at the high income customers (Node 1), we see that the vast majority (89%)
are a good risk. But more than 1 in 10 of these customers has also defaulted. Can we refine our lending
criteria to minimize the risk here?

Notice how the model has divided these customers into two sub-categories (Nodes 4 and 5), based on the

number of credit cards held. For high-income customers, if we lend only to those with fewer than 5 credit
cards, we can increase our success rate from 89% to 97%--an even more satisfactory outcome.
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Figure 22. Tree view of high-income customers

But what about those customers in the Medium income category (Node 3)? They're much more evenly
divided between Good and Bad ratings.

Again, the sub-categories (Nodes 6 and 7 in this case) can help us. This time, lending only to those
medium-income customers with fewer than 5 credit cards increases the percentage of Good ratings from
58% to 85%, a significant improvement.
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Figure 23. Tree view of medium-income customers

So, we’ve learnt that every record that is input to this model will be assigned to a specific node, and
assigned a prediction of Good or Bad based on the most common response for that node.

This process of assigning predictions to individual records is known as scoring. By scoring the same
records used to estimate the model, we can evaluate how accurately it performs on the training data—the
data for which we know the outcome. Let’s look at how to do this.
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Evaluating the Model

We've been browsing the model to understand how scoring works. But to evaluate how accurately it
works, we need to score some records and compare the responses predicted by the model to the actual
results. We're going to score the same records that were used to estimate the model, allowing us to
compare the observed and predicted responses.
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Credit rating O\

Analysis

Figure 24. Attaching the model nugget to output nodes for model evaluation

1.

32

To see the scores or predictions, attach the Table node to the model nugget, double-click the Table
node and click Run.

The table displays the predicted scores in a field named $R-Credit rating, which was created by the
model. We can compare these values to the original Credit rating field that contains the actual
responses.

By convention, the names of the fields generated during scoring are based on the target field, but with
a standard prefix. Prefixes $G and $GE are generated by the Generalized Linear Model, $R is the
prefix used for the prediction generated by the CHAID model in this case, $RC is for confidence
values, $X is typically generated by using an ensemble, and $XR, $XS, and $XF are used as prefixes
in cases where the target field is a Continuous, Categorical, Set, or Flag field, respectively. Different
model types use different sets of prefixes. A confidence value is the model’s own estimation, on a
scale from 0.0 to 1.0, of how accurate each predicted value is.
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Figure 25. Table showing generated scores and confidence values

As expected, the predicted value matches the actual responses for many records but not all. The
reason for this is that each CHAID terminal node has a mix of responses. The prediction matches the
most common one, but will be wrong for all the others in that node. (Recall the 16% minority of
low-income customers who did not default.)

To avoid this, we could continue splitting the tree into smaller and smaller branches, until every node
was 100% pure—all Good or Bad with no mixed responses. But such a model would be extremely
complicated and would probably not generalize well to other datasets.

To find out exactly how many predictions are correct, we could read through the table and tally the
number of records where the value of the predicted field $R-Credit rating matches the value of Credit
rating. Fortunately, there’s a much easier way--we can use an Analysis node, which does this
automatically.

2. Connect the model nugget to the Analysis node.
3. Double-click the Analysis node and click Run.
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Figure 26. Attaching an Analysis node

The analysis shows that for 1899 out of 2464 records--over 77%--the value predicted by the model
matched the actual response.

EJ Analysis of [Credit rating]

oh File | Edi
T ;-_-\ir —l =
Analysis || |
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L& Colapse all | | W Expand %5."]

E-Results far autput field Credit rating
B Companng FR-Credi rating with Credi rating

Correct 1899 77.07%
| VWrOng 565 22.93%
Total 2 464

Figure 27. Analysis results comparing observed and predicted responses

This result is limited by the fact that the records being scored are the same ones used to estimate the
model. In a real situation, you could use a Partition node to split the data into separate samples for
training and evaluation.

By using one sample partition to generate the model and another sample to test it, you can get a much
better indication of how well it will generalize to other datasets.

34 IBM SPSS Modeler 18.1 Applications Guide



The Analysis node allows us to test the model against records for which we already know the actual
result. The next stage illustrates how we can use the model to score records for which we don't know the
outcome. For example, this might include people who are not currently customers of the bank, but who
are prospective targets for a promotional mailing.

Scoring records

Earlier, we scored the same records used to estimate the model in order to evaluate how accurate the
model was. Now we're going to see how to score a different set of records from the ones used to create
the model. This is the goal of modeling with a target field: Study records for which you know the
outcome, to identify patterns that will allow you to predict outcomes you don't yet know.
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Figure 28. Attaching new data for scoring

You could update the Statistics File source node to point to a different data file, or you could add a new
source node that reads in the data you want to score. Either way, the new dataset must contain the same
input fields used by the model (Age, Income level, Education and so on) but not the target field Credit
rating.

Alternatively, you could add the model nugget to any stream that includes the expected input fields.
Whether read from a file or a database, the source type doesn't matter as long as the field names and
types match those used by the model.

You could also save the model nugget as a separate file, or export the model in PMML format for use
with other applications that support this format, or store the model in an IBM SPSS Collaboration and
Deployment Services repository, which offers enterprise-wide deployment, scoring, and management of
models.

Regardless of the infrastructure used, the model itself works in the same way.

Summary

This example demonstrates the basic steps for creating, evaluating, and scoring a model.

* The modeling node estimates the model by studying records for which the outcome is known, and
creates a model nugget. This is sometimes referred to as training the model.

* The model nugget can be added to any stream with the expected fields to score records. By scoring the
records for which you already know the outcome (such as existing customers), you can evaluate how
well it performs.

* Once you are satisfied that the model performs acceptably well, you can score new data (such as
prospective customers) to predict how they will respond.
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* The data used to train or estimate the model may be referred to as the analytical or historical data; the
scoring data may also be referred to as the operational data.
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Chapter 4. Automated Modeling for a Flag Target

Modeling Customer Response (Auto Classifier)

The Auto Classifier node enables you to automatically create and compare a number of different models
for either flag (such as whether or not a given customer is likely to default on a loan or respond to a
particular offer) or nominal (set) targets. In this example we'll search for a flag (yes or no) outcome.
Within a relatively simple stream, the node generates and ranks a set of candidate models, chooses the
ones that perform the best, and combines them into a single aggregated (Ensembled) model. This
approach combines the ease of automation with the benefits of combining multiple models, which often
yield more accurate predictions than can be gained from any one model.

This example is based on a fictional company that wants to achieve more profitable results by matching
the right offer to each customer.

This approach stresses the benefits of automation. For a similar example that uses a continuous (numeric
range) target, see [Property Values (Auto Numeric)l

s -@> (o]
pm_customer_traint s.. Type Select ,'respnnse
*
II’"“:
+
’
y L q
So @
response Analysis

Figure 29. Auto Classifier sample stream

This example uses the stream pm_binaryclassifier.str, installed in the Demo folder under streams. The data
file used is pm_customer_trainl.sav. See the topic |”Historical Data”| for more information.

Historical Data

The file pm_customer_trainl.sav has historical data tracking the offers made to specific customers in past
campaigns, as indicated by the value of the campaign field. The largest number of records fall under the
Premium account campaign.

The values of the campaign field are actually coded as integers in the data (for example 2 = Premium
account). Later, you'll define labels for these values that you can use to give more meaningful output.
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Figure 30. Data about previous promotions

The file also includes a response field that indicates whether the offer was accepted (0 = no, and 1 = yes).
This will be the target field, or value, that you want to predict. A number of fields containing
demographic and financial information about each customer are also included. These can be used to
build or "train" a model that predicts response rates for individuals or groups based on characteristics
such as income, age, or number of transactions per month.

Building the Stream

1. Add a Statistics File source node pointing to pm_customer_trainl.sav, located in the Demos folder of
your IBM SPSS Modeler installation. (You can specify $CLEO_DEMOS/ in the file path as a shortcut to
reference this folder. Note that a forward slash—rather than a backslash— must be used in the path,
as shown.)

38 IBM SPSS Modeler 18.1 Applications Guide



0 pm_customer_traind.sav

b HINE Refresh

4 FCLEC _DEMCShm_customer_traind sav

i T P
Fiter Types  Annotations
e L e ||
mport file: [FCLEC DEMOSIom _customer_train sav

vatishle names: @) Read names and labelz  ©) Read labels as names

Walues: @ Read data and labels ©) Read labels a3 data

E Use field format information to determine storage

Figure 31. Reading in the data

2. Add a Type node, and select response as the target field (Role = Target). Set the Measurement for this
field to Flag.
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Figure 32. Setting the measurement level and role

3. Set the role to None for the following fields: customer_id, campaign, response_date, purchase,
purchase_date, product_id, Rowid, and X_random. These fields will be ignored when you are building
the model.

4. Click the Read Values button in the Type node to make sure that values are instantiated.

As we saw earlier, our source data includes information about four different campaigns, each
targeted to a different type of customer account. These campaigns are coded as integers in the data,
so to make it easier to remember which account type each integer represents, let's define labels for
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Figure 33. Choosing to specify values for a field

5. On the row for the campaign field, click the entry in the Values column.
6. Choose Specify from the drop-down list.
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Figure 34. Defining labels for the field values

7. In the Labels column, type the labels as shown for each of the four values of the campaign field.
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8. Click OK.

Now you can display the labels in output windows instead of the integers.

[ Table (31 fields. 21.927 records) #3 =Jo&d

lah Fle [ Edt ¥ Generate .

| Table Annotations
customer_id | campaign |resp0nse |resp0nse_date purchase | purchase_date |pr0dud_id |I

1 7 Premium account O Frullf u] Frulls Frulf i

2 13 Premium sccount |0 Frull§ ] Frulls Frullg 'n

3 15 Premium account 0 Frullf u] Fruls Frulf

4 16 Premium scoount |1 2006-07-05 00:00:00 0 Frlls 183 E

5 23 Premium account 0 Frull§ ] Frully Frll§ 4

5 24 Premium account |0 Fral§ 0 FrulF Fral§ 3

7 30 Premium sccount |0 Frull§ ] Frulls Frllg :

g 30 Gold account ] Fral§ 0 FrulF Fral§ [

9 33 Premium sccount |0 Frull§ ] Frulls Frllg

10 42 Gold accourt 0 Frullf u] Fruls Frulf

11 42 Premium sccount |0 Frull§ ] Frulls Frllg

12 52 Premium account 0 Frullf u] Fruls Frulf

15 a7 Premium sccount |0 Frull§ ] Frlls Frullg

14 B3 Premium accourt 1 2006-07-14 00:00:00 0 Fruls 183

ik 74 Premium sccount |0 Frull§ ] Frlls Frullg

16 74 Gald account 0 Frull§ ] Frully Frll§

17 73 Premium sccount |0 Frull§ ] Frlls Frullg

18 a2 Premium sccount |0 Frull§ ] Frulls Frllg

19 g9 Gald account ] Frullg 0 Frully Frulg

20 29 Premium sccount |0 Frull§ ] Frulls Frullg ~|
[ETF— .

Figure 35. Displaying the field value labels

9. Attach a Table node to the Type node.
10. Open the Table node and click Run.

11. On the output window, click the Display field and value labels toolbar button to display the labels.

12. Click OK to close the output window.

Although the data includes information about four different campaigns, you will focus the analysis on
one campaign at a time. Since the largest number of records fall under the Premium account campaign
(coded campaign=2 in the data), you can use a Select node to include only these records in the stream.

Chapter 4. Automated Modeling for a Flag Target
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Figure 36. Selecting records for a single campaign

Generating and Comparing Models
1. Attach an Auto Classifier node, and select Overall Accuracy as the metric used to rank models.

2. Set the Number of models to use to 3. This means that the three best models will be built when you
execute the node.
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Figure 37. Auto Classifier node

Model tab

On the Expert tab you can choose from up to 11 different model algorithms.

deselecting them will speed up the example. If you don't mind waiting, feel free to leave them

selected.)

Deselect the Discriminant and SVM model types. (These models take longer to train on these data, so

Because you set Number of models to use to 3 on the Model tab, the node will calculate the accuracy
of the remaining nine algorithms and build a single model nugget containing the three most accurate.

Chapter 4. Automated Modeling for a Flag Target
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Figure 38. Auto Classifier node Expert tab

4. On the Settings tab, for the ensemble method, select Confidence-weighted voting. This determines
how a single aggregated score is produced for each record.
With simple voting, if two out of three models predict yes, then yes wins by a vote of 2 to 1. In the
case of confidence-weighted voting, the votes are weighted based on the confidence value for each
prediction. Thus, if one model predicts no with a higher confidence than the two yes predictions
combined, then no wins.
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Figure 39. Auto Classifier node: Settings tab

5. Click Run.

After a few minutes, the generated model nugget is built and placed on the canvas, and on the Models
palette in the upper right corner of the window. You can browse the model nugget, or save or deploy it
in a number of other ways.

Open the model nugget; it lists details about each of the models created during the run. (In a real
situation, in which hundreds of models may be created on a large dataset, this could take many hours.)
See [Figure 29 on page 37

If you want to explore any of the individual models further, you can double-click on a model nugget icon
in the Model column to drill down and browse the individual model results; from there you can generate
modeling nodes, model nuggets, or evaluation charts. In the Graph column, you can double-click on a
thumbnail to generate a full-sized graph.
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Figure 40. Auto Classifier results

By default, models are sorted based on overall accuracy, because this was the measure you selected on
the Auto Classifier node Model tab. The C51 model ranks best by this measure, but the C&R Tree and
CHAID models are nearly as accurate.

You can sort on a different column by clicking the header for that column, or you can choose the desired
measure from the Sort by drop-down list on the toolbar.

Based on these results, you decide to use all three of these most accurate models. By combining
predictions from multiple models, limitations in individual models may be avoided, resulting in a higher
overall accuracy.

In the Use? column, select the C51, C&R Tree, and CHAID models.

Attach an Analysis node (Output palette) after the model nugget. Right-click on the Analysis node and
choose Run to run the stream.

The aggregated score generated by the ensembled model is shown in a field named $XF-response. When
measured against the training data, the predicted value matches the actual response (as recorded in the
original response field) with an overall accuracy of 92.82%.

While not quite as accurate as the best of the three individual models in this case (92.86% for C51), the

difference is too small to be meaningful. In general terms, an ensembled model will typically be more
likely to perform well when applied to datasets other than the training data.
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Figure 41. Analysis of the three ensembled models

Summary

To sum up, you used the Auto Classifier node to compare a number of different models, used the three
most accurate models and added them to the stream within an ensembled Auto Classifier model nugget.
* Based on overall accuracy, the C51, C&R Tree, and CHAID models performed best on the training data.

* The ensembled model performed nearly as well as the best of the individual models and may perform
better when applied to other datasets. If your goal is to automate the process as much as possible, this
approach allows you to obtain a robust model under most circumstances without having to dig deeply

into the specifics of any one model.
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Chapter 5. Automated Modeling for a Continuous Target

Property Values (Auto Numeric)

The Auto Numeric node enables you to automatically create and compare different models for
continuous (numeric range) outcomes, such as predicting the taxable value of a property. With a single
node, you can estimate and compare a set of candidate models and generate a subset of models for
further analysis. The node works in the same manner as the Auto Classifier node, but for continuous
rather than flag or nominal targets.

The node combines the best of the candidate models into a single aggregated (Ensembled) model nugget.
This approach combines the ease of automation with the benefits of combining multiple models, which
often yield more accurate predictions than can be gained from any one model.

This example focuses on a fictional municipality responsible for adjusting and assessing real estate taxes.
To do this more accurately, they will build a model that predicts property values based on building type,
neighborhood, size, and other known factors.

® ——& —@

L
property_values_trai.. Type ._o"taxable_\ralue

taxable_value Analysis
Figure 42. Auto Numeric sample stream

This example uses the stream property_values_numericpredictor.str, installed in the Demos folder under
streams. The data file used is property_values_train.sav. See the topic [“Demos Folder” on page 4| for more
information.

Training Data

The data file includes a field named taxable_value, which is the target field, or value, that you want to
predict. The other fields contain information such as neighborhood, building type, and interior volume
and may be used as predictors.

Field name Label

property_id Property ID

neighborhood Area within the city

building_type Type of building

year_built Year built

volume_interior Volume of interior

volume_other Volume of garage and extra buildings
lot_size Lot size
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Field name Label

taxable_value

Taxable value

A scoring data file named property_values_score.sav is also included in the Demos folder. It contains the
same fields but without the taxable_value field. After training models using a dataset where the taxable
value is known, you can score records where this value is not yet known.

Building the Stream

1. Add a Statistics File source node pointing to property_values_train.sav, located in the Demos folder of

your IBM SPSS Modeler installation. (You can specify $CLEO_DEMOS/ in the file path as a shortcut to

reference this folder. Note that a forward slash—rather than a backslash—must be used in the path, as
shown. )

0 property_values_train.sav

WI [ 2] Retresh ]

FCLEC DEMOCS oroperty _values_train.say

Data || Fiter | Types | Annatations

L

Import file;  [FCLEC_DEMOSiroperty_values_train say |

varighle names: (@ Read names and labelz  (© Read labels as names

Walles: @ Read data and labels Read labels a3 data

Efl Us=e field format information to determine storage

-

Figure 43. Reading in the data

2. Add a Type node, and select taxable_value as the target field (Role = Target). Role should be set to
Input for all other fields, indicating that they will be used as predictors.
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Figure 44. Setting the target field

3. Attach an Auto Numeric node, and select Correlation as the metric used to rank models.
4. Set the Number of models to use to 3. This means that the three best models will be built when you

execute the node.

ﬁ taxable_value

%

Estimated number of models ta be executed: 7

Fiis | Model| Expen | Setings | Annctetons|

i)

@ auto Custom

Madel name:
E Use partitioned data
@ Build model for each split

Correlation x

Training partition

Rank models by

@ Test partition

Rank models using:
Mumber of models to use:

E Calculate predictor importance

Do not keep models if;

< .

] correlation is lezs than JIR=) =
a

[ Mumber of fields is greater than 105
. . 11N A

|:| Relative error is greater than 1.0+

[ Ok ] L? ,Bun] [ Can_c:al]

Figure 45. Auto Numeric node Model tab

5. On the Expert tab, leave the default settings in place; the node will estimate a single model for each

algorithm, for a total of seven models. (Alternatively, you can modify these settings to compare

multiple variants for each model type.)

Chapter 5. Automated Modeling for a Continuous Target
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Because you set Number of models to use to 3 on the Model tab, the node will calculate the accuracy
of the seven algorithms and build a single model nugget containing the three most accurate.

taxable_value

I Estimated number of models to be executed: 7
hodels used:
Uze? |Mode| type Model parameters Mo of models
Fs
i E Fegression  Default 1
@ % Generalized ... Default 1
*
(s ol
i SaE svM Defaut 1
i 25:{!7 CERTree  Defaul 1
o AN cHAD Tree  Defaut 1
CHAID
¥ ﬁ Meural et Defaul 1 =
|:| Restrict maximum time spert building a single model to 15 : minutes
4 ez... |
o< J (B rn{ coea|

Figure 46. Auto Numeric node Expert tab

6. On the Settings tab, leave the default settings in place. Since this is a continuous target, the ensemble
score is generated by averaging the scores for the individual models.
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=

Figure 47. Auto Numeric node Settings tab

Comparing the Models
1. Click the Run button.

The model nugget is built and placed on the canvas, and also on the Models palette in the upper right
corner of the window. You can browse the nugget, or save or deploy it in a number of other ways.

Open the model nugget; it lists details about each of the models created during the run. (In a real
situation, in which hundreds of models are estimated on a large dataset, this could take many hours.) See

Figure 42 on page 49|

If you want to explore any of the individual models further, you can double-click on a model nugget icon
in the Model column to drill down and browse the individual model results; from there you can generate

modeling nodes, model nuggets, or evaluation charts.
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Figure 48. Auto Numeric results

By default, models are sorted by correlation because this was the measure you selected in the Auto
Numeric node. For purposes of ranking, the absolute value of the correlation is used, with values closer
to 1 indicating a stronger relationship. The Generalized Linear model ranks best on this measure, but
several others are nearly as accurate. The Generalized Linear model also has the lowest relative error.

You can sort on a different column by clicking the header for that column, or you can choose the desired
measure from the Sort by list on the toolbar.

Each graph displays a plot of observed values against predicted values for the model, providing a quick
visual indication of the correlation between them. For a good model, points should cluster along the
diagonal, which is true for all the models in this example.

In the Graph column, you can double-click on a thumbnail to generate a full-sized graph.

Based on these results, you decide to use all three of these most accurate models. By combining
predictions from multiple models, limitations in individual models may be avoided, resulting in a higher
overall accuracy.

In the Use? column, ensure that all three models are selected.

Attach an Analysis node (Output palette) after the model nugget. Right-click on the Analysis node and
choose Run to run the stream.

The averaged score generated by the ensembled model is added in a field named $XR-taxable_value, with
a correlation of 0.922, which is higher than those of the three individual models. The ensemble scores also
show a low mean absolute error and may perform better than any of the individual models when
applied to other datasets.
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Figure 49. Auto Numeric sample stream

Summary

To sum up, you used the Auto Numeric node to compare a number of different models, selected the

three most accurate models and added them to the stream within an ensembled Auto Numeric model

nugget.

* Based on overall accuracy, the Generalized Linear, Regression, and CHAID models performed best on

the training data.

* The ensembled model showed performance that was better than two of the individual models and may
perform better when applied to other datasets. If your goal is to automate the process as much as
possible, this approach allows you to obtain a robust model under most circumstances without having
to dig deeply into the specifics of any one model.

Chapter 5. Automated Modeling for a Continuous Target
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Chapter 6. Automated Data Preparation (ADP)

Preparing data for analysis is one of the most important steps in any data-mining project—and
traditionally, one of the most time consuming. The Automated Data Preparation (ADP) node handles the
task for you, analyzing your data and identifying fixes, screening out fields that are problematic or not
likely to be useful, deriving new attributes when appropriate, and improving performance through
intelligent screening techniques. You can use the node in fully automated fashion, allowing the node to
choose and apply fixes, or you can preview the changes before they are made and accept or reject them
as desired.

Using the ADP node enables you to make your data ready for data mining quickly and easily, without
needing to have prior knowledge of the statistical concepts involved. If you run the node with the default
settings, models will tend to build and score more quickly.

This example uses the stream named ADP_basic_demo.str, which references the data file named telco.sav to
demonstrate the increased accuracy that may be found by using the default ADP node settings when
building models. These files are available from the Demos directory of any IBM SPSS Modeler installation.
This can be accessed from the IBM SPSS Modeler program group on the Windows Start menu. The
ADP_basic_demo.str file is in the streams directory.

Building the Stream

1. To build the stream, add a Statistics File source node pointing to telco.sav located in the Demos
directory of your IBM SPSS Modeler installation.

Bl) —» (=) —» (o)

telco.say Type Mo ADP - chilkn
*

tﬁ — & b 4

— B

fter ADF - chisrn Mo ADP - churn Mo ADP - LogReq
*

Auto Data Prep

After ADF - churn After ADP - LoaRed

Figure 50. Building the stream

2. Attach a Type node to the source node, set the measurement level for the churn field to Flag, and set
the role to Target. All other fields should have their role set to Input.
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Figure 51. Selecting the target

3. Attach a Logistic node to the Type node.

4. In the Logistic node, click the Model tab and select the Binomial procedure. In the Model name field,
select Custom and enter No ADP - churn.

2o ADP - churn
@
M Iodel

Model name:  ©) Auto @ Custom Mo ADP - churn

[¥] Use partitioned data
@ Build model for each split

Procedure: ©) Multinomisl @ Binomial

rBinomial Procedure

Categarical Inputs:

Field Marme | Contrast Eaze Category

@ Include constant in equation

Figure 52. Choosing model options
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5. Attach an ADP node to the Type node. On the Objectives tab, leave the default settings in place to
analyze and prepare your data by balancing both speed and accuracy.

6. At the top of the Objectives tab, click Analyze Data to analyze and process your data.

Other options on the ADP node enable you to specify that you want to concentrate more on accuracy,
more on the speed of processing, or to fine tune many of the data preparation processing steps.

U Auto Data Prep

@ Generate <~f Wi IP-Prewew h Analyze Da_tal X I;Iear Anallysigt]

>

Dhjectives || Figlds | Seftings | Analysis | Annotations

Automated Data Preparation can recommend data preparation steps that will speed up model building and improve predictive power. This can include transforming,
conztructing and zelecting features. The target can alzo be transformed.
What is your objective?

@ Balance speed and accuracy

Transform the data with an emphasis on building models with & balance of speed and accuracy.

@ Optimize for speed
@ Optimize for accuracy

@ Custom analysis

Figure 53. ADP default objectives

The results of the data processing are displayed on the Analysis tab. The Field Processing Summary
shows that of the 41 data features brought in to the ADP node, 19 have been transformed to aid
processing, and 3 have been discarded as unused.
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Figure 54. Summary of data processing

7. Attach a Logistic node to the ADP node.

8. In the Logistic node, click the Model tab and select the Binomial procedure. In the Modeling name
field, select Custom and enter After ADP - churn.
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Figure 55. Choosing model options

Comparing Model Accuracy

1. Run both Logistic nodes to create the model nuggets, which are added to the stream and to the
Models palette in the upper-right corner.

®@—-®—-0
Type

Mo ADP - chL‘ml

telco.say

-0 w»

fter ADP - chin Mo ADP - churh
*

After ADP - chumn

Figure 56. Attaching the model nuggets
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2. Attach Analysis nodes to the model nuggets and run the Analysis nodes using their default settings.

™~ o
v &Y

Mo ADP - churn Mo ADF - LogReq

*
\ i’_“j
v — &8
7.
After ADF - churn After ADP - LogRed

Figure 57. Attaching the Analysis nodes

The Analysis of the non ADP-derived model shows that just running the data through the Logistic
Regression node with its default settings gives a model with low accuracy - just 10.6%.

Mo ADP - LogReg

lad File | Eolt

Lé\nnmaﬁons |
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‘ Analysis

E-Reszults for output field churn
E--Cqmparing FL-churn with churn

Correct 106/  10.6%
| Wrong 594 89.4%
Total 1,000

Figure 58. Non ADP-derived model results

The Analysis of the ADP-derived model shows that running the data through the default ADP settings,
you have built a much more accurate model that is 78.8% correct.
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Figure 59. ADP-derived model results

In summary, by just running the ADP node to fine tune the processing of your data, you were able to
build a more accurate model with little direct data manipulation.

Obviously, if you are interested in proving or disproving a certain theory, or want to build specific
models, you may find it beneficial to work directly with the model settings; however, for those with a
reduced amount of time, or with a large amount of data to prepare, the ADP node may give you an
advantage.

Explanations of the mathematical foundations of the modeling methods used in IBM SPSS Modeler are
listed in the IBM SPSS Modeler Algorithms Guide, available from the \Documentation directory of the
installation disk.

Note that the results in this example are based on the training data only. To assess how well models

generalize to other data in the real world, you would use a Partition node to hold out a subset of records
for purposes of testing and validation.
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Chapter 7. Preparing Data for Analysis (Data Audit)

The Data Audit node provides a comprehensive first look at the data you bring into IBM SPSS Modeler.
Often used during the initial data exploration, the data audit report shows summary statistics as well as
histograms and distribution graphs for each data field, and it allows you to specify treatments for
missing values, outliers, and extreme values.

This example uses the stream named telco_dataaudit.str, which references the data file named telco.sav.
These files are available from the Demos directory of any IBM SPSS Modeler installation. This can be
accessed from the IBM SPSS Modeler program group on the Windows Start menu. The telco_dataaudit.str
file is in the streams directory.

Building the Stream

1. To build the stream, add a Statistics File source node pointing to telco.sav located in the Demos
directory of your IBM SPSS Modeler installation.

-B>

@) —»(®B) — |

telco.sav / Type 42 Fields

—_— X — (Y

—%

Missing Yalue Imputa.. (generated)\ Anomaly

E

churn

=]

Figure 60. Building the stream

2. Add a Type node to define fields, and specify churn as the target field (Role = Target). Role should be
set to Input for all of the other fields so that this is the only target.
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Figure 61. Setting the target

3. Confirm that field measurement levels are defined correctly. For example, most fields with values 0
and 1 can be regarded as flags, but certain fields, such as gender, are more accurately viewed as a
nominal field with two values.

Clear Yalues Clear Al ¥alues

Field Measurement ‘alues Mi==sing Check Role

{2ed Sl Ordinal 12345 rane M It e
{:} employ .& Cortinuous [0.47] Mone \ It
{{‘} retire &1_) Mominal 0010 Mone “ Iruporst
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% reside ol Oreinsl 12345,.. Mone N Input
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{}equip 8 Flag 140 Mone “ Iruporst
{:}callcard 8 Flag 110 Mane S Inpaut x|
I3 wirsless 2 Flan 10 Mone M Ineust s

@ Viewy currert fields “iew unused field settings

Figure 62. Setting measurement levels

Tip: To change properties for multiple fields with similar values (such as 0/1), click the Values column
header to sort fields by that column, and use the Shift key to select all of the fields you want to
change. You can then right-click on the selection to change the measurement level or other attributes
for all selected fields.

4. Attach a Data Audit node to the stream. On the Settings tab, leave the default settings in place to
include all fields in the report. Since churn is the only target field defined in the Type node, it will
automatically be used as an overlay.
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Figure 63. Data Audit node, Settings tab

On the Quality tab, leave the default settings for detecting missing values, outliers, and extreme values in

place, and click Run.

Chapter 7. Preparing Data for Analysis (Data Audit)
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Figure 64. Data Audit node, Quality tab

Browsing Statistics and Charts

The Data Audit browser is displayed, with thumbnail graphs and descriptive statistics for each field.
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Figure 65. Data Audit browser

Use the toolbar to display field and value labels, and to toggle the alignment of charts from horizontal to
vertical (for categorical fields only).

1. You can also use the toolbar or Edit menu to choose the statistics to display.
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Figure 66. Display Statistics

Double-click on any thumbnail graph in the audit report to view a full-sized version of that chart.
Because churn is the only target field in the stream, it is automatically used as an overlay. You can toggle

the display of field and value labels using the graph window toolbar, or click the Edit mode button to

further customize the chart.

Chapter 7. Preparing Data for Analysis (Data Audit)
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Figure 67. Histogram of tenure

Alternatively, you can select one or more thumbnails and generate a Graph node for each. The generated
nodes are placed on the stream canvas and can be added to the stream to re-create that particular graph.
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Figure 68. Generating a Graph node

Handling Outliers and Missing Values

The Quality tab in the audit report displays information about outliers, extremes, and missing values.
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Figure 69. Data Audit browser, Quality tab

You can also specify methods for handling these values and generate SuperNodes to automatically apply
the transformations. For example you can select one or more fields and choose to impute or replace
missing values for these fields using a number of methods, including the C&RT algorithm.

Data Audit of [42 fields] #2
liFile | Edt ¥ Generste
Complete fields (%): [30.47619]] Complste recards (%X
Field [ Measurement Outliers | Extremes [ Action [ Impute Miszing Method %
{} redion &) Morminal - - - [Mever Fixed =
{}tenure f Continuous o 0 Mone Mever Fixed
{} age f Continuaus o 0 Mone Mever Fixed
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Figure 70. Choosing an impute method

After specifying an impute method for one or more fields, to generate a Missing Values SuperNode, from
the menus choose:
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Figure 71. Generating the SuperNode

The generated SuperNode is added to the stream canvas, where you can attach it to the stream to apply
the transformations.

telco.sav Type 42 Fields
A F
s & ;:‘\. (
W — Y "‘
Missing Value Imputa.. (generated)\ _Anarnaly
.// N
\Ex/
churn

Figure 72. Stream with Missing Values SuperNode

The SuperNode actually contains a series of nodes that perform the requested transformations. To
understand how it works, you can edit the SuperNode and click Zoom In.
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Figure 73. Zooming in on the SuperNode

For each field imputed using the algorithm method, for example, there will be a separate C&RT model,
along with a Filler node that replaces blanks and nulls with the value predicted by the model. You can
add, edit, or remove specific nodes within the SuperNode to further customize the behavior.

Alternatively, you can generate a Select or Filter node to remove fields or records with missing values.
For example, you can filter any fields with a quality percentage below a specified threshold.

Generate Filter from Quality

mode: @ inciude O Exclude

@ Selected fields

@ Fields with guality percentage higher than % ﬂ

Figure 74. Generating a Filter node

Outliers and extreme values can be handled in a similar manner. Specify the action you want to take for
each field—either coerce, discard, or nullify—and generate a SuperNode to apply the transformations.
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Data Audit of [42 fields] #4
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Figure 75. Generating a Filter node

After completing the audit and adding the generated nodes to the stream, you can proceed with your
analysis. Optionally, you may want to further screen your data using Anomaly Detection, Feature
Selection, or a number of other methods.
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Figure 76. Stream with Missing Values SuperNode

74  IBM SPSS Modeler 18.1 Applications Guide



Chapter 8. Drug Treatments (Exploratory Graphs/C5.0)

For this section, imagine that you are a medical researcher compiling data for a study. You have collected
data about a set of patients, all of whom suffered from the same illness. During their course of treatment,
each patient responded to one of five medications. Part of your job is to use data mining to find out
which drug might be appropriate for a future patient with the same illness.

This example uses the stream named druglearn.str, which references the data file named DRUGIn. These
files are available from the Demos directory of any IBM SPSS Modeler installation. This can be accessed
from the IBM SPSS Modeler program group on the Windows Start menu. The druglearn.str file is in the

streams directory.

The data fields used in the demo are:

Data field Description

Age (Number)

Sex Mor F

BP Blood pressure: HIGH, NORMAL, or LOW
Cholesterol Blood cholesterol: NORMAL or HIGH

Na Blood sodium concentration

K Blood potassium concentration

Drug Prescription drug to which a patient responded

Reading in Text Data

=L
5=
=]
=]

War. File

K —

pre—

_________________

Catabase  “far File Auto Data Prep

M

Figure 77. Adding a Variable File node

You can read in delimited text data using a Variable File node. You can add a Variable File node from
the palettes--either click the Sources tab to find the node or use the Favorites tab, which includes this
node by default. Next, double-click the newly placed node to open its dialog box.
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Click the button just to the right of the File box marked with an ellipsis (...) to browse to the directory in
which IBM SPSS Modeler is installed on your system. Open the Demos directory and select the file called
DRUGIn.

Ensuring that Read field names from file is selected, notice the fields and values that have just been
loaded into the dialog box.

‘."ar. File

( = || B prev 2| Refresh E

FCLEO_DEMOSIDRUGTn

.

==
Fil “ ]I itter | | i I
e Dota Fiter Types Annotations

_—m
File:  [BCLEO_DEMOSIDRUGTR @

Lge,%ex ,EP Cholescerol Na, K, Drug
23,F,HIGH, HIGH,0,792535,0. 031258, drug¥
47, M, LOW, HIGH, 0. 739309,0, 056468, drugC
47 ,M,LOW,HIGH,0.697269,0. 068944, drugC

[41 [H]

|| Read field names from fils ] Specity number of fields 1 &

Skip header characters: na EL comment characters: I:I

Strip lead and trail spaces: @ Mone © Lett © Right © Bath

Invalid characters: @ Discard © Replace with

Encoding: Stream default ™ Decimal symbal: |Stream default ¥
Dielimiters - Lines to scan for type:
[ space (o] comma [ Tab

E Sutomstically recognize dates and times
[ Mewline [T other Autes

D Mon-printing characters Single gquotes:
|:| Allow muttiple blank delimiter s Doukle quates:

Figure 78. Variable File dialog box
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Figure 79. Changing the storage type for a field
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Figure 80. Selecting Value options on the Types tab

Click the Data tab to override and change Storage for a field. Note that storage is different from
Measurement, that is, the measurement level (or usage type) of the data field. The Types tab helps you

Chapter 8. Drug Treatments (Exploratory Graphs/C5.0) 77



learn more about the type of fields in your data. You can also choose Read Values to view the actual
values for each field based on the selections that you make from the Values column. This process is
known as instantiation.

Adding a Table

Now that you have loaded the data file, you may want to glance at the values for some of the records.
One way to do this is by building a stream that includes a Table node. To place a Table node in the
stream, either double-click the icon in the palette or drag and drop it on to the canvas.

| —
DRUGIN Table

Figure 81. Table node connected to the data source
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Figure 82. Running a stream from the toolbar

Double-clicking a node from the palette will automatically connect it to the selected node in the stream

canvas. Alternatively, if the nodes are not already connected, you can use your middle mouse button to
connect the Source node to the Table node. To simulate a middle mouse button, hold down the Alt key

while using the mouse. To view the table, click the green arrow button on the toolbar to run the stream,
or right-click the Table node and choose Run.
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Creating a Distribution Graph

During data mining, it is often useful to explore the data by creating visual summaries. IBM SPSS
Modeler offers several different types of graphs to choose from, depending on the kind of data that you
want to summarize. For example, to find out what proportion of the patients responded to each drug, use
a Distribution node.

Add a Distribution node to the stream and connect it to the Source node, then double-click the node to
edit options for display.

Select Drug as the target field whose distribution you want to show. Then, click Run from the dialog box.
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Figure 83. Selecting drug as the target field
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Figure 84. Distribution of response to drug type

The resulting graph helps you see the "shape" of the data. It shows that patients responded to drug Y
most often and to drugs B and C least often.
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Figure 85. Results of a data audit

Alternatively, you can attach and execute a Data Audit node for a quick glance at distributions and
histograms for all fields at once. The Data Audit node is available on the Output tab.

Creating a Scatterplot

Now let's take a look at what factors might influence Drug, the target variable. As a researcher, you know
that the concentrations of sodium and potassium in the blood are important factors. Since these are both
numeric values, you can create a scatterplot of sodium versus potassium, using the drug categories as a
color overlay.

Place a Plot node in the workspace and connect it to the Source node, and double-click to edit the node.
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Figure 86. Creating a scatterplot

On the Plot tab, select Na as the X field, K as the Y field, and Drug as the overlay field. Then, click Run.

The plot clearly shows a threshold above which the correct drug is always drug Y and below which the
correct drug is never drug Y. This threshold is a ratio--the ratio of sodium (Na) to potassium (K).
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Figure 87. Scatterplot of drug distribution

Creating a Web Graph

Since many of the data fields are categorical, you can also try plotting a web graph, which maps
associations between different categories. Start by connecting a Web node to the Source node in your
workspace. In the Web node dialog box, select BP (for blood pressure) and Drug. Then, click Run.
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Figure 88. Web graph of drugs vs. blood pressure

From the plot, it appears that drug Y is associated with all three levels of blood pressure. This is no
surprise--you have already determined the situation in which drug Y is best. To focus on the other drugs,
you can hide drug Y. On the View menu, choose Edit Mode, then right-click over the drug Y point and
choose Hide and Replan.

In the simplified plot, drug Y and all of its links are hidden. Now, you can clearly see that only drugs A
and B are associated with high blood pressure. Only drugs C and X are associated with low blood
pressure. And normal blood pressure is associated only with drug X. At this point, though, you still don't
know how to choose between drugs A and B or between drugs C and X, for a given patient. This is
where modeling can help.
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Figure 89. Web graph with drug Y and its links hidden

Deriving a New Field

Since the ratio of sodium to potassium seems to predict when to use drug Y, you can derive a field that
contains the value of this ratio for each record. This field might be useful later when you build a model

to predict when to use each of the five drugs. To simplify the stream layout, start by deleting all the
nodes except the DRUGI1n source node. Attach a Derive node (Field Ops tab) to DRUGIn, then

double-click the Derive node to edit it.
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Figure 90. Editing the Derive node

Name the new field Na_to_K. Since you obtain the new field by dividing the sodium value by the
potassium value, enter Na/K for the formula. You can also create a formula by clicking the icon just to the
right of the field. This opens the Expression Builder, a way to interactively create expressions using
built-in lists of functions, operands, and fields and their values.

You can check the distribution of your new field by attaching a Histogram node to the Derive node. In
the Histogram node dialog box, specify Na_to_K as the field to be plotted and Drug as the overlay field.
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Figure 91. Editing the Histogram node

When you run the stream, you get the graph shown here. Based on the display, you can conclude that
when the Na_to_K value is about 15 or above, drug Y is the drug of choice.
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Figure 92. Histogram display
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Building a Model

By exploring and manipulating the data, you have been able to form some hypotheses. The ratio of
sodium to potassium in the blood seems to affect the choice of drug, as does blood pressure. But you
cannot fully explain all of the relationships yet. This is where modeling will likely provide some answers.
In this case, you will use try to fit the data using a rule-building model, C5.0.

Since you are using a derived field, Na_to_K, you can filter out the original fields, Na and K, so that they
are not used twice in the modeling algorithm. You can do this using a Filter node.

L4 Filter

b
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| Fiter || Annatstions.

= e

T~ m Fields: 8 in, 2 filtered, O renamed, 6 out
Field Fitter Field
Ane — Age
Sex — Sex
EP —_— EP
Chiolesteral —_— Chiolesterol
Ma > Iz
K > I
Druig — Drug
Ma_to_l — Ia_to_k

@) view current figids “iew unuzed field settings

Figure 93. Editing the Filter node

On the Filter tab, click the arrows next to Na and K. Red Xs appear over the arrows to indicate that the
fields are now filtered out.

Next, attach a Type node connected to the Filter node. The Type node allows you to indicate the types of
fields that you are using and how they are used to predict the outcomes.

On the Types tab, set the role for the Drug field to Target, indicating that Drug is the field you want to
predict. Leave the role for the other fields set to Input so they will be used as predictors.
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Figure 94. Editing the Type node

To estimate the model, place a C5.0 node in the workspace and attach it to the end of the stream as
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shown. Then click the green Run toolbar button to run the stream.
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Figure 95. Adding a C5.0 node
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Figure 96. Browsing the model

When the C5.0 node is executed, the model nugget is added to the stream, and also to the Models palette
in the upper-right corner of the window. To browse the model, right-click either of the icons and choose
Edit or Browse from the context menu.

The Rule browser displays the set of rules generated by the C5.0 node in a decision tree format. Initially,
the tree is collapsed. To expand it, click the All button to show all levels.

E- MNa_to_K == 14.64
“- Ma_to_K=14.64 = drug

Figure 97. Rule browser

Now you can see the missing pieces of the puzzle. For people with an Na-to-K ratio less than 14.64 and
high blood pressure, age determines the choice of drug. For people with low blood pressure, cholesterol
level seems to be the best predictor.
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Figure 98. Rule browser fully expanded

The same decision tree can be viewed in a more sophisticated graphical format by clicking the Viewer
tab. Here, you can see more easily the number of cases for each blood pressure category, as well as the
percentage of cases.
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Figure 99. Decision tree in graphical format

Using an Analysis Node

You can assess the accuracy of the model using an analysis node. Attach an Analysis node (from the
Output node palette) to the model nugget, open the Analysis node and click Run.
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The Analysis node output shows that with this artificial dataset, the model correctly predicted the choice
of drug for every record in the dataset. With a real dataset you are unlikely to see 100% accuracy, but you
can use the Analysis node to help determine whether the model is acceptably accurate for your particular

application.
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Figure 101. Analysis node output

90 IBM SPSS Modeler 18.1 Applications Guide



Chapter 9. Screening Predictors (Feature Selection)

The Feature Selection node helps you to identify the fields that are most important in predicting a certain
outcome. From a set of hundreds or even thousands of predictors, the Feature Selection node screens,
ranks, and selects the predictors that may be most important. Ultimately, you may end up with a quicker,
more efficient model—one that uses fewer predictors, executes more quickly, and may be easier to
understand.

The data used in this example represent a data warehouse for a hypothetical telephone company and
contain information about responses to a special promotion by 5,000 of the company's customers. The
data include a large number of fields containing customers' age, employment, income, and telephone
usage statistics. Three "target" fields show whether or not the customer responded to each of three offers.
The company wants to use this data to help predict which customers are most likely to respond to
similar offers in the future.

This example uses the stream named featureselection.str, which references the data file named
customer_dbase.sav. These files are available from the Demos directory of any IBM SPSS Modeler
installation. This can be accessed from the IBM SPSS Modeler program group on the Windows Start
menu. The featureselection.str file is in the streams directory.

This example focuses on only one of the offers as a target. It uses the CHAID tree-building node to
develop a model to describe which customers are most likely to respond to the promotion. It contrasts
two approaches:

* Without feature selection. All predictor fields in the dataset are used as inputs to the CHAID tree.

* With feature selection. The Feature Selection node is used to select the top 10 predictors. These are then
input into the CHAID tree.

By comparing the two resulting tree models, we can see how feature selection produces effective results.

Building the Stream

=]

—I-E;E—h-é

customer_dbase sav Type \:sp.ﬁ"‘;rs_m
Fiy

—.
E.’_Aﬂ y

response_01 Lsing Top 10 Fields

. CHAID

CHAID
With All Fields

Figure 102. Feature Selection example stream

1. Place a Statistics File source node onto a blank stream canvas. Point this node to the example data
file customer_dbase.sav, available in the Demos directory under your IBM SPSS Modeler installation.
(Alternatively, open the example stream file featureselection.str in the streams directory.)

2. Add a Type node. On the Types tab, scroll down to the bottom and change the role for response_01 to
Target. Change the role to None for the other response fields (response_02 and response_03) as well as
for the customer ID (custid) at the top of the list. Leave the role set to Input for all other fields, and
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click the Read Values button, then click OK.
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@ view currert fields (@ view unuzed field settings

Figure 103. Adding a Type node

3. Add a Feature Selection modeling node to the stream. On this node, you can specify the rules and
criteria for screening, or disqualifying, fields.

4. Run the stream to create the Feature Selection model nugget.

5. Right-click the model nugget on the stream or in the Models palette and choose Edit or Browse to
look at the results.

92  IBM SPSS Modeler 18.1 Applications Guide



U response_01

L;’i File @ Generate

h

|Model | Summary  Annotations

R

{1}} Inwvireten f Cortinuous
{{r} Ineavirem... f Cortinuous
#3 Ineauin... 4 Cortinuous

= = o R
EIOE v =i
Rank Field Measurement Importance Yalue

@ 3 {} e y Corntinuous |i| Important 1.0 o
@ 2 {} ownpc éb Mominal |i| Important 1.0

[ 3% edoat o Ordinal [ mportant 1.0

W 4 {3 internet @ Mominal [ mportart 1.0

@ 5 {} B &) Momiral |i| Importart 1.0

@ ] {} owngame &b Mominal |i| Important 1.0

@ 7 {i}} Eciuipmon y Continuous |i| Importart 1.0

@ g {} confer 6{3 Mominal |£| Importart 1.0

[ 93 ehil @0 Mominal [ mportant 1.0

W 10 {3 callwait @5 Mominal [%] mportart 1.0

@ 11 {} forveard &‘b Momiral |i| Importart 1.0

@ 12 {{P}tollmon f Continuous |i| Impattart 1.0

W 13 {3 muttine @0 Mominal [%] mportart 1.0

@ 14 {} oy i 6{5 Marmiral |i| Impattart 1.0

W 15 % calid @5 Mominal [#] mportart 1.0

@ 16 {{P} ecjuipten f Continuous |i| Impattart 1.0

W 17 {3 tallfree @5 Mominal [#] mportart 1.0

@ 18 {{P}tolnen f Continuous |i| Impattart 1.0

@ 19 {} churn éb Mominal |i| Important 1.0 | |
A il (’3 =hnil eedeat _I'I Mrdinal m Imrnrtart 10 l

Selected fields: 34 Total fields available: 128
‘ =095 [#]«=095 [=]=09
9 Screened Fields
Field feasurement Reazon

D {} OvenYCr &"_) Morminal Single category too large

D {} oty &) Mominal Single category too large

D {} ovencvd &) Morminal Single category too large

D {} oyncod &) Mominal Single category too large

Too mary mizsing values
Too many missing values
Coefficient of variation below threshald

Figure 104. Model tab in Feature Selection model nugget

The top panel shows the fields found to be useful in the prediction. These are ranked based on
importance. The bottom panel shows which fields were screened from the analysis and why. By
examining the fields in the top panel, you can decide which ones to use in subsequent modeling
sessions.

6. Now we can select the fields to use downstream. Although 34 fields were originally identified as
important, we want to reduce the set of predictors even further.

7. Select only the top 10 predictors using the check marks in the first column to deselect the unwanted

predictors. (Click the check mark in row 11, hold down the Shift key and click the check mark in
row 34.) Close the model nugget.

8. To compare results without feature selection, you must add two CHAID modeling nodes to the
stream: one that uses feature selection and one that does not.

9. Connect one CHAID node to the Type node, and the other one to the Feature Selection model
nugget.

10.
Build a single tree and Launch interactive session are selected in the Objectives pane.
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Open each CHAID node, select the Build Options tab and ensure that the options Build new model,



On the Basics pane, make sure that Maximum Tree Depth is set to 5.

£ With All Fields

P

Fields | Build Options || Madel Options

Annctationss |
Objective What do you want to do?
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Costs @ Build & single tree
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Description
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models are easier to interpret and can be faster to score than boosted, bagaed, or
large dataset ensembles.

[ ok J[# mun || cancel |

Figure 105. Objectives settings for CHAID modeling node for all predictor fields

Building the Models

1. Execute the CHAID node that uses all of the predictors in the dataset (the one connected to the Type
node). As it runs, notice how long it takes to execute. The results window displays a table.

2. From the menus, choose Tree > Grow Tree to grow and display the expanded tree.
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Figure 106. Growing the tree in the Tree Builder

3. Now do the same for the other CHAID node, which uses only 10 predictors. Again, grow the tree
when the Tree Builder opens.

The second model should have executed faster than the first one. Because this dataset is fairly small, the
difference in execution times is probably a few seconds; but for larger real-world datasets, the difference
may be very noticeable—minutes or even hours. Using feature selection may speed up your processing
times dramatically.

The second tree also contains fewer tree nodes than the first. It is easier to comprehend. But before you
decide to use it, you need to find out whether it is effective and how it compares to the model that uses
all predictors.

Comparing the Results

To compare the two results, we need a measure of effectiveness. For this, we will use the Gains tab in the
Tree Builder. We will look at lift, which measures how much more likely the records in a node are to fall
under the target category when compared to all records in the dataset. For example, a lift value of 148%
indicates that records in the node are 1.48 times more likely to fall under the target category than all
records in the dataset. Lift is indicated in the Index column on the Gains tab.

1. In the Tree Builder for the full set of predictors, click the Gains tab. Change the target category to 1.0.
Change the display to quartiles by first clicking the Quantiles toolbar button. Then select Quartile
from the drop-down list to the right of this button.

2. Repeat this procedure in the Tree Builder for the set of 10 predictors so that you have two similar
Gains tables to compare, as shown in the following figures.
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Figure 107. Gains charts for the two CHAID models

Each Gains table groups the terminal nodes for its tree into quartiles. To compare the effectiveness of the
two models, look at the lift (Index value) for the top quartile in each table.

When all predictors are included, the model shows a lift of 221%. That is, cases with the characteristics in
these nodes are 2.2 times more likely to respond to the target promotion. To see what those characteristics
are, click to select the top row. Then switch to the Viewer tab, where the corresponding nodes are now
outlined in black. Follow the tree down to each highlighted terminal node to see how the predictors were
split. The top quartile alone includes 10 nodes. When translated into real-world scoring models, 10
different customer profiles can be difficult to manage.

With only the top 10 predictors (as identified by feature selection) included, the lift is nearly 194%.
Although this model is not quite as good as the model that uses all predictors, it is certainly useful. Here,

the top quartile includes only four nodes, so it is simpler. Therefore, we can determine that the feature
selection model is preferable to the one with all predictors.

Summary

Let's review the advantages of feature selection. Using fewer predictors is less expensive. It means that
you have less data to collect, process, and feed into your models. Computing time is improved. In this
example, even with the extra feature selection step, model building was noticeably faster with the smaller
set of predictors. With a larger real-world dataset, the time savings should be greatly amplified.

Using fewer predictors results in simpler scoring. As the example shows, you might identify only four
profiles of customers who are likely to respond to the promotion. Note that with larger numbers of
predictors, you run the risk of overfitting your model. The simpler model may generalize better to other
datasets (although you would need to test this to be sure).
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You could have used a tree-building algorithm to do the feature selection work, allowing the tree to
identify the most important predictors for you. In fact, the CHAID algorithm is often used for this
purpose, and it is even possible to grow the tree level-by-level to control its depth and complexity.
However, the Feature Selection node is faster and easier to use. It ranks all of the predictors in one fast
step, allowing you to identify the most important fields quickly. It also allows you to vary the number of
predictors to include. You could easily run this example again using the top 15 or 20 predictors instead of
10, comparing the results to determine the optimal model.
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Chapter 10. Reducing Input Data String Length (Reclassify
Node)

Reducing Input Data String Length (Reclassify)

For binomial logistic regression, and auto classifier models that include a binomial logistic regression
model, string fields are limited to a maximum of eight characters. Where strings are more than eight
characters, they can be recoded using a Reclassify node.

This example uses the stream named reclassify_strings.str, which references the data file named
drug_long_name. These files are available from the Demos directory of any IBM SPSS Modeler installation.
This can be accessed from the IBM SPSS Modeler program group on the Windows Start menu. The
reclassify_strings.str file is in the streams directory.

This example focuses on a small part of a stream to show the sort of errors that may be generated with
overlong strings and explains how to use the Reclassify node to change the string details to an acceptable
length. Although the example uses a binomial Logistic Regression node, it is equally applicable when
using the Auto Classifier node to generate a binomial Logistic Regression model.

Reclassifying the Data

1. Using a Variable File source node, connect to the dataset drug_long_name in the Demos folder.

-B>

— E e O

drug_long_name Tie Cholesterol_long

& % &2
+—> - —> - -h> - |-£
Cholesterol Filter Type Chalesterol

Figure 108. Sample stream showing string reclassification for binomial logistic regression

2. Add a Type node to the Source node and select Cholesterol_long as the target.
3. Add a Logistic Regression node to the Type node.
4. In the Logistic Regression node, click the Model tab and select the Binomial procedure.
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Figure 109. Long string details in the "Cholesterol_long" field

5. When you execute the Logistic Regression node in reclassify_strings.str, an error message is displayed
warning that the Cholesterol_long string values are too long.

If you encounter this type of error message, follow the procedure explained in the rest of this
example to modify your data.

Message

@ Stream execution started

Q Field 'Cholestercl_long' has value 'High level of cholesterol' that is too long.
Q Field "Cholesterol_long' has value 'Mormal level of cholesteral' that is too long.
@ Stream execution complete, Elapsed=0.39 zec, CPU=0.02 zec

& Execution was interrupted

Figure 110. Error message displayed when executing the binomial logistic regression node

6. Add a Reclassify node to the Type node.

7. In the Reclassify field, select Cholesterol_long.

8. Type Cholesterol as the new field name.

9. Click the Get button to add the Cholesterol_long values to the original value column.

10. In the new value column, type High next to the original value of High level of cholesterol and
Normal next to the original value of Normal level of cholesterol.
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Figure 111. Reclassifying the long strings

11. Add a Filter node to the Reclassify node.
12. In the Filter column, click to remove Cholesterol_long.

Chapter 10. Reducing Input Data String Length (Reclassify Node)
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Figure 112. Filtering the "Cholesterol_long" field from the data

13. Add a Type node to the Filter node and select Cholesterol as the target.
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Figure 113. Short string details in the "Cholesterol” field

14. Add a Logistic Node to the Type node.
15. In the Logistic node, click the Model tab and select the Binomial procedure.

16. You can now execute the Binomial Logistic node and generate a model without displaying an error
message.
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Figure 114. Choosing Binomial as the procedure

This example only shows part of a stream. If you require further information about the types of streams
in which you may need to reclassify long strings, the following examples are available:

« Auto Classifier node. See the topic [“Modeling Customer Response (Auto Classifier)” on page 37| for

more information.

* Binomial Logistic Regression node. See the topic [Chapter 13, “Telecommunications Churn (Binomiall

[Logistic Regression),” on page 139| for more information.

More information on how to use IBM SPSS Modeler, such as a user's guide, node reference, and
algorithms guide, are available from the \Documentation directory of the installation disk.

Chapter 10. Reducing Input Data String Length (Reclassify Node)
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Chapter 11. Modeling Customer Response (Decision List)

The Decision List algorithm generates rules that indicate a higher or lower likelihood of a given binary
(yes or no) outcome. Decision List models are widely used in customer relationship management, such as
call center or marketing applications.

This example is based on a fictional company that wants to achieve more profitable results in future
marketing campaigns by matching the right offer to each customer. Specifically, the example uses a
Decision List model to identify the characteristics of customers who are most likely to respond favorably,
based on previous promotions, and to generate a mailing list based on the results.

Decision List models are particularly well suited to interactive modeling, allowing you to adjust
parameters in the model and immediately see the results. For a different approach that allows you to
automatically create a number of different models and rank the results, the Auto Classifier node can be
used instead.

-@>

[ — —h—'?*—h-.’%

pm_customer_traint s.. 9\ Selec .response[ﬂ

e E w — e
Tahle campaign responsel1] (1) Tahle

Figure 115. Decision List sample stream

This example uses the stream pm_decisionlist.str, which references the data file pm_customer_trainl.sav.
These files are available from the Demos directory of any IBM SPSS Modeler installation. This can be
accessed from the IBM SPSS Modeler program group on the Windows Start menu. The pm_decisionlist.str
file is in the streams directory.

Historical Data

The file pm_customer_trainl.sav has historical data tracking the offers made to specific customers in past
campaigns, as indicated by the value of the campaign field. The largest number of records fall under the
Premium account campaign.
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Table (31 fields, 21,927 records)
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customer_id |campaign |resp0nse |resp0nse_date purchase |purchase_date |pr0dud_id |I
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2 13 Premium sccount |0 Frullf ] Frllh Frllf 3
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4 16 Premium sccount |1 2006-07-05 00:00:00 0 Frllh 183 E
5 23 Premium sccount |0 Frull§ ] Frulls Frllg 1
B 24 Premium account |0 Fral§ 0 FrullF Fral§ 3
i 30 Premium sccount |0 Frullg ] Frulls Frullg :
5] 30 Gold card 0 Frulf ] Frullf Frulf b
g 33 Premium sccount |0 Frullg ] Frulls Frullg
10 42 Gold card 0 Frulf ] Frullf Frulf
11 42 Premium sccount |0 Frullf ] Frllh Frllf
12 52 Premium account 0 Frulf ] Frullf Frulf
ks =7 Premium sccount |0 Frullf ] Frllh Frllf
14 B3 Premium account 1 2006-07-14 00:00:00 0 Frullf 183
15 74 Premium sccount |0 Frullg ] Frllh Frullg
16 74 Gold card 0 Frullg ] Frulls Frullg
il T3 Premium account |0 Frullg 0 Frullg Frulg
18 a2 Premium sccount |0 Frullg ] Frulls Frullg
19 {aiz] Gold card 0 Frulf ] Frullf Frulf
20 29 Premium sccount |0 Frllg ] $rullf Frllg |
ry F

Figure 116. Data about previous promotions

The values of the campaign field are actually coded as integers in the data, with labels defined in the Type
node (for example, 2 = Premium account). You can toggle display of value labels in the table using the
toolbar.

The file also includes a number of fields containing demographic and financial information about each
customer that can be used to build or "train" a model that predicts response rates for different groups
based on specific characteristics.

Building the Stream

1. Add a Statistics File node pointing to pm_customer_trainl.sav, located in the Demos folder of your IBM
SPSS Modeler installation. (You can specify $CLEO_DEMOS/ in the file path as a shortcut to reference this
folder.)
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Figure 117. Reading in the data

2. Add a Type node, and select response as the target field (Role = Target). Set the measurement level for
this field to Flag.

2 Type
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Figure 118. Setting the measurement level and role

3. Set the role to None for the following fields: customer_id, campaign, response_date, purchase,

purchase_date, product_id, Rowid, and X_random. These fields all have uses in the data but will not be
used in building the actual model.

4. Click the Read Values button in the Type node to make sure that values are instantiated.

Although the data includes information about four different campaigns, you will focus the analysis on
one campaign at a time. Since the largest number of records fall under the Premium campaign (coded
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campaign = 2 in the data), you can use a Select node to include only these records in the stream.

Select .

_?)} : . Eﬁ]
y
Seftings || Annatations

Mol @ Inciude © Dizcard

campaign = 2

Condlition:

Figure 119. Selecting records for a single campaign

Creating the Model

1. Attach a Decision List node to the stream. On the Model tab, set the Target value to 1 to indicate the
outcome you want to search for. In this case, you are looking for customers who responded Yes to a
previous offer.
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Figure 120. Decision List node, Model tab

2. Select Launch interactive session.

3. To keep the model simple for purposes of this example, set the maximum number of segments to 3.
4. Change the confidence interval for new conditions to 85%.

5. On the Expert tab, set the Mode to Expert.
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Figure 121. Decision List node, Expert tab

6. Increase the Maximum number of alternatives to 3. This option works in conjunction with the
Launch interactive session setting that you selected on the Model tab.

7. Click Run to display the Interactive List viewer.
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Figure 122. Interactive List viewer

Since no segments have yet been defined, all records fall under the remainder. Out of 13,504 records
in the sample, 1,952 said Yes, for an overall hit rate of 14.45%. You want to improve on this rate by
identifying segments of customers more (or less) likely to give a favorable response.

@

Tools > Find Segments

In the Interactive List viewer, from the menus choose:
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Crganize Model Measures... I Segment Fincer -
Find segments with:
[zm Organize Data Selections.. &l High Probahility =

Target field:  O® response ‘ L =
) Change Target Walus. . i ML e AL B | 3 H [ » Find Seaments

Target value: 1
B Take Snapshot

id Segment Rules Score |Cover (m |Fraquency |Probabil'rty ‘
All zegments including Remainder 13,504 1,932 14.45%
Remaincer 13,504 1,952 14.45%

8 x|« [+ [

Model Summary; Cover O: Freguency 0 Probabilty 0%

Figure 123. Interactive List viewer
This runs the default mining task based on the settings you specified in the Decision List node. The

completed task returns three alternative models, which are listed in the Alternatives tab of the Model
Albums dialog box.
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&' Model Albums

5

Mame |Target Mo, of Segments Covver |
Alternative 1 1 2375 1,348 6. 76%
Afternative 2 1 2365 1,326 56 .00%
joternatived |1 2,380 1329 55.84%
Alternative Preview:
icd |Segment Rules |Cover (n |Frequency Probakility
Al segments including Remainder 13504 952 14 45%
=l income, number_products
1 incotne = 55267 000 and 12 75 a7AT%
number_products = 1.000
1=l rfm_score, number_transactions
2 rfm_score = 12,333 and 737 360 43.85%
number_transactions = 2.000
= number_transactions, income
3 number_transactions = 0.000 and 731 174 5% B0
number_transactions == 1.000 and
incame = 45072.000
Remainder 11,124 623 5.60%

' o ;
Alternatives || Snapshots
I.—u,r...-l

Figure 124. Available alternative models

9. Select the first alternative from the list; its details are shown in the Alternative Preview panel.
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 Model Albums
Mame | Target Mo. of Segments Cover Freq. Prak. |
I.glternative 1 1.0 3 2373 1,348 26 .76%
Afternative 2 1.0 3 2368 1,326 56 .00%
Alternative 3 1.0 3 2,380 1,328 25 .54%
Alternative Preview
id Segment Rules Score |C0ver nj |Frequency Praobahility
All segments including Remainder 13,504 1,952 14 45%
=l income, number_products
1 incotme = 55267 000 and 1.0 12 793 g7 AT%
number_products = 1.000
=l rfm_score, number_transactions
2 rfm_score = 10,535 and 1.0 729 37 49.24%
number_transactions = 3.000
1=l average#balancesfeed#index, numbe
averagethalancedfeeddindex = 0.000
3 averagetbalanceffeedtindex == 349.01.0 738 196 26.56%
number_products == 2.000 and
rfth_score = 9.239
Remainder 11,129 E04 5.43%
Alternatives || Snapshots

Figure 125. Alternative model selected

10.

114

The Alternative Preview panel allows you to quickly browse any number of alternatives without
changing the working model, making it easy to experiment with different approaches.

Note: To get a better look at the model, you may want to maximize the Alternative Preview panel
within the dialog, as shown here. You can do this by dragging the panel border.

Using rules based on predictors, such as income, number of transactions per month, and RFM score,
the model identifies segments with response rates that are higher than those for the sample overall.
When the segments are combined, this model suggests that you could improve your hit rate to
56.76%. However, the model covers only a small portion of the overall sample, leaving over 11,000
records—with several hundred hits among them—to fall under the remainder. You want a model
that will capture more of these hits while still excluding the low-performing segments.

To try a different modeling approach, from the menus choose:

Tools > Settings
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Create/Edit Mining Task: response[1]

Load Settings: |:resp0nse[1]

"?| Rewe.. | |2

~Target

@Target Figld: O® response

Target Walue: 1

—Simple Settings

Find segmerts with:

Maimum number of new segments:

Winimum segment size
Az percentage of previous segment (9%);
A absolute value (M)

Mac<ithum number of alternatives:

Maximum sttributes per segment:

|2| Allowy attribute re-use within segment

Confidence interval for new conditions (%)

High Probabilty =

H

]
3=

=]
a0 =

[ ]
SEI

s

]
5=

=]
gan =

rExpert Settings

Binning method:

Bin merging factor:

Madel search width:

Allowe missing values in conditions:  True

Mumber of bins:

Rule search width:

Discard intermeciate resuts: True

Eciit..

rData

Build Selection: |AII Dsta

Lwailable fields: @ al fields © Custom

d=)

Figure 126. Create/Edit Mining Task dialog box

11. Click the New button (upper right corner) to create a second mining task, and specify Down Search
as the task name in the New Settings dialog box.
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Create/Edit Mining Task: response[1]

Load Settings: | Down Search 'l New...

rTarget-
@}Target Figld: O® response Taroet Walue: 1
Simple Settings -
Find zegments with: i_ltow Probahility = |
Mazimum number of new segments: 3 =

Winimum segment size

Az percentage of previous seagment (%) E
Az absolute value (M) mu
) =
Maxithum number of aternatives: E
Mazimum sttributes per segment: E
@ Allowy attribute re-use within segment
Confidence interval for new conditions (9% E
rExpert Settings
Binning method: Equal Count Murmber of hins: 10
Madlel search width: 5 Rule search width: )
Bin merging factor: 2.00
Allowy missing values in conditions: True Dizcard intermediste results: True
rData
Build Selection: IAII Data - |®

Luwailable fields: @ Al fields © Custom

Figure 127. Create/Edit Mining Task dialog box

12. Change the search direction to Low probability for the task. This will cause the algorithm to search
for segments with the Jowest response rates rather than the highest.

13. Increase the minimum segment size to 1,000. Click OK to return to the Interactive List viewer.

14. In Interactive List viewer, make sure that the Segment Finder panel is displaying the new task details

and click Find Segments.

Segment Finder

Find segments with: L|_.3w Probakilty = |
Max. no. of new seqgments: 3}2“ B Find Segments i

Figure 128. Find segments in new mining task

The task returns a new set of alternatives, which are displayed in the Alternatives tab of the Model
Albums dialog box and can be previewed in the same manner as previous results.
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& Jodel Albums

Mame |Target Mo. of Segments Cover Freg. Prob. |
I.glternative 1 1 3 9183 232 253%
Afternative 2 1 3 9183 232 253%
Alternative 3 1 3 §,749 144 165%

Afternative Preview
id Segment Rules Score |Cover () |Frequency Probability
Al zegments inchuding Remainder 13,504 1,952 14.45%

=
1 =l months_customer 1 1747 0 0.00%

mornths_customer = "0"

=
5 =l rfm_score 1 5,003 0 0.00%

rim_score == 0.000

=l income, rfm_score
incame = 40297 000 and
3 incotme == 55267 .000 and 1 1,433 232 16.19%
rim_score = 0.000 and
rftn_scaore == 10.535
Remsinder 43M 1,720 39.81%

Alternatives || Snapshots

Figure 129. Down Search model results

This time each model identifies segments with low response probabilities rather than high. Looking
at the first alternative, simply excluding these segments will increase the hit rate for the remainder to
39.81%. This is lower than the model you looked at earlier but with higher coverage (meaning more
total hits).
By combining the two approaches—using a Low Probability search to weed out uninteresting
records, followed by a High Probability search—you may be able to improve this result.

15. Click Load to make this (the first Down Search alternative) the working model and click OK to close
the Model Albums dialog box.

Chapter 11. Modeling Customer Response (Decision List) 117



3 Interactive List: response[1] #2

i File  |SEdt o view Tools ) Gererate | L)

Wiewer | Gains || Annotations

B Take Snapshot Segment Finder -
Find segments with: :Low Probahility = |
Max. no. of new segments: 3 ‘EIL B Find Segmerts | B

idl Segment Rules Score |Cuver [ |Frequency |Prubabil'rly |
Al zegments including Remainder 13,504 1,952 14.45%

a[ﬂ
E@

-

Target field: O® response

Target value: 1

4 =/ months_customer Evcluded 1,747 1] 0.00%
maonths_customer = "0"

5 | e scare Excluded 6,003 0 0.00%
rfm_score == 0.000
=l income, rffm_score
income = 40297 000 and
3 income == 55267 .000 and 1 1,433 232 16.18%
rfm_score = 0.000 and

&K GEo]

rfm_scaore == 10.535

Remainder 4,321 1,720 39.81%

hodel Summary; Cover 1 433 Frequency 232: Probability 16.19%

Figure 130. Excluding a segment

16. Right-click on each of the first two segments and select Exclude Segment. Together, these segments
capture almost 8,000 records with zero hits between them, so it makes sense to exclude them from
future offers. (Excluded segments will be scored as null to indicate this.)

17. Right-click on the third segment and select Delete Segment. At 16.19%, the hit rate for this segment
is not that different than the baseline rate of 14.45%, so it doesn't add enough information to justify
keeping it in place.

Note: Deleting a segment is not the same as excluding it. Excluding a segment simply changes how it
is scored, while deleting it removes it from the model entirely.

Having excluded the lowest-performing segments, you can now search for high-performing
segments in the remainder.

18. Click on the remainder row in the table to select it, so that the next mining task will apply to the
remainder only.
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.3 Interactive List: response[1] #2

\id File & view

Viewer || Gains Aénméiés_.
o ————

| Eit Tools

@ Generate

al e e @k

L Take Snapshat |

Target field: O® response

Target value: 1

~Segment Finder - |

Loy Probability =
3B

| Find segments with:

IlMax. no. of new segments:| [ » Find Segm_ents]

id Segment Rules Score |C0ver (] |Frequency |Pr0babil'rty
All zegments including Remainder 13504 1,952
1 | ©month=_customer Excluded 1 747 0
months_customer = "0"
5 |@rmiscare Excluded £,003 i)
rfm_score == 0.000
Remsinder 5754 1,852

Model Summary; Cover 0 Freguency 0 Probahility 0%

Figure 131. Selecting a segment

19.
20.

With the remainder selected, click Settings to reopen the Create/Edit Mining Task dialog box.
At the top, in Load Settings, select the default mining task: response[1l].

21. Edit the Simple Settings to increase the number of new segments to 5 and the minimum segment

size to 500.
22.

Click OK to return to the Interactive List viewer.
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Create/Edit Mining Task: Down Search

Load Settings: Iresponse[ﬂ

rTarget-
@Target Figld: O® response
rSimple Settings -

Find segmerts with:

Maxitmum number of new segments:

"| ME...

Target Walue: 1

|High Probabilty ~ |

]
5=

Winimum segment size

Az percentage of previous seagment (%) E
Az absolute value () E
Maxithum number of aternatives: 3 B

Mazimum sttributes per segment: 5 E

E Allowy attribute re-use within segment

Confidence interval for new conditions (9%

I
Lol
=)
[4[H]

rExpert Settings

Binning method: Equal Count Murmber of hins: 10
Madlel search width: 5 Rule search width: )
Bin merging factor: 2.00

Discard intermediate resufts;. True

Allowy missing values in conditions: True

rData

Build Selection: &l Data

v

Luailable fields: @ Al fields © Custom

Figure 132. Selecting the default mining task

23. Click Find Segments.

This displays yet another set of alternative models. By feeding the results of one mining task into
another, these latest models contain a mix of high- and low-performing segments. Segments with
low response rates are excluded, which means that they will be scored as null, while included
segments will be scored as 1. The overall statistics reflect these exclusions, with the first alternative
model showing a hit rate of 45.63%, with higher coverage (1,577 hits out of 3,456 records) than any
of the previous models.
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-
A Model Albums
Mame |Target Mo. of Segments Cover Freg. Prob. |
I.glternative 1 1 i 3,436 1577 43 63%
Afternative 2 1 7 3,456 1577 45 63%
Alternative 3 1 i 3,456 1577 43 63%
Alternative Preview:
idd Segment Rules Score |C0ver )] |Frequency Probahility
Al zegments including Remainder 13,504 1,352 14 45% | =
= month stol
1 UL L e Excluded 1,747 o 0.00%
morths_custamer = "0"
= rf
2 st Exccluded 5,003 o 0.00%
rftn_score == 0.000
=l rffm_score, income
3 tfim_score = 12333 and 1 555 456 g216%
income = 52213.000
4 ittt 1 B43 551 B569%
income = S5267.000
=l number_transactions, rfm_score
5 number_transactions = 2.000 and 1 533 206 3565%
rfm_score = 12.333
=
| Btternatives | Snapshots|

Figure 133. Alternatives for combined model

24. Preview the first alternative and then click Load to make it the working model.

Calculating Custom Measures Using Excel

1. To gain a bit more insight as to how the model performs in practical terms, choose Organize Model

Measures from the Tools menu.
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.3 Interactive List: response[1] #4

igwver | -3 Find Seaments

s
Gains | Annotations
Settings...
B Ta e Snapshat | Organize Model Measures...

@ Crganize Data Selections...
Target field: O® response T

@ Change Target Yalue...
Target value: 1

B Take Snapshot

].;. File | =Edt o View Tools ¢ Generate @@%@ .@ m

Segment Finder -

Max. no. of new segments:|

Find seagments with: High Probakility =

[ B Find S_egments] =]

id Segment Rules

| Score | Cover (n)

| Freguency

| Protaility

Al zegments including Remainder

=l months_customer
months_customer = "0"

= rfm_score
rfm_score == 0.000

= rfm_score, income
3 rfm_score = 12.333 and
income = 52213.000

= income
income = 55267 .000

= number_transactions, rffm_score
5 rumber_transactions = 2.000 and
rfm_score = 12.333

13,504

Excluded 1,747

Excluded 6,003

1 643

1,852

o

456

291

206

14.45%

0.00%

0.00%

§2.16%

8§9.69% |

38.69%

=
.
4
x
P 4

Model Summary; Cover 3 456: Freguency 1 577: Probability 45.63%

Figure 134. Organizing model measures

The Organize Model Measures dialog box allows you to choose the measures (or columns) to show in
the Interactive List viewer. You can also specify whether measures are computed against all records or
a selected subset, and you can choose to display a pie chart rather than a number, where applicable.
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-Orga nize Model Measures

] Hint: Use thiz dialog to define the Model Meazures which are dizplayed in the Vieweer table.

Mame Type Display Data Selection |Show |
Cover Coverage Pie Chart Al Data E| -
Cover () Coverage Mumeric Al Data E +
Freguency Frequency Mumeric Al Data @ 3
Probakility Probakility Mumeric Al Data E
Error Error Mumeric Al Data D x
-Custom Measures

Calculate custom measures in Excel (TH): @ ves © Mo

Conned to Exce_IU[TM Workbook: | |

Matme | Description | Shoy |

Figure 135. Organize Model Measures dialog box

In addition, if you have Microsoft Excel installed, you can link to an Excel template that will calculate
custom measures and add them to the interactive display.

2. In the Organize Model Measures dialog box, set Calculate custom measures in Excel (TM) to Yes.
Click Connect to Excel (TM)
4. Select the template_profit.xlt workbook, located under streams in the Demos folder of your IBM SPSS

w

Modeler installation, and click Open to launch the spreadsheet.
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|%] Microsoft Excel - template_profit1 E][E]
@_] File Edit Yiew Insert Format  Tools Data  Window Help  Adobe PDF
iﬂ'—"ainrial -0 -| B I g|l§§§@|@% y <2 | 5
et 0N |
F4 - e =IF(H4=""D0 L4}-Settings!Flx_1
A | B & | 3] | E F | G|~
=
1 ‘
2
Metric: Imported Metric:  Calculated Metric: Calculated Metric:
3| # Use |Frequency Cover Profit Margin Cumulative Profit Target
411 -2 500.00
51 2 |
W« > w\Model Measures { Settings { Configuration /[« u | [»]
Ready MM

Figure 136. Excel Model Measures worksheet

The Excel template contains three worksheets:

* Model Measures displays model measures imported from the model and calculates custom
measures for export back to the model.

* Settings contains parameters to be used in calculating custom measures.

* Configuration defines the measures to be imported from and exported to the model.
The metrics exported back to the model are:

* Profit Margin. Net revenue from the segment

¢ Cumulative Profit. Total profit from campaign

As defined by the following formulas:

Profit Margin = Frequency * Revenue per respondent - Cover * Variable cost

Cumulative Profit = Total Profit Margin - Fixed cost

Note that Frequency and Cover are imported from the model.

The cost and revenue parameters are specified by the user on the Settings worksheet.
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|&] Microsoft Excel - template_profit1 ===
@_] File Edit Yiew Insert Format  Tools Data  Window Help  Adobe PODF

: 3 B avia -0 - B[rlu |E==58y 5 =]

il 5N |

12 - pid
A | B |D] E PRl e =

2 2
)

5]

T

g

9

10

11

12 |Costs and revenue b X
13 |- Fined costs 2 500,00 3
14 |- Wariable cost 0,50

15 |- Revenue per respondent 100.00

16

17

18

19

20 b |
2 . . ] . » >
W« » Wl Model Measures ), Settings { Configuration /[ <] m [l
Ready M

Figure 137. Excel Settings worksheet

Fixed cost is the setup cost for the campaign, such as design and planning.

Variable cost is the cost of extending the offer to each customer, such as envelopes and stamps.

Revenue per respondent is the net revenue from a customer who responds to the offer.
5. To complete the link back to the model, use the Windows taskbar (or press Alt+Tab) to navigate back

to the Interactive List viewer.

Choose inputs for Custom Measures

Hint: Use this dislog to choose which model measures will be uzed by Excel (TM) as
inputs to calculste custom measures.

Inpt |M0del Messure |
Frequency Frequency
Cover F:over (i |

Figure 138. Choosing inputs for custom measures

The Choose Inputs for Custom Measures dialog box is displayed, allowing you to map inputs from
the model to specific parameters defined in the template. The left column lists the available measures,
and the right column maps these to spreadsheet parameters as defined in the Configuration

worksheet.

6. In the Model Measures column, select Frequency and Cover (n) against the respective inputs and

click OK.
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In this case, the parameter names in the template—Frequency and Cover (n)—happen to match the
inputs, but different names could also be used.

7. Click OK in the Organize Model Measures dialog box to update the Interactive List viewer.

Organize Model Measures

] Hint: Use thiz dialog to define the Model Meazures which are displayed in the Viewer table.

Mame Type Display Data Selection |Show | *f:
Cover Coverage Pie Chart Al Data E| .
Cover () Coverage Mumeric Al Data E ‘3‘
Freguency Frequency Mumeric Al Data E 3
Probability Probability Mumeric All Data E

Error Errar Mumeric Al Data D >

-Custom Measures

Calculste custom measures in Excel (TH): @ ves © No

Workbook: |:iIESISPSSInc:1PASIMu10deIer14Demosl(:lassification_ModuIe'demplatEJomfi‘t.xn|

hlame |Descrip1ion |Show |
Profit margin Excel calculated proft margin @
Cumulative profit Excel calculated cumulstive profit @

Figure 139. Organize Model Measures dialog box showing custom measures from Excel

The new measures are now added as new columns in the window and will be recalculated each time the
model is updated.
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A Interactive List: response[1] #4 E]@@
lgiFile | = Edit o View Tools ) Generate | (1) B

Yiswer | Gains | Annotations

E Take Snapshat Segment Finder

Find segments with: iHigh Probability ,'

Mz, no. of new segments: E 3

Targetfield: O responze

Target value: 1

id Segment Rules Score |C0ver [n Freguency |Pr0babil'rty |Pr0f'rt margin |Cumulative... |
Al zegments including Remainder 13,504 1,952 14.45% a [}

4 | B/ menths_customer Excluded 1 747 0 0.00% 735 2,500

maonths_customer = "0"

= rim_score Excluded 6,003 ) 000% 30015 2,500
rfm_score == 0.000

8 X |+« |» | k|ITF

= rfm_score, income
3 rfm_score = 12.333 and 1 595 436 G216% 453225 425225
income = 52213.000
y [AnEeme 1 643 551 8569% 547785 a7 501
income = 55267000 I
= number_transactions, rfm_score
3 number_transactions = 2.000 and 1 533 206 3865% 203335 117 934 .5
rfm_score = 12.333

Model Summary; Cover 3 456: Frequency 1 577: Probahbility 45.63%

Figure 140. Custom measures from Excel displayed in the Interactive List viewer

By editing the Excel template, any number of custom measures can be created.

Modifying the Excel template

Although IBM SPSS Modeler is supplied with a default Excel template to use with the Interactive List
viewer, you may want to change the settings or add your own. For example, the costs in the template
may be incorrect for your organization and need amending.

Note: If you do modify an existing template, or create you own, remember to save the file with an Excel
2003 .xIt suffix.

To modify the default template with new cost and revenue details and update the Interactive List viewer
with the new figures:

1. In the Interactive List viewer, choose Organize Model Measures from the Tools menu.
In the Organize Model Measures dialog box, click Connect to Excel™.

Select the template_profit.xIt workbook, and click Open to launch the spreadsheet.
Select the Settings worksheet.

Edit the Fixed costs to be 3,250.00, and the Revenue per respondent to be 150.00.

ok 0N
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|| Microsoft Excel - template_profit1.xit
@ File Edit Yiew Insert Format  Tools Data  Window Help  Adobe PODF
=1L -0 -|B I U|SE=aE Wy o =
GAIM_1 - A 150

A [ & 0] E e e i
i 15
)
2]
7
g
g
10
11
12 | Costs and revenue ‘_ | X
13 |- Fixed costs 3.250.00 1
14 |- Wariable cost 0.50
15 |- Revenue per respondent I 150.00!
16 '
17
19 i
20 - + . =
21 o ik
M 4 » W[y Model Measures ' Settings / Configuration / 1< il | [1]
Ready UM o

Figure 141. Modified values on Excel Settings worksheet

6. Save the modified template with a unique, relevant filename. Ensure it has an Excel 2003 .xIt
extension.

Save As m
Save in: |E] Classification_Module M @-3 Q@ X i B -Toos-

My Recent
Documents

ermplate_profitl.xlk
2] template_profit.xdk

My Documents

My Compuker

-

[ File: name: |temp|ategroﬁt_3250[xlt M [ Save i
My Mebwork —

Places Save as bype: |Temp|ate {* ok Ii] Cancel J

Figure 142. Saving modified Excel template

7. Use the Windows taskbar (or press Alt+Tab) to navigate back to the Interactive List viewer.

In the Choose Inputs for Custom Measures dialog box, select the measures you want to display and
click OK.

128 1BM SPSS Modeler 18.1 Applications Guide



8. In the Organize Model Measures dialog box, click OK to update the Interactive List viewer.

Obviously, this example has only shown one simple way of modifying the Excel template; you can make
further changes that pull data from, and pass data to, the Interactive List viewer, or work within Excel to
produce other output, such as graphs.

& Interactive List: response[1] #4 E]@
@ File | Edt o view Toals ¥ Gererate | () By

Viewer | Gainz | Annotations

E Take Snapshot Segment Finder

Find segments with: iHigh Probabilty = '
Targetfield: ©O® response . 2 _.
Mz, no. of new segments: ﬂ >
Target value: 1
id Segment Rules Score |C0ver (] Frequency |Pr0babil'rty |Pr0f'rt margin |Cumulative | 'Ji':
All zegments including Remainder 13,504 1,952 14.45% o (0] b [£
= months_cust =
1 e CL M Excluded 1747 i) 0.00% 8735 -3.250 %
maonths_customer = "0" 3
1= rfi +
2 m_jgcare Excluded 6,003 0 0.00% 30015 -3,250
rfm_score == 0.000 \
b
= rfm_score, income o
T

3 rim_score = 12.333 and 1 955 436 G216% B8122.5 64,5725
income = 52213.000
= income

4 1 E43 251 85.69% 823285 147 201
income = 55267 .000 I

= number_transactions, fm_score
3 number_transactions = 2.000 and 1 533 206 3865% 306335 1778345

rfm_score = 12.333

Model Summary; Cover 3 456: Freguency 1,577: Probahility 45 63%

Figure 143. Modified custom measures from Excel displayed in the Interactive List viewer

Saving the Results

To save a model for later use during your interactive session, you can take a snapshot of the model,
which will be listed on the Snapshots tab. You can return to any saved snapshot at any time during the
interactive session.

Continuing in this manner, you can experiment with additional mining tasks to search for additional
segments. You can also edit existing segments, insert custom segments based on your own business rules,
create data selections to optimize the model for specific groups, and customize the model in a number of
other ways. Finally, you can explicitly include or exclude each segment as appropriate to specify how
each will be scored.

When you are satisfied with your results, you can use the Generate menu to generate a model that can be
added to streams or deployed for purposes of scoring.

Alternatively, to save the current state of your interactive session for another day, choose Update
Modeling Node from the File menu. This will update the Decision List modeling node with the current
settings, including mining tasks, model snapshots, data selections, and custom measures. The next time
you run the stream, just make sure that Use saved session information is selected in the Decision List
modeling node to restore the session to its current state.
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Chapter 12. Classifying Telecommunications Customers
(Multinomial Logistic Regression)

Logistic regression is a statistical technique for classifying records based on values of input fields. It is
analogous to linear regression but takes a categorical target field instead of a numeric one.

For example, suppose a telecommunications provider has segmented its customer base by service usage
patterns, categorizing the customers into four groups. If demographic data can be used to predict group
membership, you can customize offers for individual prospective customers.

This example uses the stream named telco_custcat.str, which references the data file named telco.sav. These
files are available from the Demos directory of any IBM SPSS Modeler installation. This can be accessed
from the IBM SPSS Modeler program group on the Windows Start menu. The telco_custcat.str file is in the
streams directory.

The example focuses on using demographic data to predict usage patterns. The target field custcat has
four possible values that correspond to the four customer groups, as follows:

Value Label

1 Basic Service
2 E-Service

3 Plus Service
4 Total Service

Because the target has multiple categories, a multinomial model is used. In the case of a target with two
distinct categories, such as yes/no, true/false, or churn/don't churn, a binomial model could be created
instead. See the topic [Chapter 13, “Telecommunications Churn (Binomial Logistic Regression),” on page
for more information.

Building the Stream

1. Add a Statistics File source node pointing to felco.sav in the Dermos folder.
1 - — '
: _ —e- (2 (X —» L
telco.sav Type Cemographic ‘,' custeat
l o
_‘_.—' g /

% f Tahle

custcat

Of

13 Fields

Figure 144. Sample stream to classify customers using multinomial logistic regression
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a. Add a Type node and click Read Values, making sure that all measurement levels are set correctly.
For example, most fields with values 0 and 1 can be regarded as flags.

Ld Type

—p—
‘ s | Fomat | Amnotaons.

- .* Read Walues Clear Walues Clear Al Yalues
~ Field feasurement ‘alues Miz=zing Check Rale
{} gender 6‘3) Mominal 0,1 Mone N Irupoust s
{} reside ‘f Continuous [1.8] Mone N It
{} tollfree 8 Flag 140 Mone b It
{}equip 8 Flag 140 Mone “w It
{} callcard 8 Flag 140
Crefault:
{:} wirgless 8 Flag e Sl
{@} Iongman ﬁ Continuo Select All Continuous
% tollmon ‘% (Eorrf!nuo Select Mone Cateaarical z
@ View current fields W] Select Fields Flag L\\S
L|'l'_'] Copy Ctrl+C Marmiral
[ Paste Special... Ctri+ Ordiral @

Figure 145. Setting the measurement level for multiple fields

Tip: To change properties for multiple fields with similar values (such as 0/1), click the Values
column header to sort fields by value, and then hold down the shift key while using the mouse or
arrow keys to select all the fields you want to change. You can then right-click on the selection to
change the measurement level or other attributes of the selected fields.

Notice that gender is more correctly considered as a field with a set of two values, instead of a flag,
so leave its Measurement value as Nominal.

b. Set the role for the custcat field to Target. All other fields should have their role set to Input.

£d Type

[ o-mp |
)

>

e
7 e
[ rvpes | ormet | metations |

.

h Read Yalues Clear Yalues Clear &1 Yalues

Field Measurement ‘alues Mi==ing Check Fole
v L= 4]11] @ riay [ e m IFJUl T
'@} loglong ﬁ Continuous [-0.10536. .. Mone S Iruporst
P lagtal & Cortinuaus 174919, . Mone M Input
\@} logecui f Continuous [2.73436... Mone N Iruporst
{{#}Iogcard &Cominuous [1.01160... Mone h It
‘@}Iogwire f(:orrtinuous [2.70136... Mane S Irupoust
& Ininc: & Cortinuaus [219722... Mone M Input
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@ view current fields  ©) Yiew unused field seftings

Figure 146. Setting field role
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Since this example focuses on demographics, use a Filter node to include only the relevant fields
(region, age, marital, address, income, ed, employ, retire, gender, reside, and custcat). Other fields can be
excluded for the purpose of this analysis.

G Demographic

&

Fields: 42 in, 31 filtered, 0 renamed, 11 out
Field Fitter Field
region —_— redion o
tenure M tenUre
age —_— age )
marital — > marital
address —_— address
income — > income
ed —_— ed
employ —_— employ
retire —_— retire
gender el gender E
@ Viewy currert fields @ Wiew unused field settings

Figure 147. Filtering on demographic fields

(Alternatively, you could change the role to None for these fields rather than exclude them, or select
the fields you want to use in the modeling node.)

Effects, and Include constant in equation as well.

Chapter 12. Classifying Telecommunications Customers (Multinomial Logistic Regression)

In the Logistic node, click the Model tab and select the Stepwise method. Select Multinomial, Main
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Figure 148. Choosing model options

Leave the Base category for target as 1. The model will compare other customers to those who
subscribe to the Basic Service.

3. On the Expert tab, select the Expert mode, select Output, and, in the Advanced Output dialog box,
select Classification table.

Lugistié Regression: Advanced Output
[ Summary statistics [ Parameter estimates

D Likelihood ratio tests Confidence interyal 8950 :
D A=zymptotic correlstion D Azymptotic covarisnce

D Goodness of fit chi-sguare statistics m Classification tahle

stepl=)

|:| lteration histary for every 1

-
=
D Stepwize variable loadings D Monctonicity measures

D Information criteria

] [Cancel ” Help ]

Figure 149. Choosing output options

Browsing the Model

1. Execute the node to generate the model, which is added to the Models palette in the upper-right
corner. To view its details, right-click on the generated model node and choose Browse.
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The model tab displays the equations used to assign records to each category of the target field. There are
four possible categories, one of which is the base category for which no equation details are shown.
Details are shown for the remaining three equations, where category 3 represents Plus Service, and so on.

&

@ Generate Jiiew

|ad File

y |

le)l=la

0.02137 * address +
0.5556 * [ed=1] +
07185 * [ed=2] +

i 06729 [ed=3] +

- 04647 * [e=4] +

0.05133 * employ +
0.03447 * reside +
+-1.551

E-Equation Far 2
{ 003635 * address +
217 #[ed=1]+
-1 508 * [ed=2] +
{09709 " [ed=3] +
Lo 0ETE4 * [ed=4] +
0.02635 * employ +
01477 * reside +
+0.04901

[=-Equstion For 1
| Base category
-+ 0.00000000000000000000

E-Equstion Far 4
{0 002184 * address +
3762 * [ed=1] +
1 959 * [ed=2] +
{1453 [ed=3]+
Lo 05843 * [eo=4] +
0.0424 * employ +
0.2376 * reside +
+ 01808

E-Equstion For 3 o

el

Predictor Importance

Target: custcat

ed E
employ| ; i i i
address| : E E ;
reside] E E E E
i f f f
0.0 0.2 04 0.6 0.8 1.0
r I I H

Least Important

Yieww: |Predictar mpartance =

Most Important

Figure 150. Browsing the model results

The Summary tab shows (among other things) the target and inputs (predictor fields) used by the model.
Note that these are the fields that were actually chosen based on the Stepwise method, not the complete

list submitted for consideration.

Chapter 12. Classifying Telecommunications Customers (Multinomial Logistic Regression)
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Figure 151. Model summary showing target and input fields

The items shown on the Advanced tab depend on the options selected on the Advanced Output dialog
box in the modeling node.

One item that is always shown is the Case Processing Summary, which shows the percentage of records
that falls into each category of the target field. This gives you a null model to use as a basis for
comparison.

Without building a model that used predictors, your best guess would be to assign all customers to the
most common group, which is the one for Plus service.

\9 }nﬁ File 4 Generste (iiew
Mol Sunnery Adveced | segs | Arntetns.

(X}
2E0

e
Case Processing Summary
I N Marginal Percentage [
Basic service 266 26.6% |
E-service 217 | 217% |
Plus service 28 281%
| Total service 236 2356% |
: =

oK canca [ epot | eeet

Figure 152. Case processing summary
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Based on the training data, if you assigned all customers to the null model, you would be correct
281/1000 = 28.1% of the time. The Advanced tab contains further information that enables you to
examine the model's predictions. You can then compare the predictions with the null model's results to
see how well the model works with your data.

At the bottom of the Advanced tab, the Classification table shows the results for your model, which is
correct 39.9% of the time.

In particular, your model excels at identifying Total Service customers (category 4) but does a very poor
job of identifying E-service customers (category 2). If you want better accuracy for customers in category
2, you may need to find another predictor to identify them.

ﬂ custcat

r . "l
P Previewy

';;p File 5_") Generate diiew

Pad

| Madel | Summary || Advanced | Seffings | Annotations

[ ]
Classification
Predicted
Basic Bt Plus Total Percent
Observed service service service Correct
Basic service 122 3 73 &1 459%
E-service a8 10 63 a1 4 6%
Plus service faiz] g 133 a1 47 3%
Total service 47 12 43 134 56 5%
Bverall 3 E% 8% 3 9% F27% 70.9%
Percentage
=

Figure 153. Classification table

Depending on what you want to predict, the model may be perfectly adequate for your needs. For
example, if you are not concerned with identifying customers in category 2, the model may be accurate
enough for you. This may be the case where the E-service is a loss-leader that brings in little profit.

If, for example, your highest return on investment comes from customers who fall into category 3 or 4,
the model may give you the information you need.

To assess how well the model actually fits the data, a number of diagnostics are available in the
Advanced Output dialog box when you are building the model. Explanations of the mathematical
foundations of the modeling methods used in IBM SPSS Modeler are listed in the IBM SPSS Modeler
Algorithms Guide, available from the \Documentation directory of the installation disk.

Note also that these results are based on the training data only. To assess how well the model generalizes

to other data in the real world, you can use a Partition node to hold out a subset of records for purposes
of testing and validation.
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Chapter 13. Telecommunications Churn (Binomial Logistic
Regression)

Logistic regression is a statistical technique for classifying records based on values of input fields. It is
analogous to linear regression but takes a categorical target field instead of a numeric one.

This example uses the stream named telco_churn.str, which references the data file named telco.sav. These
files are available from the Demos directory of any IBM SPSS Modeler installation. This can be accessed
from the IBM SPSS Modeler program group on the Windows Start menu. The telco_churn.str file is in the
streams directory.

For example, suppose a telecommunications provider is concerned about the number of customers it is
losing to competitors. If service usage data can be used to predict which customers are liable to transfer
to another provider, offers can be customized to retain as many customers as possible.

This example focuses on using usage data to predict customer loss (churn). Because the target has two
distinct categories, a binomial model is used. In the case of a target with multiple categories, a
multinomial model could be created instead. See the topic |Chapter 12, “Classifying Telecommunications
Customers (Multinomial Logistic Regression),” on page 131| for more information.

Building the Stream

1. Add a Statistics File source node pointing to telco.sav in the Demos folder.

-@> i
) & @ — 7 — 9y — X
Vs ,
telco.say Tyte important features Missing Waue Imputa.. ’o' chyrn Analysis
I 0'
#
+
e
Hivi 2% Ve EEER
crwm 28 Fields churn Tahle
1
E.’Ei'.';

churn

Figure 154. Sample stream to classify customers using binomial logistic regression

2. Add a Type node to define fields, making sure that all measurement levels are set correctly. For
example, most fields with values 0 and 1 can be regarded as flags, but certain fields, such as gender,
are more accurately viewed as a nominal field with two values.
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Figure 155. Setting the measurement level for multiple fields

Tip: To change properties for multiple fields with similar values (such as 0/1), click the Values
column header to sort fields by value, and then hold down the Shift key while using the mouse or
arrow keys to select all of the fields that you want to change. You can then right-click on the
selection to change the measurement level or other attributes of the selected fields.

3. Set the measurement level for the churn field to Flag, and set the role to Target. All other fields
should have their role set to Input.

&2 Type
P

| Format | Annotstions |

£ s B

: " Read Yalues l Clear Yalues I Clear &1 Yalues ]

Field Measurement ‘alues Mi==sing Check Fole
VI:UIII @ riay [RE) e ™ IR
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{{#} logecui f Continuous [2.73436... Mone S Iruporst
{{e}logcard &Cominuous [1.01160... Mone b It
{{#}Iogwire ﬁ(:orrtinuous [270136... Mone S Iruporst
& Ininc & Cortinuaus [219722... Mone M Input
{,} custcat é:’j Mominal 1234 Mone S Iruporst
{:} churn 8 Flag 1m0 Mane @ Taroet

@ view current fields  © View unused field zeftings

Figure 156. Setting the measurement level and role for the churn field

4. Add a Feature Selection modeling node to the Type node.

Using a Feature Selection node enables you to remove predictors or data that do not add any useful
information with respect to the predictor/target relationship.

5. Run the stream.
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6. Open the resulting model nugget, and from the Generate menu, choose Filter to create a Filter node.
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Figure 157. Generating a Filter node from a Feature Selection node

Not all of the data in the telco.sav file will be useful in predicting churn. You can use the filter to
only select data considered to be important for use as a predictor.

7. In the Generate Filter dialog box, select All fields marked: Important and click OK.
8. Attach the generated Filter node to the Type node.
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Figure 158. Selecting important fields

9. Attach a Data Audit node to the generated Filter node.
Open the Data Audit node and click Run.

10. On the Quality tab of the Data Audit browser, click the % Complete column to sort the column by
ascending numerical order. This lets you identify any fields with large amounts of missing data; in
this case the only field you need to amend is logtoll, which is less than 50% complete.

11. In the Impute Missing column for logtoll, click Specify.
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Figure 159. Imputing missing values for logtoll

12. For Impute when, select Blank and Null values. For Fixed As, select Mean and click OK.

Selecting Mean ensures that the imputed values do not adversely affect the mean of all values in the
overall data.
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Figure 160. Selecting imputation settings

13. On the Data Audit browser Quality tab, generate the Missing Values SuperNode. To do this, from

the menus choose:
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Figure 161. Generating a missing values SuperNode

In the Missing Values SuperNode dialog box, increase the Sample Size to 50% and click OK.
The SuperNode is displayed on the stream canvas, with the title: Missing Value Imputation.

14. Attach the SuperNode to the Filter node.
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Figure 162. Specifying sample size

15. Add a Logistic node to the SuperNode.

16. In the Logistic node, click the Model tab and select the Binomial procedure. In the Binomial Procedure
area, select the Forwards method.

Echurn

Model name: @ Auts © Custom

m Use partitioned data
@ Build model for each split

Procedure: @) Multinormisl @ Binomial

~Binomial Procedure

Method:  [Forwards
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x

m Include constant in eguation
oK || B Run || cancel

Figure 163. Choosing model options

17. On the Expert tab, select the Expert mode and then click Output. The Advanced Output dialog box

is displayed.
18. In the Advanced Output dialog, select At each step as the Display type. Select Iteration history and
Parameter estimates and click OK.
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Figure 164. Choosing output options

Browsing the Model

1. On the Logistic node, click Run to create the model.

The model nugget is added to the stream canvas, and also to the Models palette in the upper-right
corner. To view its details, right-click on the model nugget and select Edit or Browse.

The Summary tab shows (among other things) the target and inputs (predictor fields) used by the

model. Note that these are the fields that were actually chosen based on the Forwards method, not the

complete list submitted for consideration.
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Figure 165. Model summary showing target and input fields

The items shown on the Advanced tab depend on the options selected on the Advanced Output
dialog box in the Logistic node. One item that is always shown is the Case Processing Summary,
which shows the number and percentage of records included in the analysis. In addition, it lists the
number of missing cases (if any) where one or more of the input fields are unavailable and any cases

that were not selected.
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Figure 166. Case processing summary

2. Scroll down from the Case Processing Summary to display the Classification Table under Block 0:
Beginning Block.
The Forward Stepwise method starts with a null model - that is, a model with no predictors - that can
be used as a basis for comparison with the final built model. The null model, by convention, predicts
everything as a 0, so the null model is 72.6% accurate simply because the 726 customers who didn't
churn are predicted correctly. However, the customers who did churn aren't predicted correctly at all.
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Figure 167. Starting classification table- Block 0

3. Now scroll down to display the Classification Table under Block 1: Method = Forward Stepwise.

This Classification Table shows the results for your model as a predictor is added in at each of the
steps. Already, in the first step - after just one predictor has been used - the model has increased the
accuracy of the churn prediction from 0.0% to 29.9%
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Figure 168. Classification table - Block 1

4. Scroll down to the bottom of this Classification Table.

The Classification Table shows that the last step is step 8. At this stage the algorithm has decided that it
no longer needs to add any further predictors into the model. Although the accuracy of the non-churning

customers has decreased a little to 91.2%, the accuracy of the prediction for those who did churn has

risen from the original 0% to 47.1%. This is a significant improvement over the original null model that
used no predictors.
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Figure 169. Classification table - Block 1

For a customer who wants to reduce churn, being able to reduce it by nearly half would be a major step
in protecting their income streams.

Note: This example also shows how taking the Overall Percentage as a guide to a model's accuracy may,
in some cases, be misleading. The original null model was 72.6% accurate overall, whereas the final
predicted model has an overall accuracy of 79.1%; however, as we have seen, the accuracy of the actual
individual category predictions were vastly different.

To assess how well the model actually fits the data, a number of diagnostics are available in the
Advanced Output dialog box when you are building the model. Explanations of the mathematical
foundations of the modeling methods used in IBM SPSS Modeler are listed in the IBM SPSS Modeler
Algorithms Guide, available from the \Documentation directory of the installation disk.

Note also that these results are based on the training data only. To assess how well the model generalizes

to other data in the real world, you would use a Partition node to hold out a subset of records for
purposes of testing and validation.
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Forecasting with the Time Series Node

An analyst for a national broadband provider is required to produce forecasts of user subscriptions in
order to predict utilization of bandwidth. Forecasts are needed for each of the local markets that make up
the national subscriber base. You will use time series modeling to produce forecasts for the next three
months for a number of local markets. A second example shows how you can convert source data if it is
not in the correct format for input to the Time Series node.

These examples use the stream named broadband_create_models.str, which references the data file named
broadband_1.sav. These files are available from the Demos folder of any IBM SPSS Modeler installation.
This can be accessed from the IBM SPSS Modeler program group on the Windows Start menu. The
broadband_create_models.str file is in the streams folder.

The last example demonstrates how to apply the saved models to an updated dataset in order to extend
the forecasts by another three months.

In IBM SPSS Modeler, you can produce multiple time series models in a single operation. The source file
you'll be using has time series data for 85 different markets, although for the sake of simplicity you will
only model five of these markets, plus the total for all markets.

The broadband_1.sav data file has monthly usage data for each of 85 local markets. For the purposes of
this example, only the first five series will be used; a separate model will be created for each of these five
series, plus a total.

The file also includes a date field that indicates the month and year for each record. This field will be
used to label records. The date field reads into IBM SPSS Modeler as a string, but in order to use the field
in IBM SPSS Modeler you will convert the storage type to numeric Date format using a Filler node.

B -8

=
B)) (% - () - (22

broadbeldj.sav F1er Filler

= ©

,

Table [Market_1 Market_2 M..

=f— y — e}
Table G fields [Market_1 $TS-Market..
Figure 170. Sample stream to show Time Series modeling

The Time Series node requires that each series be in a separate column, with a row for each interval. IBM
SPSS Modeler provides methods for transforming data to match this format if necessary.
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Figure 171. Monthly subscription data for broadband local markets

Creating the Stream

1. Create a new stream and add a Statistics File source node pointing to broadband_1.sav.

2. Use a Filter node to filter out the Market_6 to Market_85 fields and the MONTH_ and YEAR_ fields to
simplify the model.

Tip: To select multiple adjacent fields in a single operation, click the Market_6 field, hold down the left

mouse button and drag the mouse down to the Market_85 field. Selected fields are highlighted in blue. To
add the other fields, hold down the Ctrl key and click the MONTH_ and YEAR_ fields.
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2 Filter

Fields: 89 in, 82 filtered, 0 renamed, 7 out

Field Fitter Field
Market_&0 R Market_g0 <]
Market_51 > Market 51
Market_52 M Market_52
Market_53 > Market 53
Market_&4 ——> Market_G4
Market_g5 > hiarket_55
Total — Tatal
YEMR_ B YEAR_
MOMNTH_ B MOMTH_ |
DATE — DATE_ ﬁ

@ View current fields  © view unuzed field zettings

Figure 172. Simplifying the model

Examining the Data

It is always a good idea to have a feel for the nature of your data before building a model. Do the data
exhibit seasonal variations? Although the Expert Modeler can automatically find the best seasonal or
nonseasonal model for each series, you can often obtain faster results by limiting the search to
nonseasonal models when seasonality is not present in your data. Without examining the data for each of
the local markets, we can get a rough picture of the presence or absence of seasonality by plotting the
total number of subscribers over all five markets.
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X axis label:
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Display: @ Line
[ Pairt
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(9 ) o) ™

@ Defautt © Custom

Figure 173. Plotting the total number of subscribers
1. From the Graphs palette, attach a Time Plot node to the Filter node.
2. Add the Total field to the Series list.
3. Deselect the Display series in separate panels and Normalize check boxes.
4. Click Run.
lad File | Edt £ Generate  F View
Graph || iy
2500000 i ha i E_""""T_""""E"""_"_:L""""_-'L"
2000000 w -------------------- ---------- r --------- ----- ;_—_;fir’- -------- = — Total
1500000 i'"""'"i"""'“"'-'..'ji'-""“"':' """"""
1000000~ - 4== == === == == 2o  EOLCTTTR CTTRRRRS SRRRRRER B
500000 - ‘; """"" ; """"""""""" E’ """"""""""" I* """"" I* =3
a 10 20 30 40 a0 &0
Record number
Figure 174. Time plot of Total field
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The series exhibits a very smooth upward trend with no hint of seasonal variations. There might be

individual series with seasonality, but it appears that seasonality is not a prominent feature of the

data in general.

Of course you should inspect each of the series before ruling out seasonal models. You can then
separate out series exhibiting seasonality and model them separately.

IBM SPSS Modeler makes it easy to plot multiple series together.

Ed[Total

| Plot | &ppesrance | Output | Annotations

Piot: @) Selected series © Selected Time Series models

& Market_1
Series: & Market_2
& Market 3

X axis lsbel, @ Defaut © Custom
D Display series in separate panels D Marmalize:

Display: 'E Line
[ Paint

[ Smoather

|;:1 Limit records  Maximum number of records to plot: 2000 =

il

Figure 175. Plotting multiple time series

Reopen the Time Plot node.

© N o o

Click Run.

Remove the Total field from the Series list (select it and click the red X button).
Add the Market_1 through Market_5 fields to the list.
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Figure 176. Time plot of multiple fields

Inspection of each of the markets reveals a steady upward trend in each case. Although some markets are
a little more erratic than others, there is no evidence of seasonality to be seen.

Defining the Dates
Now you need to change the storage type of the DATE_ field to Date format.
1. Attach a Filler node to the Filter node.

2. Open the Filler node and click the field selector button.
3. Select DATE_ to add it to Fill in fields.

4. Set the Replace condition to Always.

5. Set the value of Replace with to to_date(DATE_).
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Figure 177. Setting the date storage type

Change the default date format to match the format of the Date field. This is necessary for the
conversion of the Date field to work as expected.

Chapter 14. Forecasting Bandwidth Utilization (Time Series)

On the menu, choose Tools > Stream Properties > Options to display the Stream Options dialog box.
Select the Date/Time pane and set the default Date format to MON YYYY .
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7 broadband_create_models

Options  Messages Parameters Deployment Execution Globals Search Comments Annotations

Select a setting:

General These settings control the format of date and time expressions in the current
I 7 stream. Click Save As Default to use these settings as the default for all your
Date/Time Sl

Number formats

Optimization Import date/time as: Date/Time © String
Loggi d Stati (e
00ang and =t | pate format: (MON YYYY - |
Layout e
el Serves Time format: |HH:MM:SS ~ | [ Rallover days/mins
Geospatial Date baseline (1st Jan): 1900
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Time zone: E-Server g |

Cancel

Figure 178. Setting the date format

Defining the Targets

1. Add a Type node and set the role to None for the DATE_ field. Set the role to Target for all others
(the Market_n fields plus the Total field).

2. Click the Read Values button to populate the Values column.
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Field Measurement Walues Mis=zing Check Role
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2yl

Figure 179. Setting the role for multiple fields

Setting the Time Intervals

1. From the Modeling palette, add a Time Series node to the stream and attach it to the Type node.
2. On the Data Specifications tab, in the Observations pane, select DATE_ as the Date/time field.
3. Select Months as the Time interval.

W 6 fields

Fields Data Specifications | Build Options  Maodel Options  Annotations

Select an item:

Ohsemations
Tirme Interal
Adgdaredgation and Distribution

Missing Walue Handling

Datefime field:

B Ohservations are specified by a datettime field

@ DATE_

1)

Figure 180. Setting the time interval

Time interval: g_ﬁﬂﬂnths v|

4. On the Model Options tab, select the Extend records into the future check box.

5.

Set the value to 3.
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Figure 181. Setting the forecast period

Creating the Model

1. On the Time Series node, choose the Fields tab. In the Fields list, select all 5 of the markets and copy
them to both the Targets and Candidate inputs lists. In addition, select and copy the Total field to the
Targets list.

2. Choose the Build Options tab and, on the General pane, ensure the Expert Modeler Method is
selected using all default settings. Doing so enables the Expert Modeler to decide the most
appropriate model to use for each time series. Click Run.
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Figure 182. Choosing the Expert Modeler for Time Series

3. Attach the Time Series model nugget to the Time Series node.
4. Attach a Table node to the Time Series model nugget and click Run.

o -8

=
B)) — () e () - (22

nroaunelu_msav Fler Filler

= o

L

Table Market_1 Market_2 M.,

m— y —{ie @
¥y
Table 6 fields [Market_1 $TS-Market..

Figure 183. Sample stream to show Time Series modeling

There are now three new rows (61 through 63) appended to the original data. These are the rows for the
forecast period, in this case January to March 2004.

Several new columns are also present now; the $TS- columns are added by the Time Series node. The
columns indicate the following for each row (that is, for each interval in the time series data):
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Column

Description

$TS-colname

The generated model data for each column of the
original data.

$TSLCI-colname

The lower confidence interval value for each column of
the generated model data.

$TSUCI-colname

The upper confidence interval value for each column of
the generated model data.

$TS-Total The total of the $TS-colname values for this row.
$TSLCI-Total The total of the $TSLCI-colname values for this row.
$TSUCI-Total The total of the $TSUCI-colname values for this row.

The most significant columns for the forecast operation are the $TS-Market_n, $TSLCI-Market_n, and
$TSUCI-Market_n columns. In particular, these columns in rows 61 through 63 contain the user
subscription forecast data and confidence intervals for each of the local markets.

Examining the model

1. Double-click the Time Series model nugget, and select the Output tab to display data about the
models generated for each of the markets.
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Figure 184. Time Series models generated for the markets
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In the left Output column, select the Model Information for any of the Markets. The Number of
Predictors line shows how many fields were used as predictors for each target; in this case, none.

The remaining lines in the Model Information tables show various goodness-of-fit measures for each
model. The Stationary R Square value provides an estimate of the proportion of the total variation
in the series that is explained by the model. The higher the value (to a maximum of 1.0), the better
the fit of the model.

The Q@) Statistic, df, and Significance lines relate to the Ljung-Box statistic, a test of the
randomness of the residual errors in the model; the more random the errors, the better the model is
likely to be. Q#) is the Ljung-Box statistic itself, while df (degrees of freedom) indicates the number
of model parameters that are free to vary when estimating a particular target.

The Significance line gives the significance value of the Ljung-Box statistic, providing another
indication of whether the model is correctly specified. A significance value less than 0.05 indicates
that the residual errors are not random, implying that there is structure in the observed series that is
not accounted for by the model.

Taking both the Stationary R Square and Significance values into account, the models that the
Expert Modeler has chosen for Market_3, and Market_4 are quite acceptable. The Significance values
for Market_1, Market_2, and Market_5 are all less than 0.05, indicating that some experimentation with
better-fitting models for these markets might be necessary.

The display shows a number of additional goodness-of-fit measures. The R Square value gives an
estimation of the total variation in the time series that can be explained by the model. As the
maximum value for this statistic is 1.0, our models are fine in this respect.

RMSE is the root mean square error, a measure of how much the actual values of a series differ from
the values predicted by the model, and is expressed in the same units as those used for the series
itself. As this is a measurement of an error, we want this value to be as low as possible. At first sight
it appears that the models for Market_2 and Market_3, while still acceptable according to the statistics
we have seen so far, are less successful than those for the other three markets.

These additional goodness-of-fit measures include the mean absolute percentage errors (MAPE) and
its maximum value (MAXAPE). Absolute percentage error is a measure of how much a target series
varies from its model-predicted level, expressed as a percentage value. By examining the mean and
maximum across all models, you can get an indication of the uncertainty in your predictions.

The MAPE value shows that all models display a mean uncertainty of around 1%, which is very low.
The MAXAPE value displays the maximum absolute percentage error and is useful for imagining a
worst-case scenario for your forecasts. It shows that the largest percentage error for most of the
models falls in the range of roughly 1.8 to 3.7%, again a very low set of figures, with only Market_4
being higher at nearer 7%.

The MAE (mean absolute error) value shows the mean of the absolute values of the forecast errors.
Like the RMSE value, this is expressed in the same units as those used for the series itself. MAXAE
shows the largest forecast error in the same units and indicates worst-case scenario for the forecasts.

Interesting though these absolute values are, it is the values of the percentage errors (MAPE and
MAXAPE) that are more useful in this case, as the target series represent subscriber numbers for
markets of varying sizes.

Do the MAPE and MAXAPE values represent an acceptable amount of uncertainty with the models?
They are certainly very low. This is a situation in which business sense comes into play, because
acceptable risk will change from problem to problem. We'll assume that the goodness-of-fit statistics
fall within acceptable bounds and go on to look at the residual errors.

Examining the values of the autocorrelation function (ACF) and partial autocorrelation function
(PACEF) for the model residuals provides more quantitative insight into the models than simply
viewing goodness-of-fit statistics.

A well-specified time series model will capture all of the nonrandom variation, including seasonality,
trend, and cyclic and other factors that are important. If this is the case, any error should not be
correlated with itself (autocorrelated) over time. A significant structure in either of the
autocorrelation functions would imply that the underlying model is incomplete.
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2. For the fourth market, in the left column, click Correlogram to display the values of the
autocorrelation function (ACF) and partial autocorrelation function (PACF) for the residual errors in
the model.
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Figure 185. ACF and PACF values for the fourth market
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In these plots, the original values of the error variable have been lagged by up to 24 time periods
and compared with the original value to see if there is any correlation over time. For the model to be
acceptable, none of the bars in the upper (ACF) plot should extend outside the shaded area, in either
a positive (up) or negative (down) direction.

Should this occur, you would need to check the lower (PACF) plot to see whether the structure is
confirmed there. The PACF plot looks at correlations after controlling for the series values at the
intervening time points.

The values for Market_4 are all within the shaded area, so we can continue and check the values for
the other markets.

Click the Correlogram for each of the other markets and the totals.

The values for the other markets all show some values outside the shaded area, confirming what we
suspected earlier from their Significance values. We'll need to experiment with some different
models for those markets at some point to see if we can get a better fit, but for the rest of this
example, we'll concentrate on what else we can learn from the Market_4 model.

From the Graphs palette, attach a Time Plot node to the Time Series model nugget.
On the Plot tab, clear the Display series in separate panels check box.

At the Series list, click the field selector button, select the Market_4 and $TS-Market_4 fields, and
click OK to add them to the list.

Click Run to display a line graph of the actual and forecast data for the first of the local markets.
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Figure 186. Selecting the fields to plot

Notice how the forecast ($TS-Market_4) line extends past the end of the actual data. You now have a
forecast of expected demand for the next three months in this market.

The lines for actual and forecast data over the entire time series are very close together on the graph,

indicating that this is a reliable model for this

particular time series.
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Figure 187. Time Plot of actual and forecast data for Market_4

Save the model in a file for use in a future example:
8. Click OK to close the current graph.
9. Open the Time Series model nugget.
10. Choose File > Save Node and specify the file location.
11. Click Save.

You have a reliable model for this particular market, but what margin of error does the forecast
have? You can get an indication of this by examining the confidence interval.

12. Double-click the last Time Plot node in the stream (the one labeled Market_4 $TS-Market_4) to open
its dialog box again.

13. Click the field selector button and add the $TSLCI-Market_4 and $TSUCI-Market_4 fields to the Series
list.

14. Click Run.
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Figure 188. Adding more fields to plot

Now you have the same graph as before, but with the upper ($TSUCI) and lower ($TSLCI) limits of the
confidence interval added.

Notice how the boundaries of the confidence interval diverge over the forecast period, indicating
increasing uncertainty as you forecast further into the future.

However, as each time period goes by, you will have another (in this case) month's worth of actual usage
data on which to base your forecast. You can read the new data into the stream and reapply your model
now that you know it is reliable. See the topic [‘Reapplying a Time Series Model” on page 168 for more
information.
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Figure 189. Time Plot with confidence interval added

Summary

You have learned how to use the Expert Modeler to produce forecasts for multiple time series, and you
have saved the resulting models to an external file.

In the next example, you will see how to transform nonstandard time series data into a format suitable
for input to a Time Series node.

Reapplying a Time Series Model

This example applies the time series models from the first time series example but can also be used
independently. See the topic [‘Forecasting with the Time Series Node” on page 151| for more information.

As in the original scenario, an analyst for a national broadband provider is required to produce monthly
forecasts of user subscriptions for each of a number of local markets, in order to predict bandwidth
requirements. You have already used the Expert Modeler to create models and to forecast three months
into the future.

Your data warehouse has now been updated with the actual data for the original forecast period, so you
would like to use that data to extend the forecast horizon by another three months.

This example uses the stream named broadband_apply_models.str, which references the data file named
broadband_2.sav. These files are available from the Demos folder of any IBM SPSS Modeler installation.
This can be accessed from the IBM SPSS Modeler program group on the Windows Start menu. The
broadband_apply_models.str file is in the streams folder.

168 1BM SPSS Modeler 18.1 Applications Guide



Retrieving the Stream

In this example, you'll be recreating a Time Series node from the Time Series model saved in the first
example. Don't worry if you don't have a model saved, we've provided one in the Demos folder.

1. Open the stream broadband_apply_models.str from the streams folder under Demos.

- et

hroadhapd_2.sav Filter Filler Type

Tahle
Figure 190. Opening the stream

The updated monthly data is collected in broadband_2.sav.

2. Attach a Table node to the IBM SPSS Statistics File source node, open the Table node and click Run.

Note: The data file has been updated with the actual sales data for January through March 2004, in

rows 61 to 63.

Table (89 fields. 63 records) M=%
|ad File | = Edt ¢ Generste 1 m
| Tahle Annotations
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47 B3099 22471 14228 17816 18945.. 2002 11 MO 2002
4 B4687 23112 14514 17937  19343.. 2002 12 DEC 2002
49 B5518 (23686 14856 18003 19752.. 2003 1 JAH 2003
50 B5S7T0 24669 15182 17875 20148.. 2003 |2 FEE 2003
5 BES67 25469 15708 16214 20540 2003 |3 MA&R 2003
52 67527 25868 16155 18557  20922.. 2003 |4 APR 2003
53 §7724 26284 16521 19190 21300.. 2003 S M&Y 2003
54 5644 26468 16567 19933 21669.. 2003 |6 JUN 2003
55 B9878 26781 16618 20876 22004.. 2003 7 JUL 2003
56 71538 27566 16553 21514 22398.. 2003 3 AUG 2003
57 73162 23164 16597 21779 22773.. 2003 |9 SEF 2003
55 74167 28693 16660 22266 |23160.. 2003 10 OCT 2003
59 75036 28922 16748 22853 23616.. 2003 11 MOV 2003
60 76630 29811 16798 23018  |24067.. 2003 12 DEC 2003
B 79002 30034 17122 23160 24509.. 2004 1 JAN 2004
62 §1123 30091 17581 23698 24958.. 2004 2 FEE 2004
63 53908 30162 17894 24355  25383.. 2004 3 MA&R 2004 [+
1

Figure 191. Updated sales data
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Retrieving the saved model

1. On the IBM SPSS Modeler menu, choose Insert > Node From File and select the TSmodel.nod file from
the Demos folder (or use the Time Series model you saved in the first time series example).

This file contains the time series models from the previous example. The insert operation places the
corresponding Time Series model nugget on the canvas.

e B ‘m>
e =
—_—e e —_—e S —_—e B

hroadbapd_2. sav Filter Filler Type

=

F fields

Tahle

Figure 192. Adding the model nugget

Generating a Modeling Node

1. Open the Time Series model nugget and choose Generate > Generate Modeling Node.

This places a Time Series modeling node on the canvas.

Mo Targets

o i it
T i
_h- (il _h- g _h- A

hroadbahd_2.sav Filter Filler Tvpe

&

i

B fields
Tahle

Figure 193. Generating a modeling node from the model nugget

Generating a New Model

1. Close the Time Series model nugget and delete it from the canvas.

The old model was built on 60 rows of data. You need to generate a new model based on the updated
sales data (63 rows).
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2. Attach the newly generated Time Series build node to the stream.

. —» e -a»
B)) —»(B) —»-(3) — (=),

brnadbalwd_lsaw Filter Filler Type

Figure 194. Attaching the modeling node to the stream

3. Open the Time Series node.

4. On the Model Options tab, ensure that Continue estimation using existing models is checked.

Fields Data Specifications Build Options  Model Gptions Annotations

Model name: @ Auto © Custom

Confidence limit width (%)

G fields

E_Q_ETECDﬂtinue estimation using existing model(s)

["] Build scaring model anly

Forecast

[+ Extend records into the future

[] Compute future values of inputs

4[]

hake Available for Scoring
,i _ Predicted value and confidence are always available for scoring

S

[ Calculate upper and lower confidence limits

[7] Calculate noise residuals
Figure 195. Reusing stored settings for the time series model

5. Ensure that Extend records into the future is set to 3.

6. Click Run to place a new model nugget on the canvas and in the Models palette.

Examining the New Model

1. Attach a Table node to the new Time Series model nugget on the canvas.

2. Open the Table node and click Run.

The new model still forecasts three months ahead because you're reusing the stored settings.
However, this time it forecasts April through June (on lines 64 to 66) because the estimation period

now ends in March instead of January.
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Tahle (26 fields, 66 recards)

\w File | 5 Edit ¢ Generate

Tahle' gnnotations

FTS-Market_4 | $TSLC-Market_4 | $TSUCKMarket_d |$TS-Total | $TSLCHTotal [$TSL
47 13460165 13046567 13883520 1895A04.552 1890769.484 190[=]
43 13637.234 13218.196 14066150 1929821248 1924806.501 193
49 14038.478 13607.110 14480023 1974007314 1968877747 197
50 14588.176 14130.917 15047.010 2017083.960 2011822.507 202
51 14826.444 14370.864 16202773 2055709.852 2050367976 206
52 15328.900 14857881 15811.032 2084273074 2088831.887 209
53 16403.883 14930.559 16888.373 2131431002 2175893.258 213
54 16187.796 15600.385 1BBOR.942 216E729.836 2163094271 217
55 16303.304 16802.343 16816.083 2204810.578 2199189.973 221
56 17260.576 16720.508 17793149 2235223381 2279415030 224
57 17616.290 17074.985 18170.366 2278910104 2272988.230 228
53 17638.270 17007.259 18104069 2316079.288 2310060.827 232
59 17662.150 17012.816 18104209 2355228381 2349108.180 236
5O 17498.120 16961.415 18040.510 2406836.211 2400581.914 241
B 18183.056 17624.336 18764 958 2453038341 244BRE3.085 245
52 18612.777 17943.925 19005050 2496354.087 2489867172 250
B3 19125.395 18537.719 10726.936 2543477283 253867916 255
B4 19304.7582 18708.828 20004795 2581510338 2574802140 258
5% 19387631 18551.801 20251298 2625230805 2611195788 263
BB 19560.398 18525.803 0617962 26R9744.972 2646565409 260|

Figure 196. Table showing new forecast

3.
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Attach a Time Plot graph node to the Time Series model nugget.

This time we'll use the time plot display designed especially for time series models.
On the Plot tab, set the X axis label to Custom, and select Date_.
For the Plot, choose the Selected Time Series models option.

From the Series list, click the field selector button, select the $§TS-Market 4 field, and click OK to add

it to the list.
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W/ [Market_4 §TS-Market_4 $TSLCI-Market_4 $TSUCL-Market_4]w. DATE (3w
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Plot Appearance Output Annotations

Plot: © Selected series @E Selactad Time Saries mndels§

&7 $TS-Market_4
Series: [ﬁ]
»
o n | vi
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W

i

.

[ Limit records  Maximum number of records to plot; 2000 E

Lok ][ Run|[ cancel] | apply || Resst |

Figure 197. Specifying fields to plot
7. Click Run.

Now you have a graph that shows the actual sales for Market_4 up to March 2004, together with the
forecast (Predicted) sales and the confidence interval (indicated by the blue shaded area) up to June 2004.

As in the first example, the forecast values follow the actual data closely throughout the time period,
indicating once again that you have a good model.
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Titme plot of [Market_4 $TS-Market_4 $TSLCI-Market_4 $TSUCI-Market_4] v, DATE | = || & |[254]

Qx|

e File |5 Edit &) Generate & View

Graph || Annotations
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DATE_

Figure 198. Forecast extended to June

Summary

You have learned how to apply saved models to extend your previous forecasts when more current data
becomes available, and you have done this without rebuilding your models. Of course, if there is reason

to think that a model has changed, you should rebuild it.
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Chapter 15. Forecasting Catalog Sales (Time Series)

A catalog company is interested in forecasting monthly sales of its men's clothing line, based on their
sales data for the last 10 years.

This example uses the stream named catalog_forecast.str, which references the data file named
catalog_seasfac.sav. These files are available from the Demos directory of any IBM SPSS Modeler
installation. This can be accessed from the IBM SPSS Modeler program group on the Windows Start
menu. The catalog_forecast.str file is in the streams directory.

We've seen in an earlier example how you can let the Expert Modeler decide which is the most
appropriate model for your time series. Now it's time to take a closer look at the two methods that are
available when choosing a model yourself--exponential smoothing and ARIMA.

To help you decide on an appropriate model, it's a good idea to plot the time series first. Visual
inspection of a time series can often be a powerful guide in helping you choose. In particular, you need
to ask yourself:

* Does the series have an overall trend? If so, does the trend appear constant or does it appear to be
dying out with time?

* Does the series show seasonality? If so, do the seasonal fluctuations seem to grow with time or do they
appear constant over successive periods?

Creating the Stream

1. Create a new stream and add a Statistics File source node pointing to catalog_seasfac.sav.

) ——— (D

|
catalog_seasfac.s mgn

men [en §TS-men] w. dat..

Figure 199. Forecasting catalog sales

2. Open the IBM SPSS Statistics File source node and select the Types tab.
3. Click Read Values, then OK.
4. Click the Role column for the men field and set the role to Target.
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Figure 200. Specifying the target field

5. Set the role for all the other fields to None, and click OK.
6. Attach a Time Plot graph node to the IBM SPSS Statistics File source node.

© ® N

Clear the Normalize check box.
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Open the Time Plot node and, on the Plot tab, add men to the Series list.
Set the X axis label to Custom, and select date.



Plat: @ Selected series @ Selected Time Series models

Series:

¥ axis lahel:

Display series in separate panels |E|

& men

€ Default @ Custam

Display: [ Line
[] Paint

Smoather

i 1 : [ |
Lirmit recards  Maximum number of recards to plot; 2000 =

.

Figure 201. Plotting the time series

10. Click Run.
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Examining the Data

40000
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Figure 202. Actual sales of men'’s clothing

The series shows a general upward trend; that is, the series values tend to increase over time. The
upward trend is seemingly constant, which indicates a linear trend.

The series also has a distinct seasonal pattern with annual highs in December, as indicated by the vertical
lines on the graph. The seasonal variations appear to grow with the upward series trend, which suggests
multiplicative rather than additive seasonality.

1. Click OK to close the plot.

Now that you've identified the characteristics of the series, you're ready to try modeling it. The
exponential smoothing method is useful for forecasting series that exhibit trend, seasonality, or both. As
we've seen, your data exhibit both characteristics.

Exponential Smoothing

Building a best-fit exponential smoothing model involves determining the model type (whether the
model needs to include trend, seasonality, or both) and then obtaining the best-fit parameters for the
chosen model.

The plot of men's clothing sales over time suggested a model with both a linear trend component and a
multiplicative seasonality component. This implies a Winters' model. First, however, we will explore a
simple model (no trend and no seasonality) and then a Holt's model (incorporates linear trend but no
seasonality). This will give you practice in identifying when a model is not a good fit to the data, an
essential skill in successful model building.
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Fields Data Specifications Build Options | model Options  Annotations

Select an itermn:

| General Method: EExpunential Smoathing = '
Qutput
Model Type
@ Simple {2 Simple seasaonal

) Holt's lineartrend & Winters' additive
© BErown's linear trend & Winters' multiplicative

©) Damped trend

Figure 203. Specifying exponential smoothing

We'll start with a simple exponential smoothing model.
1. Add a Time Series node to the stream and attach it to the source node.
2. On the Data Specifications tab, in the Observations pane, select date as the Date/time field.

3. Select Months as the Time interval.

o

.
o men

Fielgs Data Specifications | Byild Options | Model Options  Annaotations

Select an itern:

@ Chservations are specified by a datetime field
Datetime field:

Time Interal
& date e

Agaregation and Distribution

Ohsemations

r

Missing Walue Handling Time interval: |Months

Figure 204. Setting the time interval

4. On the Build Options tab, in the General pane, set Method to Exponential Smoothing.
5. Set Model Type to Simple.
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Fields Data Specifications Build Options | Model Options  Annatations

aelect an itern:

General Method: ;Expnnential Smoothing = 5
Qutput
hodel Type
@ Simple 2 Simple seasaonal

) Holt's lineartrend & Winters' additive
@ Brown's linear trend & Winters' multiplicative
) Damped trend

Figure 205. Setting the model building method

6.

Click Run to create the model nugget.

I

Q [rren $T5-rren] v date

&

Plot Appearance Output Annotations

Plat: @ Selected series © Selected Time Seties models

& men

Series: @ﬁ $TS-men

¥ axis label:  © Default @ Custorn ¢ date

EXE

[] Display series in separate panels [ Normalize
Display: [ Line
[] Paint
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e

e . ; [ ]
[ Limit records  Maximum number of records to plot; EIIIIIIIZI

o) () Cona)

| apply || Reset |

Figure 206. Plotting the Time Series model

7.
8.
9.

Attach a Time Plot node to the model nugget.
On the Plot tab, add men and $T7S-men to the Series list.
Set the X axis label to Custom, and select date.
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10. Clear the Display series in separate panels and Normalize check boxes.
11. Click Run.

40[:":":'_...5.........:........._:.........T_........:..........E.........E...
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Figure 207. Simple exponential smoothing model

The men plot represents the actual data, while $TS-men denotes the time series model.

Although the simple model does, in fact, exhibit a gradual (and rather ponderous) upward trend, it
takes no account of seasonality. You can safely reject this model.

12. Click OK to close the time plot window.

Method: iExpDnentiaI Smoothing = .

Model Type
) Simple ) Simple seasaonal
@E Holt's Iineartrendé @ Winters' additive
@ Browen's linear trend @ Winters' multiplicative
© Damped trend

Figure 208. Selecting Holt's model

Let's try Holt's linear model. This should at least model the trend better than the simple model,
although it too is unlikely to capture the seasonality.

13. Reopen the Time Series node.

14. On the Build Options tab, in the General pane, with Exponential Smoothing still selected as the
Method, select Holts linear trend as the Model Type.

15. Click Run to re-create the model nugget.
16. Re-open the Time Plot node and click Run.
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Figure 209. Holt's linear trend model

Holt's model displays a smoother upward trend than the simple model but it still takes no account
of the seasonality, so you can discard this one too.

17. Close the time plot window.

You may recall that the initial plot of men's clothing sales over time suggested a model incorporating
a linear trend and multiplicative seasonality. A more suitable candidate, therefore, might be Winters'
model.

Fields Data Specifications | Build Options || Model Options | Annotations

Select a'h itermn:

General Method: EExpnnential Smoathing = f
Qutput
hodel Type
) Simple iZ) Simple seasanal

@) Holt's linear trend @ Winters' additive
© Brown's linear trend @zWinters' multiplicativeé
&) Damped trend

Figure 210. Selecting Winters' model

18. Reopen the Time Series node.

19. On the Build Options tab, in the General pane, with Exponential Smoothing still selected as the
Method, select Winters' multiplicative as the Model Type.

20. Click Run to re-create the model nugget.
21. Open the Time Plot node and click Run.
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Figure 211. Winters' multiplicative model

This looks better; the model reflects both the trend and the seasonality of the data.

The dataset covers a period of 10 years and includes 10 seasonal peaks occurring in December of each
year. The 10 peaks present in the predicted results match up well with the 10 annual peaks in the real
data.

However, the results also underscore the limitations of the Exponential Smoothing procedure. Looking at
both the upward and downward spikes, there is significant structure that is not accounted for.

If you are primarily interested in modeling a long-term trend with seasonal variation, then exponential
smoothing may be a good choice. To model a more complex structure such as this one, we need to
consider using the ARIMA procedure.

ARIMA

With the ARIMA procedure you can create an autoregressive integrated moving-average (ARIMA) model
that is suitable for finely tuned modeling of time series. ARIMA models provide more sophisticated
methods for modeling trend and seasonal components than do exponential smoothing models, and they
have the added benefit of being able to include predictor variables in the model.

Continuing the example of the catalog company that wants to develop a forecasting model, we have seen
how the company has collected data on monthly sales of men's clothing along with several series that
might be used to explain some of the variation in sales. Possible predictors include the number of
catalogs mailed and the number of pages in the catalog, the number of phone lines open for ordering, the
amount spent on print advertising, and the number of customer service representatives.

Are any of these predictors useful for forecasting? Is a model with predictors really better than one
without? Using the ARIMA procedure, we can create a forecasting model with predictors, and see if there
is a significant difference in predictive ability over the exponential smoothing model with no predictors.

With the ARIMA method, you can fine-tune the model by specifying orders of autoregression,
differencing, and moving average, as well as seasonal counterparts to these components. Determining the
best values for these components manually can be a time-consuming process involving a good deal of
trial and error so, for this example, we'll let the Expert Modeler choose an ARIMA model for us.
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We'll try to build a better model by treating some of the other variables in the dataset as predictor
variables. The ones that seem most useful to include as predictors are the number of catalogs mailed
(mail), the number of pages in the catalog (page), the number of phone lines open for ordering (phone),
the amount spent on print advertising (print), and the number of customer service representatives
(service).
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Figure 212. Setting the predictor fields

Open the IBM SPSS Statistics File source node.

On the Types tab, set the Role for mail, page, phone, print, and service to Input.

Ensure that the role for men is set to Target and that all the remaining fields are set to None.
Click OK.

Open the Time Series node.

On the Build Options tab, in the General pane, set Method to Expert Modeler.

Select the ARIMA models only option and ensure that Expert Modeler considers seasonal models
is checked.

No oo bkowbd
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Fields |Data Specifications | Build Options | mMaodel Options | Annotations

Select an item:

General Method: |Expert Modeler )
Catput
Model Type
© Al models
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@: ARIMA rodels only!
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Figure 213. Choosing only ARIMA models

8. Click Run to re-create the model nugget.
9. Open the model nugget.

On the Output tab, in the left column, select the Model information. Notice how the Expert Modeler
has chosen only two of the five specified predictors as being significant to the model.

Output Seftings  Summary Annotations

AePlgr méesd+ - RALEETd

A Model Information

Title Model Building Method ARIMA

Tempaoral Information 3

B Mon-seasonal p=0,d=0,g=0; Seasonal p=,d=0=

-[E] Title Number of Predictors 5
L Model Information || odel Fit MSE 7,212 996 825

LT Demdickar lvnmmrbam

Figure 214. Expert Modeler chooses two predictors

10. Click OK to close the model nugget.
11. Open the Time Plot node and click Run.
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Figure 215. ARIMA model with predictors specified

12.
13.
14.
15.
16.
17.

The

This model improves on the previous one by capturing the large downward spike as well, making it
the best fit so far.

We could try refining the model even further, but any improvements from this point on are likely to
be minimal. We've established that the ARIMA model with predictors is preferable, so let's use the
model we have just built. For the purposes of this example, we'll forecast sales for the coming year.

Click OK to close the time plot window.

Open the Time Series node and select the Model Options tab.

Select the Extend records into the future checkbox and set its value to 12.
Select the Compute future values of inputs checkbox.

Click Run to re-create the model nugget.

Open the Time Plot node and click Run.

forecast for 1999 looks good; as expected, there's a return to normal sales levels following the

December peak, and a steady upward trend in the second half of the year, with sales in general above
those for the previous year.
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Figure 216. Sales forecast extended by 12 months

Summary

You have successfully modeled a complex time series, incorporating not only an upward trend but also
seasonal and other variations. You have also seen how, through trial and error, you can get closer and
closer to an accurate model, which you have then used to forecast future sales.

In practice, you would need to reapply the model as your actual sales data are updated--for example,
every month or every quarter--and produce updated forecasts. See the topic [“Reapplying a Time Series|
Model” on page 168| for more information.
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Chapter 16. Making Offers to Customers (Self-Learning)

The Self-Learning Response Model (SLRM) node generates and enables the updating of a model that
allows you to predict which offers are most appropriate for customers and the probability of the offers
being accepted. These sorts of models are most beneficial in customer relationship management, such as
marketing applications or call centers.

This example is based on a fictional banking company. The marketing department wants to achieve more
profitable results in future campaigns by matching the right offer of financial services to each customer.
Specifically, the example uses a Self-Learning Response Model to identify the characteristics of customers
who are most likely to respond favorably based on previous offers and responses and to promote the best
current offer based on the results.

This example uses the stream pm_selflearn.str, which references the data files pm_customer_trainl.sav,
pm_customer_train2.sav, and pm_customer_train3.sav. These files are available from the Demos folder of any
IBM SPSS Modeler installation. This can be accessed from the IBM SPSS Modeler program group on the
Windows Start menu. The pm_selflearn.str file is in the streams folder.

Existing Data
The company has historical data tracking the offers made to customers in past campaigns, along with the

responses to those offers. These data also include demographic and financial information that can be used
to predict response rates for different customers.
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Figure 217. Responses to previous offers
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Building the Stream

Add a Statistics File source node pointing to pm_customer_trainl.sav, located in the Demos folder of

1.
your IBM SPSS Modeler installation.
AN [ax\ Lam (,_ N
! ._) —h-‘\'I_';’ — ::if —_— 814!; — ﬁb;
pm_customer_traint s.. Filler Type Reclassify campaign

Figure 218. SLRM sample stream

2. Add a Filler node and select campaign as the Fill in field.

3. Select a Replace type of Always.
4. In the Replace with text box, enter to_string(campaign) and click OK.

Filler &

[C]E (]

Settings | An_n%%'nns._

Fillin fields:

f Campaign

Replace with:

to_string campaign)

Figure 219. Derive a campaign field

5. Add a Type node, and set the Role to None for the customer_id, response_date, purchase_date,
product_id, Rowid, and X_random fields.
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Figure 220. Changing the Type node settings

6. Set the Role to Target for the campaign and response fields. These are the fields on which you want to

base your predictions.
Set the Measurement to Flag for the response field.
7. Click Read Values, then OK.

Because the campaign field data show as a list of numbers (1, 2, 3, and 4), you can reclassify the

fields to have more meaningful titles.
8. Add a Reclassify node to the Type node.
9. In the Reclassify into field, select Existing field.

10. In the Reclassify field list, select campaign.

11. Click the Get button; the campaign values are added to the Original value column.

12.
* Mortgage
* Car loan
* Savings
* Pension
18. Click OK.

In the New value column, enter the following campaign names in the first four rows:
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1 Mortgage
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| E
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Tl value |

For unspecified values use:

undef

Figure 221. Reclassify the campaign names

14. Attach an SLRM modeling node to the Reclassify node. On the Fields tab, select campaign for the
Target field, and response for the Target response field.
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Target field:

Target response field:

@ Use type node settings @) Use custom settings
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Partitiar: | EE
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Figure 222. Select the target and target response

15. On the Settings tab, in the Maximum number of predictions per record field, reduce the number to 2.

This means that for each customer, there will be two offers identified that have the highest

probability of being accepted.

16. Ensure that Take account of model reliability is selected, and click Run.
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Figure 223. SLRM node settings

Browsing the model
1. Open the model nugget. The Model tab initially shows the estimated the accuracy of the predictions
for each offer and the relative importance of each predictor in estimating the model.

To display the correlation of each predictor with the target variable, choose Association with
Response from the View list in the right-hand pane.

2. To switch between each of the four offers for which there are predictions, select the required offer
from the View list in the left-hand pane.
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Figure 224. SLRM model nugget

3. Close the model nugget window.

4. On the stream canvas, disconnect the IBM SPSS Statistics File source node pointing to

pm_customer_tminl.sav.

5. Add a Statistics File source node pointing to pm_customer_train2.sav, located in the Demos folder of
your IBM SPSS Modeler installation, and connect it to the Filler node.
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Figure 225. Attaching second data source to SLRM stream
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6. On the Model tab of the SLRM node, select Continue training existing model.

Edc ampaign

Figls | Model || Setings || Annotstions
Madel name: @ Auta © Custom

|§1 Use partitioned data

[ Continue training existing mode!

Target field values: @ Use all © Specify

Moclzl Aszessment

[ Include model assessment
Set random seed: 876547

Simulated sample size:

Mumber of terations:

@ Dizplay model evalustion

~

Figure 226. Continue training model
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7. Click Run to re-create the model nugget. To view its details, double-click the nugget on the canvas.
The Model tab now shows the revised estimates of the accuracy of the predictions for each offer.

8. Add a Statistics File source node pointing to pm_customer_train3.sav, located in the Demos folder of
your IBM SPSS Modeler installation, and connect it to the Filler node.

£ = -a> %o “ry
) ) —w (2 (8 =

pm_customer_train.s..

El

prm_custormer_tr

Filler Type Feclgssify /campaign
+

F

-
-
#
F

% ,f —
5 "

E] campaidn Table
pr_customer_traind.s..
Figure 227. Attaching third data source to SLRM stream

9. Click Run to re-create the model nugget once more. To view its details, double-click the nugget on
the canvas.

10. The Model tab now shows the final estimated accuracy of the predictions for each offer.
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As you can see, the average accuracy fell slightly (from 86.9% to 85.4%) as you added the additional
data sources; however, this fluctuation is a minimal amount and may be attributed to slight
anomalies within the available data.
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Figure 228. Updated SLRM model nugget

11. Attach a Table node to the last (third) generated model and execute the Table node.

12. Scroll across to the right of the table. The predictions show which offers a customer is most likely to
accept and the confidence that they will accept, depending on each customer's details.

For example, in the first line of the table shown, there is only a 13.2% confidence rating (denoted by the
value 0.132 in the $SC-campaign-1 column) ) that a customer who previously took out a car loan will
accept a pension if offered one . However, the second and third lines show two more customers who also
took out a car loan; in their cases, there is a 95.7% confidence that they, and other customers with similar
histories, would open a savings account if offered one, and over 80% confidence that they would accept a

pension.
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(G Fle  [SEdt ) Generate
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|}(_rand0m |$S-campaign-1 |$SC-campaign-1 FS5-campaign-2 | $3C-campaign-2 |
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4 3 Pension 0132 Mortgage 0407
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] 3 Pension 0132 Mortgage 0407
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g 1 Penszion 0132 Mortgage 0107
10 1 Pension 0132 Mortgage 0107
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A2 2 Pension 0132 Mortgage 0107
13 2 Savings 0937 Mortgage 0529
14 2 Savings 0.164 Penzion 0132
15 2 Savings 0937 Pension 0,565
16 2 Penszion 0132 Mortgage 0107
17 3 Pension 0132 Mortgage 0107
18 3 Penszion 0132 Mortgage 0107
it 3 Savings 0.239 Pension 0132
20 2 Penszion 0132 Mortgage 0107 -
[ R———

Figure 229. Model output - predicted offers and confidences

Explanations of the mathematical foundations of the modeling methods used in IBM SPSS Modeler are
listed in the IBM SPSS Modeler Algorithms Guide, available as a PDF file as part of your product
download.

Note also that these results are based on the training data only. To assess how well the model generalizes

to other data in the real world, you would use a Partition node to hold out a subset of records for
purposes of testing and validation.
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Chapter 17. Predicting Loan Defaulters (Bayesian Network)

Bayesian networks enable you to build a probability model by combining observed and recorded

evidence with "common-sense" real-world knowledge to establish the likelihood of occurrences by using

seemingly unlinked attributes.

This example uses the stream named bayes_bankloan.str, which references the data file named bankloan.sav.

These files are available from the Demos directory of any IBM SPSS Modeler installation and can be

accessed from the IBM SPSS Modeler program group on the Windows Start menu. The bayes_bankloan.str

file is in the streams directory.

For example, suppose a bank is concerned about the potential for loans not to be repaid. If previous loan
default data can be used to predict which potential customers are liable to have problems repaying loans,

these "bad risk" customers can either be declined a loan or offered alternative products.

This example focuses on using existing loan default data to predict potential future defaulters, and looks
at three different Bayesian network model types to establish which is better at predicting in this situation.

Building the Stream

1. Add a Statistics File source node pointing to bankloan.sav in the Demos folder.
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Figure 230. Bayesian Network sample stream

I

['I'Al‘yfkn\f Markov-F.

—»
K>
—»

Filter

a,

- A

Analysis

2. Add a Type node to the source node and set the role of the default field to Target. All other fields

should have their role set to Input.
3. Click the Read Values button to populate the Values column.
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@income & Continuous [12.0,44.. Mone “w Input
&3 debtinc & Continuous [0.1,41.3] MNone “ Input
¢#3 creddebt & Continuous [0.0711649... MNone S Input
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@ View current fields View unused field settings
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Figure 231. Selecting the target field

Cases where the target has a null value are of no use when building the model. You can exclude
those cases to prevent them from being used in model evaluation.

4. Add a Select node to the Type node.
5. For Mode, select Discard.
6. In the Condition box, enter default = '$null$'.

-

.Selel::'t'l . _ W

G ;
tdade: © Include @ Discard

default = "$nully'

Coneition:

Figure 232. Discarding null targets

Because you can build several different types of Bayesian networks, it is worth comparing several to
see which model provides the best predictions. The first one to create is a Tree Augmented Naive
Bayes (TAN) model.

7. Attach a Bayesian Network node to the Select node.
8. On the Model tab, for Model name, select Custom and enter TAN in the text box.
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9. For Structure type, select TAN and click OK.

Model narme: Luto @ Custom  [TAN

@ Use partitioned dats

E Euildd model for each split

-To zelect fields manuslly, choose "Use custom settings" on the Fields tab-

X | tn

|:| Continue training existing maodel
Structure type: @ Tan © Markow Blanket

|:| Include feature selection preprocessing step
Parameter learning method:

B Maimum likelihood ) Bayes adjustment for small cell counts

Figure 233. Creating a Tree Augmented Naive Bayes model

The second model type to build has a Markov Blanket structure.
10. Attach a second Bayesian Network node to the Select node.
11. On the Model tab, for Model name, select Custom and enter Markov in the text box.
12. For Structure type, select Markov Blanket and click OK.
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Figure 234. Creating a Markov Blanket model

The third model type to build has a Markov Blanket structure and also uses feature selection
preprocessing to select the inputs that are significantly related to the target variable.

13. Attach a third Bayesian Network node to the Select node.

14. On the Model tab, for Model name, select Custom and enter Markov-FS in the text box.
15. For Structure type, select Markov Blanket.

16. Select Include feature selection preprocessing step and click OK.
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Figure 235. Creating a Markov Blanket model with Feature Selection preprocessing

Browsing the Model

1. Run the stream to create the model nuggets, which are added to the stream and to the Models palette
in the upper-right corner. To view their details, double-click on any of the model nuggets in the

stream.

The model nugget Model tab is split into two panes. The left pane contains a network graph of nodes
that displays the relationship between the target and its most important predictors, as well as the

relationship between the predictors.

The right pane shows either Predictor Importance, which indicates the relative importance of each
predictor in estimating the model, or Conditional Probabilities, which contains the conditional
probability value for each node value and each combination of values in its parent nodes.
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Figure 236. Viewing a Tree Augmented Naive Bayes model

2. Connect the TAN model nugget to the Markov nugget (choose Replace on the warning dialog).
3. Connect the Markov nugget to the Markov-FS nugget (choose Replace on the warning dialog).
4. Align the three nuggets with the Select node for ease of viewing.
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Figure 237. Aligning the nuggets in the stream
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5. To rename the model outputs for clarity on the Evaluation graph that you'll be creating, attach a Filter

node to the Markov-FS model nugget.

6. In the right Field column, rename $B-default as TAN, $B1-default as Markov, and $B2-default as

Markov-FS.
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Figure 238. Rename model field names

To compare the models' predicted accuracy, you can build a gains chart.

7. Attach an Evaluation graph node to the Filter node and execute the graph node using its default

settings.

The graph shows that each model type produces similar results; however, the Markov model is

slightly better.
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Figure 239. Evaluating model accuracy
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To check how well each model predicts, you could use an Analysis node instead of the Evaluation
graph. This shows the accuracy in terms of percentage for both correct and incorrect predictions.

8. Attach an Analysis node to the Filter node and execute the Analysis node using its default settings.

As with the Evaluation graph, this shows that the Markov model is slightly better at predicting correctly;
however, the Markov-FS model is only a few percentage points behind the Markov model. This may
mean it would be better to use the Markov-FS model since it uses fewer inputs to calculate its results,
thereby saving on data collection and entry time and processing time.
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Figure 240. Analyzing model accuracy

Explanations of the mathematical foundations of the modeling methods used in IBM SPSS Modeler are
listed in the IBM SPSS Modeler Algorithms Guide, available from the \Documentation directory of the
installation disk.

Note also that these results are based on the training data only. To assess how well the model generalizes

to other data in the real world, you would use a Partition node to hold out a subset of records for
purposes of testing and validation.
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Chapter 18. Retraining a Model on a Monthly Basis (Bayesian
Network)

Bayesian networks enable you to build a probability model by combining observed and recorded
evidence with "common-sense” real-world knowledge to establish the likelihood of occurrences by using
seemingly unlinked attributes.

This example uses the stream named bayes_churn_retrain.str, which references the data files named
telco_Jan.sav and telco_Feb.sav. These files are available from the Demos directory of any IBM SPSS Modeler
installation and can be accessed from the IBM SPSS Modeler program group on the Windows Start menu.
The bayes_churn_retrain.str file is in the streams directory.

For example, suppose that a telecommunications provider is concerned about the number of customers it
is losing to competitors (churn). If historic customer data can be used to predict which customers are
more likely to churn in the future, these customers can be targeted with incentives or other offers to
discourage them from transferring to another service provider.

This example focuses on using an existing month's churn data to predict which customers may be likely
to churn in the future and then adding the following month's data to refine and retrain the model.

Building the Stream

1. Add a Statistics File source node pointing to telco_Jan.sav in the Demos folder.
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Figure 241. Bayesian Network sample stream

Previous analysis has shown you that several data fields are of little importance when predicting
churn. These fields can be filtered from your data set to increase the speed of processing when you
are building and scoring models.

2. Add a Filter node to the Source node.
3. Exclude all fields except address, age, churn, custcat, ed, employ, gender, marital, reside, retire, and tenure.
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4. Click OK.
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Figure 242. Filtering unnecessary fields

5. Add a Type node to the Filter node.
6. Open the Type node and click the Read Values button to populate the Values column.
7. In order that the Evaluation node can assess which value is true and which is false, set the
measurement level for the churn field to Flag, and set its role to Target. Click OK.
Ed Type
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Figure 243. Selecting the target field

You can build several different types of Bayesian networks; however, for this example you are going
to build a Tree Augmented Naive Bayes (TAN) model. This creates a large network and ensures that
you have included all possible links between data variables, thereby building a robust initial model.
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8. Attach a Bayesian Network node to the Type node.
9. On the Model tab, for Model name, select Custom and enter Jan in the text box.
10. For Parameter learning method, select Bayes adjustment for small cell counts.
11. Click Run. The model nugget is added to the stream, and also to the Models palette in the
upper-right corner.
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Mode! name: @ auto @ Custom |Jan

Eﬂ Use partitioned data

|_-E1 Euildd model for each split
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K
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7] Inciude feature selection preprocessing step
Parameter learning method:

(2 Maimum likelihood @) Bayes adjustment for small cell counts
[_ Ok ] [b .Run] [ Canc_el_] Apply

Figure 244. Creating a Tree Augmented Naive Bayes model

12. Add a Statistics File source node pointing to telco_Feb.sav in the Demos folder.
13. Attach this new source node to the Filter node (on the warning dialog, choose Replace to replace the
connection to the previous source node).

@ & -& -

telca_Jan.sV Filter Type Jan-Feb
telco_Feb.sav

Figure 245. Adding the second month's data

14. On the Model tab of the Bayesian Network node, for Model name, select Custom and enter Jan-Feb
in the text box.
15. Select Continue training existing model.
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16. Click Run. The model nugget overwrites the existing one in the stream, but is also added to the
Models palette in the upper-right corner.

EJan—Feh . ﬁ

Madel name: suto @ Custom  |Jan-Feh

@ Use partitioned data

@ Euiled model for each split

-To =elect fields manually, chooze "Use custom settings" on the Figlds tab-

X | in

m Cortinue training existing maodel
Structure type: @ 1AM © Markov Blanket

|:| Include feature selection preprocessing step

Parameter learning method:

hsdmum likelihood @ Bayes adjustment for small cell counts

() () (o)

Figure 246. Retraining the model

Evaluating the Model

To compare the models, you must combine the two datasets.
1. Add an Append node and attach both the telco_Jan.sav and telco_Feb.sav source nodes to it.
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Figure 247. Append the two data sources

2. Copy the Filter and Type nodes from earlier in the stream and paste them onto the stream canvas.
3. Attach the Append node to the newly copied Filter node.

- — —\
@G & .
& © W

e ot s e

telco_Jan.sav Filter Type
/,,»—---.\_t /"-—\
(3) » >
b4 -
telco_Feb.sav Append

vie -4

Yy » 9

Filter Tvpe

Figure 248. Pasting the copied nodes into the stream

The nuggets for the two Bayesian Network models are located in the Models palette in the

upper-right corner.

4. Double-click the Jan model nugget to bring it into the stream, and attach it to the newly copied Type

node.

5. Attach the Jan-Feb model nugget already in the stream to the Jan model nugget.
6. Open the Jan model nugget.
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Figure 249. Adding the nuggets to the stream

The Bayesian Network model nugget Model tab is split into two columns. The left column contains a
network graph of nodes that displays the relationship between the target and its most important
predictors, as well as the relationship between the predictors.

The right column shows either Predictor Importance, which indicates the relative importance of each
predictor in estimating the model, or Conditional Probabilities, which contains the conditional
probability value for each node value and each combination of values in its parent nodes.

uJan
>

| Mo | Setings | Summary || Anncistions

WES L PR

5:," File b Generate dyiew

Bayesian Network Predictor Importance
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Type T T '
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Customer category 8312 Gender—
Ooo ‘Vears at current address—
arital status s |
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Number of people in househaold—|
Churn within A
Ere. Age in years] i i '
- f f f f
fears with current employe . . 0o oz 04 06 08 1.0
Gender
f I I I I I I I I
Least Important Most Important

Wign: iEiaS|c: 'i Wigw: |Predictor Importance ™
o

[ECH - Windows Internet Exclorer b

Figure 250. Bayesian Network model showing predictor importance

To display the conditional probabilities for any node, click on the node in the left column. The right
column is updated to show the required details.

The conditional probabilities are shown for each bin that the data values have been divided into
relative to the node's parent and sibling nodes.
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Figure 251. Bayesian Network model showing conditional probabilities

7. To rename the model outputs for clarity, attach a Filter node to the Jan-Feb model nugget.

8. In the right Field column, rename $B-churn as Jan and $B1l-churn as Jan-Feb.
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Figure 252. Rename model field names

To check how well each model predicts churn, use an Analysis node; this shows the accuracy in
terms of percentage for both correct and incorrect predictions.

9. Attach an Analysis node to the Filter node.
10. Open the Analysis node and click Run.

This shows that both models have a similar degree of accuracy when predicting churn.
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Figure 253. Analyzing model accuracy

As an alternative to the Analysis node, you can use an Evaluation graph to compare the models'

predicted accuracy by building a gains chart.

11. Attach an Evaluation graph node to the Filter node.

and execute the graph node using its default settings.

As with the Analysis node, the graph shows that each model type produces similar results; however, the
retrained model using both months' data is slightly better because it has a higher level of confidence in

its predictions.
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Figure 254. Evaluating model accuracy

Explanations of the mathematical foundations of the modeling methods used in IBM SPSS Modeler are
listed in the IBM SPSS Modeler Algorithms Guide, available from the \Documentation directory of the
installation disk.

Note also that these results are based on the training data only. To assess how well the model generalizes
to other data in the real world, you would use a Partition node to hold out a subset of records for
purposes of testing and validation.
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Chapter 19. Retail Sales Promotion (Neural Net/C&RT)

This example deals with data that describes retail product lines and the effects of promotion on sales.
(This data is fictitious.) Your goal in this example is to predict the effects of future sales promotions.
Similar to the condition monitoring example, the data mining process consists of the exploration, data

preparation, training, and test phases.

This example uses the streams named goodsplot.str and goodslearn.str, which reference the data files named
GOODS1n and GOODS2n. These files are available from the Demos directory of any IBM SPSS Modeler
installation. This can be accessed from the IBM SPSS Modeler program group on the Windows Start
menu. The stream goodsplot.str is in the streams folder, while the goodslearn.str file is in the streams

directory.

Examining the Data

Each record contains:

* Class. Product type.

* Cost. Unit price.

* Promotion. Index of amount spent on a particular promotion.

* Before. Revenue before promotion.

+ After. Revenue after promotion.

The stream goodsplot.str contains a simple stream to display the data in a table. The two revenue fields
(Before and After) are expressed in absolute terms; however, it seems likely that the increase in revenue
after the promotion (and presumably as a result of it) would be a more useful figure.

=X

Prumutiuns
|oh Fle |5 Edt 4 Generste
Table || Annotations
Clazz |Cost |Promotion|BefDre|Aﬂer |

1 Confection 23990 1467 114957 122762
2 Drrink 79.290 1745 123378 137097
3 Lupsury 51.990 1426 135246 141172
4 Confection 74180 1095 231389 244456
5 Confection 90.090 1965 235645 261940
5] Meat 59,830 1486 148885 156232
7 heat 1004 .. 1245 123760 125441
8 Luzxury 21.010 1364 251072 266134
i) Lupsury &7.320 1585 287043 310857
10 Drink 26.580 1835 240805 27 2863
ikl Dirink 65230 1194 212406 227536
12 Meat 7O.E20 1596 174022 181489
13 Confection 41.390 1161 270631 2831689
14 Meat 36.520 1151 231281 235722
13 Meat 44,030 1482 173138 185934
16 Drink G4.620 1623 247885 278031
ik Confection |51.520 1968 143597 165595
18 Confection 90080 1462 215102 228696
19 Luury 7300 1842 245885 270052
20 Dirink 11.020 1370 164354 176502

B =

Figure 255. Effects of promotion on product sales
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goodsplot.str also contains a node to derive this value, expressed as a percentage of the revenue before the
promotion, in a field called Increase and displays a table showing this field.

[E Promotions

lad File = Edit 1) Generate

B 1@ =

| Tahile Ei_.i\ljnqiatigns_!
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20 Crink 11.020 1370 164854 176802 7163 ]

Figure 256. Increase in revenue after promotion

In addition, the stream displays a histogram of the increase and a scatterplot of the increase against the
promotion costs expended, overlaid with the category of product involved.

Count

10
Increase

Figure 257. Histogram of increase in revenue

The scatterplot shows that for each class of product, an almost linear relationship exists between the
increase in revenue and the cost of promotion. Therefore, it seems likely that a decision tree or neural
network could predict, with reasonable accuracy, the increase in revenue from the other available fields.
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Figure 258. Revenue increase versus promotional expenditure

Learning and Testing

The stream goodslearn.str trains a neural network and a decision tree to make this prediction of revenue
increase.

ﬁ '

Increase
£ R /et
B — (3 — (8
GOODS1n Increase Define Types
PS:KR'T
Increase

Figure 259. Modeling stream goodslearn.str

Once you have executed the model nodes and generated the actual models, you can test the results of the
learning process. You do this by connecting the decision tree and network in series between the Type
node and a new Analysis node, changing the input (data) file to GOODS2n, and executing the Analysis
node. From the output of this node, in particular from the linear correlation between the predicted
increase and the correct answer, you will find that the trained systems predict the increase in revenue
with a high degree of success.

Further exploration could focus on the cases where the trained systems make relatively large errors; these
could be identified by plotting the predicted increase in revenue against the actual increase. Outliers on
this graph could be selected using the interactive graphics within SPSS Modeler, and from their
properties, it might be possible to tune the data description or learning process to improve accuracy.
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Chapter 20. Condition Monitoring (Neural Net/C5.0)

This example concerns monitoring status information from a machine and the problem of recognizing
and predicting fault states. The data is created from a fictitious simulation and consists of a number of
concatenated series measured over time. Each record is a snapshot report on the machine in terms of the
following:

* Time. An integer.

* Power. An integer.

e Temperature. An integer.

* Pressure. 0 if normal, 1 for a momentary pressure warning.

* Uptime. Time since last serviced.

* Status. Normally 0, changes to error code on error (101, 202, or 303).

*  Outcome. The error code that appears in this time series, or 0 if no error occurs. (These codes are
available only with the benefit of hindsight.)

This example uses the streams named condplot.str and condlearn.str, which reference the data files named
COND1n and COND2#n. These files are available from the Demos directory of any IBM SPSS Modeler
installation. This can be accessed from the IBM SPSS Modeler program group on the Windows Start
menu. The condplot.str and condlearn.str files are in the streams directory.

For each time series, there is a series of records from a period of normal operation followed by a period
leading to the fault, as shown in the following table:

Time Power Temperature Pressure Uptime Status Outcome
0 1059 259 0 404 0 0
1 1059 259 0 404 0 0

51 1059 259 0 404 0 0
52 1059 259 0 404 0 0
53 1007 259 0 404 0 303
54 998 259 0 404 0 303
89 839 259 0 404 0 303
90 834 259 0 404 303 303
0 965 251 0 209 0 0
1 965 251 0 209 0 0
51 965 251 0 209 0 0
52 965 251 0 209 0 0
53 938 251 0 209 0 101
54 936 251 0 209 0 101
208 644 251 0 209 0 101
209 640 251 0 209 101 101
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The following process is common to most data mining projects:

* Examine the data to determine which attributes may be relevant to the prediction or recognition of the
states of interest.

* Retain those attributes (if already present), or derive and add them to the data, if necessary.
* Use the resultant data to train rules and neural nets.
* Test the trained systems using independent test data.

Examining the Data

The file condplot.str illustrates the first part of the process. It contains a stream that plots a number of
graphs. If the time series of temperature or power contains visible patterns, you could differentiate
between impending error conditions or possibly predict their occurrence. For both temperature and
power, the stream below plots the time series associated with the three different error codes on separate
graphs, yielding six graphs. Select nodes separate the data associated with the different error codes.

5

[
imev. Te e

Time v. Power

_?)
Select 101
/ 1%
=0 Timev. Temperature
—» >
. 1%

CONDTR Select 202
Time v. Powwer
Select 303 Iﬁ Time v. Temperature

Time v. Power
Figure 260. Condplot stream

The results of this stream are shown in this figure.
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The graphs clearly display patterns distinguishing 202 errors from 101 and 303 errors. The 202 errors
show rising temperature and fluctuating power over time; the other errors do not. However, patterns
distinguishing 101 from 303 errors are less clear. Both errors show even temperature and a drop in power,
but the drop in power seems steeper for 303 errors.

Based on these graphs, it appears that the presence and rate of change for both temperature and power,
as well as the presence and degree of fluctuation, are relevant to predicting and distinguishing faults.
These attributes should therefore be added to the data before applying the learning systems.

Data Preparation

Based on the results of exploring the data, the stream condlearn.str derives the relevant data and learns to

predict faults.
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Figure 262. Condlearn stream

The stream uses a number of Derive nodes to prepare the data for modeling.

Variable File node. Reads data file COND1n.

Derive Pressure Warnings. Counts the number of momentary pressure warnings. Reset when time
returns to 0.

Derive Templnc. Calculates momentary rate of temperature change using @DIFF1.
Derive PowerInc. Calculates momentary rate of power change using @DIFF1.

Derive PowerFlux. A flag, true if power varied in opposite directions in the last record and this one;
that is, for a power peak or trough.

Derive PowerState. A state that starts as Stable and switches to Fluctuating when two successive power
fluxes are detected. Switches back to Stable only when there hasn't been a power flux for five time
intervals or when Time is reset.

PowerChange. Average of Powerlnc over the last five time intervals.
TempChange. Average of Templnc over the last five time intervals.

Discard Initial (select). Discards the first record of each time series to avoid large (incorrect) jumps in
Power and Temperature at boundaries.

Discard fields. Cuts records down to Uptime, Status, Outcome, Pressure Warnings, PowerState,
PowerChange, and TempChange.

Type. Defines the role of Outcome as Target (the field to predict). In addition, defines the measurement
level of Outcome as Nominal, Pressure Warnings as Continuous, and PowerState as Flag.

Learning

Running the stream in condlearn.str trains the C5.0 rule and neural network (net). The network may take
some time to train, but training can be interrupted early to save a net that produces reasonable results.
Once the learning is complete, the Models tab at the upper right of the managers window flashes to alert
you that two new nuggets were created: one represents the neural net and one represents the rule.
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Figure 263. Models manager with model nuggets

The model nuggets are also added to the existing stream, enabling us to test the system or export the
results of the model. In this example, we will test the results of the model.

Testing

The model nuggets are added to the stream, both of them connected to the Type node.

1. Reposition the nuggets as shown, so that the Type node connects to the neural net nugget, which
connects to the C5.0 nugget.

2. Attach an Analysis node to the C5.0 nugget.

3. Edit the original source node to read the file COND2n (instead of COND1#n), as COND2n contains
unseen test data.

i o B —2 = [ N B S
CORDTR Pressure Warnings Templne Powerline P oweerFIux PDW]State
= J L Tt y o | / e \ J \
A/ - \ 4 - \ - C ) -— N - B = - Rt
tvpe 10_| her to_string Digcard fields Discard Initial TempChange PowerChange

® OB =

Outcome Outcome Outcome Outcorme Analysis

Figure 264. Testing the trained network

4. Open the Analysis node and click Run.

Doing so yields figures reflecting the accuracy of the trained network and rule.
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Chapter 21. Classifying Telecommunications Customers
(Discriminant Analysis)

Discriminant analysis is a statistical technique for classifying records based on values of input fields. It is
analogous to linear regression but takes a categorical target field instead of a numeric one.

For example, suppose a telecommunications provider has segmented its customer base by service usage
patterns, categorizing the customers into four groups. If demographic data can be used to predict group
membership, you can customize offers for individual prospective customers.

This example uses the stream named telco_custcat_discriminant.str, which references the data file named
telco.sav. These files are available from the Demos directory of any IBM SPSS Modeler installation. This
can be accessed from the IBM SPSS Modeler program group on 