Cost-Complexity Pruning Process

Assuming a CART or QUEST tree has been grown successfully using a learning sample, this
document describes the automatic cost-complexity pruning process for both CART and
QUEST trees. Materials in this document are based on Classification and Regression Trees
by Breiman et al (1984). Calculations of the risk estimates used throughout this document are
givenin “Assignment and Risk Estimation” (TREE-assignment-risk.pdf).

Cost-Complexity Risk of a Tree T

Given atree T and areal number a , the cost-complexity risk of T with respectto a is
RM=RM+alT]
where |'F | isthe number of terminal nodes and R(T) is the resubstitution risk estimate of T.

Smallest Optimally Pruned Subtree

Pruned subtree: For any tree T, T' isapruned subtreeof T if T' isatree with the same
root node as T and all nodes of T' are also nodes of T . Denote T'<T if T' is a pruned
subtreeof T .

Optimally pruned subtree: Given a, a pruned subtree ' of T is caled an optimally
pruned subtree of T with respect to a if R, (T') = mlp R,(T"). The optimally pruned
=

subtree may not be unique.

Smallest optimally pruned subtree: If T'<T" for any optimally pruned subtree T < T,
such that R,(T') = R,(T"), then T is the smallest optimally pruned subtree of T, with
respect toa , and isdenoted by T (a ).

Cost-Complexity Pruning Process

Suppose that atree T, was grown. The cost-complexity pruning process consists of two steps:

1. Based on the learning sample, find a sequence of pruned subtrees {T,}., of T, such
that T,~ T, = T,> ...> T,, where T, has only the root node of T,,.

2. Find an “honest” risk estimate R (T,) of each subtree. Select a right sized tree from the
sequence of pruned subtrees.



Generate a sequence of smallest optimally pruned subtrees

To generate a sequence of pruned subtrees in step 1, the cost-complexity pruning technique
developed by Breiman et. al. (1984) is used. In generating the sequence of subtrees, only the

learning sample is used. Given any real value a,,, (Q,,, = 0 inany SPSSimplementation)
and an initial tree T, there exists a sequence of real values
—o<q, =0, <q,<---<qy <+too and a sequence of pruned subtrees
T, =T, >---> T, such that the smallest optimally pruned subtree of T, for agiven a is

o T, a<a,
To(a):ETo(ak):Tk a,sa<a,,, 1lsk<K:
Hro(aK):TK agsa

where

Oq =MING, (). Ty ={t0T, : 9. (s) > a,., for al ancestorsof &,

OR(t) - R(T,)

G’ 0T, -T,
gk(t):D |Tk,t|_l N )
+ 00 taT,

Tk’t is the branch of T, stemming from nodet, and R(t) is the resubstitution risk estimate of
node t based on the learning sample.

Explicit algorithm

The agorithm can be used to generate a sequence of subtrees of T, for a given initial value
a =0ap,, and an initial tree T, = {1, ..., #T,} where #T, is the number of nodesin T, For
nodet, let

0 tistermind

O 0 tisterminal
lt(t) = . :
Heft childof t otherwise

: rt(t)=5. . o
[rightchildof t  otherwise

o O tisroot node
pa(t) = Q0 .
parentof t  otherwise



tisterminal CR(t) tisterminal
., S(t) = .
otherwise (T.,) otherwise

N(t) = @ﬁm

G(t) =ming, (9).

The explicit algorithm is shown below.
1. Setk=1, a=a.p,-
Fort=#T,to1{
if tisatermina node, set
N({t)=1, St =R(t), g{t) = +0, G(t) =+,
else (i.e, if tisnot aterminal node), set
N(t) = N(It(t)) + N(rt(t))
SO = St(h)) + Sre(t))
o(t) = (R®) - SOI(N(t) -1)
G(t) = min{g(t), G(It(t)), G(rt(t))}

}
2. 1fG(1)>a,

a,=a and T, =ftOT,_, : g(s) >a, for al ancestor sof t}.
a=G(), k=k+1.

if N(l) = 1, terminate this process.
3. Sett=1
WhileG(t) <g(t), t = %lt(t) G = G(_It(t)) .
rt(t) otherwise
4. Make current node t terminal by setting
N(t)=1, St) =R(t), g{t)y= +00, G(t)=+0o.
5. Update ancestor’s information of current nodet.
Whilet > 1 (i.e. t is not the root node) {

t = pa(t)
N(t) = N(It(t)) + N(rt(t))
St) = (1)) + Sri(t))
o(t) = (R®) - SHY(N() -1)
G(t) = min{g(t), G(It(t)), G(rt(t))}
}
6. Then repesat steps 2 to 6 until the termination condition N(l) =1in Step 2 issatisfied.



Selecting the Right Sized Subtree

To select the right sized pruned subtree from the sequence of pruned subtrees {T,} ., of T,,

an “honest” method is used to estimate the risk R (T,) and its standard error Se(li(Tk)) of

each subtree T,. Two methods can be used: the resubstitution estimation method and the test
sample estimation method. Resubstitution estimation is used if there is no test sample. Test
sample estimation is used if there is a testing sample. Select the subtree T,. as the right sized
subtree of T, based on one of the following rules.

Simple rule
Theright sized treeisselected asthek {0, 1, 2, ..., K} such that
R(T.)= mki nR(T,) .
The b-SE rule
For any nonnegative real value b (default b = 1), the right sized tree is selected as the largest
K'0{0,1,2,..., K} such that
R(T..) < R(T.) +brse(R(T.))
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