EXAMINE

Univariate Statistics

Notation

The following notation is used throughout this chapter unless otherwise noted:

Let y; <...ym be mdistinct ordered observations for the sample and c, ..., cy
be the corresponding caseweights. Then

|
cG = Z Cx =cumulative frequency up to and including vy,
k=1

and

m
W=ccy = ch =total sum of weights.
k=1

Descriptive Statistics
Minimum and Maximum

mn=y;, max=yYqy,

Range

rangé=ym -y
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Mean (¥)

m
> ay
i=1

y=-

W

Confidence Interval for the Mean

lower bound =y —t ;o w-1SE
upper bound =y +t 4,2 w-1SE

where SE is the standard error.

Median

The median is the 50th percentile, which is calculated by the method requested.
The default method is HAVERAGE.

Interquartile Range (IQR)
IQR = 75th percentile — 25th percentile, where the 75th and 25th percentiles are
calculated by the method requested for percentiles.

Variance (sz)

Standard Deviation

s=Vs



Standard Error

Skewness (g,) and SE of Skewness

WM,

%= (W-1) (W -2)s°

BW(W-1)

S =
(@) \/ (W=2)(W+1)(W +3)
M = Zci (v - 37)3
i=1
Kurtosis (g, ) and SE of Kurtosis

W(W +1)M, —3MZ(W -1)
(W-1)(W-2)(W -3)s*

9; =

=

(W=3)(W +5)
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5% Trimmed Mean 4

ko—1

Tog = ﬁ (corg+1 ~1€)yig 41 +(W oy, 4 ~te)yi, + ZZ GYi
i=k;+2

where k; and k, satisfy the following conditions

CC, <fCscCC+1, W—cCCy, <tc<W -cey,

and

tc = 0.05W

Note: If ky +1=ky, then Tog = Yy,

Percentiles

There are five methods for computation of percentiles. Let
teg =Wp,  tc; =(W+)p

where p is the requested percentile divided by 100, and k; and k, satisfy

CCk1 stg < CCk1+1
CCk2 stc, < CCk2 +1

Then,



Let x be the pth percentile; the five definitions are as follows:

Waverage (Weighted Average at ytcl)

YK1+1
X= (1‘ glm))’kl + QEY|<1+1
(1= 91) Yk, +91Yk+1

Round (Observation Closest to tc,)

If Ck1+1 >1, then

oY if glg <i
Vi iforzs

If Gy 41 <1, then

- 1
w= Y ff 0<%
Viger Ifo1=2

Empirical (Empirical Distribution Function)

e ifor=0
Vi if 01 >0

if =1
if gr’ <1land ¢ 4q 21

if g’ <land ¢y 4y <1
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Haverage (Weighted Average at ytcz)

Vi +1 ifg721
X= (1— gZD)YkZ Y+ i1 07 <land g4y 21

(1-92)¥k, + 2Vi,+1 i 95 <land gy 4 <1

Aempirical (Empirical Distribution Function with Averaging)

(vig +Vie1)/2 ifor'=0
Yi+1 if gy'>0

Note: If either the 25th, 50th, or 75th percentilesis request, Tukey Hinges will also
be printed.

Tukey Hinges

Let Q, Q, and Qg be the 25th, 50th, and 75th percentiles. If cU>1, where

cP=min(cy, ..., ) , define

4 - Sretest integer <((W+3)/2)
B 2

L]_:d
Ly =W/2+1/2

L3 =W+1-d

Otherwise

; O
4= greatest mtegerzs (W/ c +3) /2




and

L:|_=dC|:I

L, =W/2+c/2

Lg=W+cP-dd

Then for every i, i =1,2,3, find i such that
coy < L <CCh41

and

(1‘aiD)yh +aiDyh+1 if 3’ <1and Ch+1 21
Q ={(1-a)yy *ayh« ifa’ <landcy, <1
Yh +1 ifa” =1

where

aiD =L —coy

aiIZI

Ch +1

a =

M-Estimation (Robust Location Estimation)

The M-estimator T of location is the solution of

where W isan odd function and sisameasure of the spread.
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An dternative form of M-estimation is

>a (25T )of 2570

where

The algorithm stops when either
[Tast = Tie| < (Tiess + Ty ) /2], where £ = 0005

or the number of iterations exceeds 30.
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M-Estimators

Four M-estimators (Huber, Hampel, Andrew, and Tukey) are available. Let

where
s= median of Y, ..., ¥, with caseweightscy, ..., ¢y
and

Vi =|vi -V, where isthe median.

Huber (k), k >0
1 if|u|<k
W) = uhsgn(ui) if |u| >k
i
The default value of k =1339

Hampel (a, b, c), 0 <a<b <c

1 if [u|<a
uisgn(ui) if a<|u|<b
i
&(Ui): c—|u
3—C_|b'|sgn(ui) if b<|u|<c
0 if |u|>c

By default,a=1.7,b=3.4and c=8.5.
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Andrew’s Wave (c), ¢ >0
isin(ﬂj if |ulsc
c
0 if |u|>c
By default, c=134n

Tukey’s Biweight (c)

212
“—i) if |u|<c
c

0 if |u|>c
By default, c = 4.685.
Tests of Normality

Shapiro-Wilk Statistic (W)

Since the W statistic is based on the order statistics of the sample, the caseweights
have to be restricted to integers. Hence, before Wis calculated, all the caseweights

are rounded to the closest integer and the series is expanded. Let qD be the closest

integer to ¢ ; then

i m
=Y G W=ah=)
k=1 k=1

The original series y ={y;,..., ym} isexpanded to

X= {X].’“" XWS}
where

Xl 41 = = X = Vi i=1...



Then the W statistic is defined as

W,
r(w/2)
V2r((w, +1)/2)
a =ag, =
r(we+n/2)
V2r(W,/2+1) T >20

2

a = —a, A, = 3w,

if 5<W, <20
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m = LIJ‘l(L),where Wisthec.d.f. of astandard normal distribution

W, -2 +1

a = 0.314195 +0.063336/3 —0.0108953°

£ =107 W,
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Based on the computed W statistic, the significance is calculated by linearly
interpolating within the range of simulated critical values given in Shapiro and
Wilk (1965).

If non-integer weights are specified, the Shapiro-Wilk’s statistic is calculated
when the weighted sample size lies between 3 and 50. For no weights or integer
weights, the statistic is calculated when the weighted sample size lies between 3
and 5000.

If W >wggqg, the critical value of 99th percentile, the significance is reported

as >0.99. Similarly, if W<wgg,, the critical value of first percentile, the
significanceis reported as <0.01.

Kolmogorov-Smirnov Statistic with Lilliefors’ Significance

Lilliefors (1967) presented a table for testing normality using the Kolmogorov-
Smirnov statistic when the mean and variance of the population are unknown. This

statistic is

D, =max{D,,D_}

D_ = max; {F(Yi ) - 'f(yi ‘1)}

where F(x) is the sample cumulative distribution and F(x) is the cumulative
normal distribution whose mean and variance are estimated from the sample.

Dalla and Wilkinson (1986) corrected the critical values for testing normality
reported by Lilliefors. With the corrected table they derived an anaytic
approximation to the upper tail probabilities of D, for probabilities less than 0.1.

' This agorithm applies to SPSS 7.0 and later rel eases.
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The following formulais used to estimate the critical value D, for probability
0.1.

(—b —/b? —4ac)

D. =
¢ 2a

where, if W<100,

a = —7.01256(W +2.78019)

b = 2.99587+W +2.78019

0974598 + 167997

W w

C = 21804661+

IfW> 100

a = —7.90289126054* W0-%

b = 3180370175721* W%49
C = 2.2947256

The Lilliefors significance p is calculated as follows:
If Dy =Dg, p=01.
If Dy > D¢, p = exp{aD} +bD, +C ~2.3025851} .

If Dgo <Dy <Dg, linear interpolation between Dy, and D, where Dy, is the
critical value for probability 0.2 isdone.

If Dy > Dgy, p isreported as > 0.2.

? This algorithm appliesto SPSS 7.0 and later releases. To learn about algorithms
for previous releases, call SPSS Technical Support.
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Group Statistics

Assume that there are k(k=2) combinations of grouping factors. For every
combination i, i =1,2,...,k, let {yil, -1 Yim } be the sample observations with

the corresponding caseweights {cil, -1 Gim } .

Spread versus Level

If atransformation value, a, is given, the spread(s) and level(l) are defined based
on the transformed data. Let x be the transformed value of y; for every
i=1..,k j=1...,m

= Iny; ifa=0
! v otherwise

Then the spread () and thelevel (I;) arerespectively defined asthe Interquartile
Range and the median of {xil, S } with corresponding caseweights
{cil, -+ Gim } However, if a is not specified, the spread and the level are natural
logarithms of the Interquartile Range and of the median of the original data.

Finally, the slope is the regression coefficient of son |, which is defined as

In some situations, the transformations cannot be done. The spread-versus-level
plot and Levene statistic will not be produced if:

e aisanegativeinteger and at least one of the datais O
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e aisanegative non-integer and at least one of the datais less than or equal to 0
* aisapositive nhon-integer and at least one of the dataislessthan O

» aisnot specified and the median or the spread is less than or equal to 0

Levene Test of Homogeneity of Variances

The Levene test statistic is based on the transformed data and is defined by
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The significance of L, is calculated from the F distribution with degrees of

freedom k-1 and W-K.
Groups with zero variance are included in the test.

Robust Levene’s Test of Homogeneity of Variances

With the current version of Levene'stest L, the followings can be considered as
optionsin order to obtain robust Levene' stests:

+ Levene's test Ly, based on z” = |x; - X | where X, is the median of x;’s for
groupi.

Median calculation is done by the method requested. The default method is
HAVERAGE. Once the X's and hence z"’s are calculated, apply the
formulafor L,, shown in the section above, to obtain L, by replacing z;,, zZ and

Z with z{”, z® and z” respectively.

Two significances of L, are given. One is calculated from a F-distribution
with degrees of freedom k - 1 and W - k. Another is calculated from a F-
distribution with degrees of freedom k - 1 and v. The value of visgiven by:

m

— b) _ 5(b)y2

U= Zcil(zi(l ) _Zi( ))
1=1

in which
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v.=w -1

+ Levene'stest Lo based on z{? =[x - T, o | Where T, ;4 isthe 5% trimmed mean
of x;’sfor group i.

Once the T, ,,’s and hence 7\’ s are calculated, apply the formula of L, to

obtain L. by replacing z;, z, and Z with {9, z® and z'® respectively.

The significance of L. is calculated from a F-distribution with degrees of
freedomk - 1 and W- k.

Plots

Normal Probability Plot (NPPLOT)

For every distinct observation y;, R isthe rank (the mean of ranks is assigned to
ties). The normal score NS is calculated by

_w-Y R

where W1 isthe inverse of the standard normal cumulative distribution function.
The NPPLOT isthe plot of (y;, NS,), ..., (Ym, NSp)-

Detrended Normal Plot

The detrended normal plot is the scatterplot of (yq, Dy), ..., (Ym, Dm) , where D;
is the difference between the Z-score and normal score, which is defined by

Di :Zi_NS

and
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where y isthe average and sisthe standard deviation.

Boxplot

The boundaries of the box are Tukey’'s hinges. The length of the box is the
interquartile range based on Tukey’s hinges. That is,

IQR=Q3-Q;
Define

STEP=15IQR

A caseisanoutlier if

Q3 +STEP <y; <Qs +2STEP
or
Q —2STEP <y; <Q; —-STEP

A caseisan extremeif

y; = Q, +2STEP

or

y, <Q, - 2STEP
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