FACTOR

Extraction of Initial Factors

Principal Components Extraction (PC)
The matrix of factor loadings based on factor mis
A = Qi ¥2
where

O = (w1, Wy, ..., W)
[ m = diag(lyal, [y2) - [Vm])

The communality of variablei is given by
m
- 2
h = Z|Vj|wij
1=1

Analyzing a Correlation Matrix

y12yo2...2y, aethe eigenvalues and «; are the corresponding eigenvectors
of R, where R is the correlation matrix.

Analyzing a Covariance Matrix

y12yo2...2y, aethe eigenvalues and «; are the corresponding eigenvectors
of Z, where Z =(0jj)nxn isthe covariance matrix.

The rescaled loadings matrix is A g = [diagZ]_”Z/\ m-

The rescaled communality of variablei is hg = aﬁlhi .
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Principal Axis Factoring

Analyzing a Correlation Matrix

An iterative solution for communalities and factor loadings is sought. At iteration i,
the communalities from the preceding iteration are placed on the diagonal of R, and
the resulting R is denoted by R;. The eigenanalysis is performed on R; and the
new communality of variable | is estimated by

m

hygiy = Zl‘yk(n“*ﬁ?k(i)
<

The factor loadings are obtained by

12

Ny = Qi) i)

Iterations continue until the maximum number (default 25) is reached or until the
maximum change in the communality estimates is less than the convergence
criterion (default 0.001).

Analyzing a Covariance Matrix

This analysis is the same as analyzing a correlation matrix, except 2 is used
instead of the correlation matrix R. Convergence is dependent on the maximum
change of rescaled communality estimates.

At iteration i , the rescaled loadings matrix is Apy)r =[diag=] ™2 A ). The
rescaled communadlity of variablei is hji)r = ai'ilhj (i)

Maximum Likelihood (ML)

The maximum likelihood solutions of A and LLIZ are obtained by minimizing

F =tr{(/\/\'+lp2)_1R}—log

()R-

with respect to A and y, where p is the number of variables, A is the factor
loading matrix, and LLIZ isthe diagonal matrix of unique variances.
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The minimization of F is performed by way of a two-step algorithm. First,
the conditional minimum of F for a given y is found. This gives the function
f(w), which is minimized numerically using the Newton-Raphson procedure.
Let x® be the column vector contai ning the logarithm of the diagonal elements
of y at the sth iteration; then

x(5+D) = () _4(s)
where d® is the solution to the system of linear equations
HOG® =)

and where
H = (521(y)/ox0x;)

and h® is the column vector containi ng & (¢)/dx, . The starting point xY is

- i
(O = Iog[(l sz)/;/z] for ML and GLS
[(@-m2p)/r']""  forus
where mis the number of factorsand r'" istheith diagonal element of R™L.

The values of f(y), & /dx;, and o"zf/o"'xio"'xj can be expressed in terms of
the eigenvalues

Yisyas...Sy,
and corresponding eigenvectors
W1, Wy, ..., Wy

of matrix LIJR_lllJ .Thatis,
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e

dXi
k=m+1
71 < = Yk +n
=-9; + WKW WinWin + 9
dxio"xj ij dXi k;ﬂ ikWijk nzzl Vi . in%in ij
where
5 = 1 ifi=|
70 ifizj

The approximate second-order derivatives

e 2 ’

0% 0Xj D[k;j’ikwjk]

are used in the initial step and when the matrix of the exact second-order
derivatives is not positive definite or when all elements of the vector d are greater
than 0.1 If 4%f/dx? <005 (Heywood variables), the diagonal element is
replaced by 1 and the rest of the elements of that column and row are set to 0. If the
value of f(¢) isnot decreased by step d , the step is halved and halved again until
the value of f(y) decreases or 25 halvings fail to produce a decrease. (In this case,
the computations are terminated.) Stepping continues until the largest absolute
value of the elements of d is less than the criterion value (default 0.001) or until
the maximum number of iterations (default 25) is reached. Using the converged
value of (¢ (denoted by (), the eigenanalysis is performed on the matrix R .
The factor loadings are computed as

A= 00m(rit=10) "
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where
[m=diag(ys, ¥2,.. ¥m)
Qm = ((A)l, Wy, ...,(Jt)m)
Unweighted and Generalized Least Squares (ULS, GLS)

The same basic agorithm is used in ULS and GLS methods as in maximum
likelihood, except that

P 2
V_2k for ULS
f(w) = k:rﬁﬁt _p)?
ZV"T for GLS
k=m+1

for the ULS method, the eigenanalysis is performed on the matrix R — qu, where
Y12y z...2ypaetheeigenvalues. Interms of the derivatives, for ULS

Vi CH
A o, W
x i Z Y kWik

k=m+1
p m p
91 Yty 2 Yk 2
0% OX; :4!Xin wikwikz Vk —Vn i * 9 Z § _7k ik
=7 k=m+1 =ik 7n k=m+1

and
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dxi k=m+1
P22 B, . LN |
axax. o " Z VK@i @jk Zyn Vi-yn nin T eXp[(X'+XJ)/2]
! ! ! k=m+1 n=1
and
2
9%t P
dXide {k;ﬂ_ ik Jk]

Also, the factor loadings of the ULS method are obtained by
A m = Qml %2

The chi-square statistics for m factors for the ML and GL S methods is given by



Alpha (Harman, 1976)

Iteration for Communalities

At each iterationi:

The eigenvalues (r (i)) and eigenvectors (Q,, ) of

Hgfl)(R -1 )Hgfl) +1 are computed.

The new communalities are

m
2
10 Z‘Vj(i)“"kjm M-
=1
Theinitial values of the communalities, Hg, are
1-1/r"  |R|210® andall 0<hy <1

hio =
max‘ri i ‘ otherwise
i

where r' istheith diagonal entry of R™2,
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If |R|=1078 and all r'! are equal to one, the procedure is terminated. If for

somei, m_ax| fij | > 1, the procedure is terminated.
j
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« lteration stopsif any of the following are true:

ml?x‘hk(i) - hk(i_l)‘ <EPS

i = MAX

hk(i) =0forany k

Final Communalities and Factor Pattern Matrix

The communalities are the values when iteration stops, unless the last termination
criterion is true, in which case the procedure terminates. The factor pattern matrix

_ g2 12
Fnm=H Qm(f)rm(f)

wheref isthefinal iteration.
Image (Kaiser, 1963)

Factor Analysis of a Correlation Matrix

«  Eigenvalues and eigenvectors of S™*RS™ are found.

SZ:diag(l/rll,...,l/r””)

r'" = ith diagonal element of R~



FACTOR 9

*  Thefactor pattern matrix is

where Q,,, and A, correspond to the m eigenvalues greater than 1.

If m=0, the procedure is terminated.

e Thecommunalities are

yj-1 w,l/yJ “)

M3

J:

*  Theimage covariance matrix is

R +S?R 7152 - 252

*  Theanti-image covariance matrix is
2R1g2

Factor Analysis of a Covariance Matrix

We are using the covariance matrix Z instead of the correlation matrix R. The
calculation is similar to the correlation matrix case.

The rescaled factor pattern matrix is FmR:[diagZ]'”sz. The rescaled
communality of variablei is hg = oiith;.
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Factor Rotations

Orthogonal Rotations (Harman, 1976)
Rotations are done cyclically on pairs of factors until the maximum number of
iterations is reached or the convergence criterion is met. The algorithm is the same

for all orthogonal rotations, differing only in computations of the tangent values of
the rotation angles.

e Thefactor pattern matrix is normalized by the sguare root of communalities:
O _ 412
A =HY2A
where
Am = (A1, Ay) isthe factor pattern matrix
H =diag(hy, ..., h,) isthe diagonal matrix of communalities

*  Thetransformation matrix T isinitialized to I

* Ateachiterationi
(1) The convergence criterionis

m n n 2
— o _ 2 2
S =Y 0> g =| > A | |/
] k=1 k=1

=1

where the initial value of /\?n(l) is the original factor pattern matrix. For
subsequent iterations, the initial value is the fina value of /\?n(i_) when all
factor pairs have been rotated.

(2) For all pairsof factors (A, Ay ) where k > j , the following are computed:

(a) Angle of rotation

P =Y4tan "} (X/Y)

where
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D-2AB/n  Varimax
X=4D-mAB/n Equimax
D Quartimax

C—(AZ—BZ)/n Varimax
Y= C—m(AZ—BZ)/Zn Equimax

C Quartimax
Upgiy = Feiciy = foicy Vo = 2Tm) foka)  p=1...n
n n
A=) Uni) B= va(l)
p=1 &
n n
c= pzl[“pm Vi) D= le%mvpm
- £

(b) New rotated factors

P) -sin(P
(/—\j(i)’dk(i)):(/_\jD(i),dE(i)) cogP) -sin(P)

sin(P) cos(P)

where ij(i) are the last values for factor j calculated in this iteration.

(c) Accrued rotation transformation matrix

cogP) -sin(P)

(5 5) =4 %) sin(P)  cos(P)

where t; and ty arethelast calculated values of thejth and kth columns of T.
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(d) Iteration is terminated when

Vi) ~ Y| <207

or the maximum number of iterations is reached.

(e) Final rotated factor pattern matrix

A= 2,0
Am=HYN )

where

/\?n( ) is the value of the last iteration.

(f) Reflect factors with negative sums

Aj ==y

(g9) Rearrange the rotated factors such that

n _ n _
Z/\Zjl > Z/\ij

=1 =1
(h) The communalities are

m

— 32

hj - /\jl
1=1
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Oblique Rotations

The direct oblimin method (Jennrich and Sampson, 1966) is used for oblique
rotation. The user can choose the parameter J . The default valueis 0 = 0.

(a) The factor pattern matrix is normalized by the square root of the communalities
O =H YA,
where

m

— 2
j—z/‘jk
=1

If no Kaiser is specified, this normalization is not done.
(b) Initializations

The factor correlation matrix C is initialized to |,,. The following are also
computed:
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1 if Kaiser _
“\h ifnokaser <o Tl
_ _ 5% i=1...,m
Ui —Z/\ji
J=1

n
— 4
Vi = Z/\”
=1

Xi =V =(3/n) u?

3

FO=H-G

(c) At each iteration, all possible factor pairs are rotated. For a pair of factors A E

and A 5 (p# q), the following are computed:
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qu =D—up—uq
qu :G—xp—xq

_ 2 _ @
Spqi =S ~Aip ~ig

n
_ 0,0
Ypq = z/]ip/\iq
&

n

_ 2,@
Zpq = Z AipAig
1=1
n
_ ®
T= Z Spai Aip ~(9/N)uyDpg

=1
n

Z= Z Spa,i /‘iDp/‘iDq =(9/M)YpqDpq
1=1
n

P= Z Aip i = (8/m)upYpq

=1

R=2zpq —(9/n)upug

P = 3(Cpq = F/Xp)

N[

Q =4(xp—4cpP+R+ 2T)/xp

R =4(cpq(T+R-P-2)/x,
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« Aroot, a, of the equation
b3 + P'b? + Q'b+ R = Ois computed, as well as;

_ 2
A=1+ Zcpqa+a

ty :W]/Z
t =a/y

e Therotated pair of factorsis

~0 ~0O t -
(Apdg) =529 7

These replace the previous factor values.

*  New values are computed for

Up =[Aup

Xp = A2xp
n —_—

V=Y A

= Dpq +Up g

Oh

G= Gpg +Xp +Xq
All values designated as Y replaces V and are used in subsequent calculations.



The new factor correlations with factor p are

Gp =ti'Gp+taGq (1% )
Cpi =Gip

Cpp =1

After all factor pairs have been rotated, iteration is terminated if

MAX iterations have been done

or

‘F%D—FQF¢A<(FOXEPS

where

Fl;,=H-G

- n

H=Y §2-(/n)D?
=1

Flg) = FO

Otherwise, the factor pairs are rotated again.

Thefinal rotated factor pattern matrix is

_ 29
Am=HY2AD

where Em isthe valuein the fina iteration.

FACTOR 17
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e Thefactor structure matrix is
S=AnCn

where Em is the factor correlation matrix in the final iteration.

Promax Rotation

Hendrickson and White (1964) proposed a computationally fast rotation. The speed
is achieved by first rotating to an orthogonal varimax solution and then relaxing the
orthogonality of the factorsto better fit simple structure.

+  Varimax rotation is used to get an orthogonal rotated matrix A g ={A;;}.

«  Thematrix P =(p;) pxm is calculated, where
k+1

2

Aij 2
pi = A2 1A
j N7 Z ij

2

=1

]

Here, k (k > 1) isthe power of promax rotation.

e Thematrix L iscalculated.
L =(ARAR)"ARP

Thematrix L isnormalized by column to a transformation matrix
Q=LD

where D = (diag(L 'L))_” 2 isthe diagonal matrix that normalizes the columns
of L.

At this stage, the rotated factors are
-1
f

fpromax_temp =Q “fvarimax-

Because
var(fpromax_temp) = (Q'Q)_17
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and the diagonal elements do not equal 1, we must modify the rotated factor to
fpro max = Cf promax_temp

where

C ={diag((Q'Q) 1) V2

The rotated factor patternis
- -1
A promax — /\vari maxQC

The correlation matrix of the factorsis
Rg =C(QQ)'C

The factor structure matrix is
Ns =N promaxR #

Factor Score Coefficients (Harman, 1976)

o1
Regression

Al PC without rotation
W ={Ap(AAm) ™ PCwith rotation
R7ls, otherwise
where

Sy, = factor structure matrix
Sy =N\, fororthogonal rotations

For PC without rotation if any |yi|510_8, factor score coefficients are not

computed. For PC with rotation, if the determinant of A\,/A, islessthan 1078, the
coefficients are not computed. Otherwise, if R is singular, factor score coefficients
are not computed.

' This algorithm appliesto SPSS 7.0 and |ater releases.
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Bartlett

w=J3"Au"2

where

J=A'U2A
U2=R-R

Anderson Rubin

W

:(/\'U_ZRU_Z/\

)_m/\'u‘2

where the symmetric square root of the parenthetical term is taken.

Optional Statistics (Dziubin and Shirkey, 1974)

The anti-image covariance matrix A = (a; ) is given by

aj = &
) iyl

The chi-square value for Bartlett’s test of sphericity is

x° :—(w—l——2p6+sjlog|Rl

with p(p—l)/Z degrees of freedom.

The Kaiser-Mayer-Olkin measure of sample adequacy is

3 >3

KMO, = B3] ]

Yiyd D yyiyye

1%] 1%] 1%£] %]

wherea,-jD is the anti-image correlation coefficient.



FACTOR 21

References

Dziuban, C. D., and Shirkey, E. C. 1974. When is a correlation matrix appropriate
for factor analysis? Psychological Bulletin, 81: 358-361.

Harman, H. H. 1976Modern factor analysis, 3rd ed., Chicago: University of
Chicago Press.

Hendrickson, A. E., and White, P. O. 1964. Promax: A quick method for rotation to
oblique simple structurdritish Journal of Satistical Psychology 17: 65—70.

Joreskog, K .G. 1977. Factor analysis by least-square and maximum likelihood
methods. InStatistical Methods for Digital Computers, volume 3, K. Enslein,
A. Ralston, and R. S. Wilf, eds. New York: John Wiley & Sons, Inc.

Kaiser, H. F. 1963. Image analysis. Problems in Measuring Change, C. W.
Harris, ed. Madison, Wisc.: University of Wisconsin Press.

Rummel, R. J. 1970Applied factor analysis. Evanston: lll.. Northwestern
University Press.



