NLR

Model

Goal

NLR produces the least square estimates of the parameters for models that are not
linear in their parameters. Unlike in other procedures, the weight function is not
treated as acasereplicate in NLR.

Consider the model
f =1(x,0)

where © isa px1 parameter vector, x isavector of independent variables, and f
isafunctionof x and © .

Find the least square estimate o0f © such that © minimizes the objective
function

F(®)=R'WR @
where

R'=(Ry,..., Ry)

R=vyi—fi

fi=f(x,09), i=1..,n

W = Diag(W, ..., W,)

and n is the number of cases. For casei, y; isthe observed dependent variable, x;
is the vector of observed independent variables, W is the weight function which
can be afunctionof © .
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The gradient of F at ©; isdefined as
OF =2J5WR

where Jj; isthe jth column of the nx p Jacobian matrix J whose (i, j) th element
J;j isdefined by

3y =N _ofi
VoW 0o 00

Estimation

The modified Levenberg-Marquardt algorithm that was proposed by Moré (1977)
and is contained in MINPACK is used in NLR to solve equation

Given an initial valuee(o) for © , the algorithm is as follows:
At stagek+1,k=0,12,...

e Compute

e Choose an appropriate non-negative scalar such that

F(0X +h) < R

where
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e(k"'l) - @(k) +hy

and compute 39 R*D W *Y) andF, ;.

Check the following conditions:

(1) 1-(Fc-1/F) < £1(SSCON)

(2) For every element of hy,

‘hki /Oi(k)

< 52(PCON)

(3) k+1=ITER (maximum number of iterations)

(4) For every parameter O, the gradient of F at ©;, UF;, is evaluated at

0 *) by checking

‘rj(k+1)

< £,(RCON)

where rj(k+l) is the correlation between the jth column J(jk+l) of J
(k+1) 5 (k+1)

and W R

(k+12)

If any of these four conditions is satisfied, the algorithm will stop. Then the

final parameter estimate ©"

o= e(k+1)

and the termination reason is reported. Otherwise, iteration continues.
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Statistics

When iteration terminates, the following statistics are printed.

Parameter Estimates and Standard Errors

The asymptotic standard error of OJ-D is estimated by the square root of the jth
diagonal element a;; of A, where

) [JDWDJD)*
n-p

and J" and W" are the Jacobian matrix J and weight function W evaluated at
o", respectively.

Asymptotic 95% Confidence Interval for o

OJ-D +t(0975,n~- p)a;;

Asymptotic Correlation Matrix of the Parameter Estimates
c=D¥2AD7¥?
where
D = Diag (all,..., app)

and a;; istheith diagonal element of A.



Analysis of Variance Table
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Source df Sum of Squares
Residual n-p F (GED
Regression p SSuncorrected ~ F (@ [D
Uncorrected Total n SSincorrected
n
Corrected Total n-1 SSincorrected — V2 W(@D)
1=1
where
n
— 2
$Jncorrected - W(QD) Yi
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