NPAR TESTS

If aWEIGHT variable is specified, it is used to replicate a case as many times as
indicated by the weight value rounded to the nearest integer. If the workspace
requirements are exceeded and sampling has been selected, a random sample of
cases is chosen for analysis using the algorithm described in SAMPLE. For the
RUNS test, if sampling is specified, it is ignored. The tests are described in
Siegel (1956).

Note: Before SPSS version 10.1.3, the WEIGHT variable was used to replicate a
case as many times as indicated by the integer portion of the weight value. The

case then had a probability of additional inclusion equal to the fractional portion
of the weight value.

One-Sample Chi-Square Test

Cell Specification

If the (lo, hi) specification is used, each integer value in the lo to hi range is
designated a cell. Otherwise, each distinct value encountered is considered a cell.

Observed Frequencies (0;)

If (lo, hi) has been selected, every observed value is truncated to an integer and,
if it is in the lo to hi range, it is included in the frequency count for the
corresponding cell. Otherwise, a count of the frequency of occurrence of the
distinct valuesis obtained.

Expected Frequencies (EXP,)

If none or EQUAL is specified,

Exp = number of observations (N) [in range]
' number of cells (k)
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When the expected values (E;) are specified either as counts, percentages, or
proportions,

E

K
2
i=1

EXR = N

If there are cells with expected values less than 5, the number of such cells and
the minimum expected value are printed.

If the number of user-supplied expected frequenciesis not equal to the number of
cells generated, or if an expected value is less than or equal to zero, the test

terminates with an error message.

Chi-Square and Its Degrees of Freedom
2 _x (0 -BR)°
=2 =0

The significance level is from the chi-square distribution with k-1 degrees of
freedom.
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Kolmogorov-Smirnov One-Sample Test

Calculation of Empirical Cumulative Distribution Function

The observations are sorted into ascending order X1y 0 X(n) - The empirical

cdf, F(X), is
0 —00 < X <X(1)
F(X)=4i/N XS X<Xiyq  15L.,N-1

1 X(N)SX<00

Estimation of Parameters for Theoretical Distribution

It is possible to test that the underlying distribution is either uniform, normal, or
Poisson. If the parameters are not specified, they are estimated from the data.

Uniform

minimum = X5

maximum = X(N)

Normal
N
mean()?):ZXi/N
i=1

s [$ ¢ S 0] S o

i= i= i=1
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Poisson
N
mean (A):in/N
i=1

The test is not done if, for the uniform, all data are not within the user-specified
range or, for the Poisson, the data are not non-negative integers. If the variance of
the normal or the mean of the Poisson is zero, the test is also not done.

Calculation of Theoretical Cumulative Distribution Functions

For Uniform

For Poisson

If A =100,000, the normal approximation is used.

For Normal

Fo(Xi) = Foll( Xi - XJ

S

where the algorithm for the generation of Fq;(Z) isdescribed in Appendix 1.
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Calculation of Differences

For the Uniform and Normal, two differences are computed:

F(Xi—1) —Fo(X;)
:ﬁ(xi)_po(xi) i=1...,N

D
D
For the Poisson:1

o JJFOGD=F(X -1 X >0 =12\,
b 0 Xi =0

Di = F(X;) ~F(X)

The maximum positive, negative, and absolute differences are printed.

Test Statistic and Significance

The test statistic is
Z= \/ﬁmaxi (|DI |"5i D

The two-tailed probability level is estimated using the first three terms of the
Smirnov (1948) formula.

if 0szZ2<027, p=1

_ 2506628

if 027<Z<1, p=1 >

(@+Q° +Q%)

_ -2
Where Q = 7123370127

1 This algorithm appliesto SPSS 7.0 and later releases.
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ifl<z<31 p :Z(Q—Q4 +Q° _Qle)
e

where Q = e

ifz>31, p=0.

Runs Test

Computation of Cutting Point

The cutting point which is used to dichotomize the data can be specified as a

particular number, or the value of a statistic which is to be calculated. The
possible statistics are

N
Mean =>" X /N
i=1

(X(N/M) + x(N/Z))/z if Niseven

X((N+1)/2) if Nisodd

Median =

where the data are sorted in ascending order from X(y)» the smallest, to
X(N),thelargest.

Mode = most frequently occurring value

If there are multiple modes, the one largest in value is selected and a warning
printed.
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Number of Runs

For each of the data points, in the sequence in the file, the difference

D, = X; ~CUTPOINT

is computed. If D; =0, the difference is considered positive, otherwise negative.
The number of times the sign changes, that is, D, 20 and Dj.4 <0, or D; <0
and Dj,; =0, as well as the number of positive (np) and (ny) signs, are
determined. The number of runs (R) isthe number of sign changes plus one.

Significance Level

The sampling distribution of the number of runs (R) is approximately normal
with

2npna(2npna -n, - np)

(np + na)z(np +n, —1)

r

The two-sided significance level is based on

unless n <50 ; then

(R-p, +05)/0,  if R-p, <05
Z.=<(R-p, -05)/o, ifR-u, 205
0 if |R— 4| <05
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Binomial Test
n Number of observationsin category 1
N, Number of observationsin category 2
p Test probability
m min(ry, n)
N N +n,
p" pifm=n;, 1-pifm=n,

Two-tailed exact probability is
2{%(:\'} p"(1- E)N_i}-(m p™"(1- FP)N_m

If an approximate probability is reported, the following algorithm is used:

7 _m+05-Np 7 _n-05-Np

No(l-p)  /Ne(1-p)

P(Z;) = probability from standard normal distribution

Then,
P(X =m)=P(Zy) -P(Z1)
P(X <) = P(Zy)

and the two-tailed approximate probability is

2P(X <m)-P(X =ny)
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McNemar’s Test

Table Construction

The data values are searched to determine the two unique response categories. If
the variables X and Y take on more than two values, or only one value, a
message is printed and the test is not done. The number of cases that have
Xi <Y, (n) or X; >Y,(ny) are counted.

Test Statistic and Significance Level

If n+n, <25, the exact probability of r or fewer “successes’ occurring in
n +n, tridlswhen p=05 and r = min(ny,n,) is calculated recursively from the
binomial.

p(X<r)= g(m T nZJ(o.s)’h*”2

The two-tailed probability level is obtained by doubling the computed value. If
n+n, >25,a )(2 approximation with a correction for continuity is used.

2
2 _(m-ng-0) _
Xe = m+n, dr =1

Sign Test

Count of Signs

For each case, the difference

is computed and the number of positive (np) and negative (n,) differences
counted. Casesin which X; =Y areignored.
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Test Statistic and Significance Level

If np+n, <25, the exact probability of r or fewer “successes’ occurring in
Np +ny trials, when p=05 and r = min(np,nn), is calculated recursively from
the binomial

;
n,+n
- pTlhn Np+y
p(X <r) Z( i J(O.S)
i=0
If np +n, >25, the significance level is based on the normal approximation

max(np,nn) - O.S(nIO +nn) -05

.=
¢ 05/n, +n,

A two-tailed significance level is printed.

Wilcoxon Matched-Pairs Signed-Rank Test

Computation of Ranked Differences

For each case, the difference

is computed, as well as the absolute value of Dj. All nonzero absolute
differences are then sorted into ascending order, and ranks are assigned. In the
case of ties, the average rank is used. The sums of the ranks corresponding to
positive differences (Sp) and negative differences (S,) are calculated. The
average positive rank is

Xp =Sp/np
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and the average negative rank is
>?n =S,/

where n,, is the number of cases with positive differences and n,, the number
with negative differences.

Test Statistic and Significance Level

The test statistic is?

min(Sy, Sy )= (n(n+1)/4)

7=
I
n(n+1)(2n+1)/24 —Z(tf’ ~t; )/48
i=1
where
n Number of cases with non-zero differences

| Number of ties

t; Number of elements in the j-th tie,

i=1,...,

For large sample sizes the distribution of Z is approximately standard normal. A
two-tailed probability level is printed.

Cochran’s Q Test

Computation of Basic Statistics

For each of the N cases, the k variables specified may take on only one of two
possible values. If more than two values, or only one, are encountered, a message
is printed and the test is not done. The first value encountered is designated a
“success’ and for each case the number of variables that are “successes’ are

2 This algorithm appliesto SPSS 7.0 and later releases.
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counted. The number of “successes’ for case i will be designated R and the
total number of “successes’ for variable | will be designated C; .

Test Statistic and Level of Significance

Cochran’s Q iscalculated as

k K 2
(k=1 k> cf —(Zq}
1=1 1=1
k N
K> C - R
i=1

=1

Q:

The significance level of Q is from the )(2 distribution with k-1 degrees of
freedom.

Friedman’s Two-Way Analysis of Variance by Ranks

Sum of Ranks

For each of the N cases, the k variables are sorted and ranked, with average rank
being assigned in the case of ties. For each of the k variables, the sum of ranks
over the cases is calculated. This will be denoted as C, . The average rank for
each variable is

R =G/N

Test Statistic and Significance Level

The test statistic is3

3 This algorithm applies to SPSS 7.0 and |ater releases.
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(12/ Nk(k + 1))Zk: C? —3N(k +1)

1- ZTI/:IiIk(kZ -1)

where ZT is the same as in Kendall’s coefficient of concordance (see

X*=

Lehmann, 1985, p. 265).

The significance level isfrom the )(2 distribution with k —1 degrees of freedom.

Kendall's Coefficient of Concordance

N, k, and | are the same as in Friedman, above.

Coefficient of Concordance (W)

o F NZk(k? ~1) /12
) [ N(k -1)J NZK(k?-1)12-N) T /12

where F = Friedman )(2 stetistic .

RS WILE

k
i=11=1

with t = number of variablestied at each tied rank for each case.
Test Statistic and Significance Level

X2 =Nk -1)w

4 This algorithm applies to SPSS 7.0 and later releases.
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The significance level isfrom the )(2 distribution with k —1 degrees of freedom.

The Two-Sample Median Test

Table Construction

If the median value is not specified by the user, the combined data from both
samples are sorted and the median cal culated.

(X[N/Z] + X[N/Zﬂ])/z if Niseven

X[( N+1)/2] otherwise

Md =

where XIN] is the largest value and X[ the smallest. The number of casesin

each of the two groups which exceed the median are counted. These will be
denoted as g; and g, , and the corresponding sample sizesas n; and n,.

Test Statistic and Significance Level
- If N <30, the significance level isfrom Fisher's exact test. (See Appendix 5.)

. If N>30, thetest statisticis

2
2= M 01(n2 ~ 92) = 92 (M ~ ) ‘N/Z}l N
¢ (G1+92)(m+m —g1 —g2)mn,

which isdistributed as a )(2 with 1 degree of freedom.
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Mann-Whitney U Test

Calculation of Sums of Ranks

The combined data from both groups are sorted and ranks assigned to al cases,
with average rank being used in the case of ties. The sum of ranks for each of the
3
-t

groups (S;and S) is calculated, as well as, for tied observations, T :t?,

wheret is the number of observationstied for rank i .

The average rank for each group is
S=5/n
where n; isthe samplesizeingroup i .

Test Statistic and Significance Level

The U datistic for group 1is

1
U=mn, +—nl(n;+ )—S,l

- If U >mn, /2, the satistic used is

U' :n1n2 -U

. If nn,<400 and nn,/2+min(n;,n,)<220 the exact significance level is
based on an algorithm of Dineen and Blakesey (1973).

. The test statistic corrected for tiesis
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(U-mny/2)
n | N3-N
N(nll\lil)( 12 _ZT‘}

which is distributed approximately as a standard normal. A two-tailed
significance level is printed.

Kolmogorov-Smirnov Two-Sample Test

Calculation of the Empirical Cumulative Distribution Functions and Differences

For each of the two groups separately the data sorted into ascending order, from
XM to X[q] , and the empirical cdf for group i iscomputed as

0 —00<X<X[1]
RO =50/ XS X < Xjag
1 X[nl]SX<OO

For all of the X; values in the two groups, the difference between the two

groupsis

where Ifl(Xj) is the cdf for the group with the larger sample size. The
maximum positive, negative, and absolute differences are also computed.

Test Statistic and Level of Significance

The test statistic (Smirnov, 1948) is

Z = max ‘Dj‘ L
i \ ny+ny

I
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and the significance level is calculated using the Smirnov approximation
described in the K-S one sampl e test.

Wald-Wolfowitz Runs Test

Calculation of Number of Runs

All observations from the two samples are pooled and sorted into ascending
order. The number of changes in the group numbers corresponding to the ordered
data are counted. The number of runs (R) is the number of group changes plus
one.

If there are ties involving observations from the two groups, both the
minimum and maximum number of runs possible are calculated.

Significance Level

If n +n,, the total sample size, is less than or equal to 30, the one-sided
significance level is exactly calculated from

R
n-1) n-1
P(rsR):LZ 1 2
My +np ) < r/2-1){r/2-1
n
when Riseven. When Ris odd
R -1)(n, -1 nm-1yn -1
il 2 h
P(r<R +
r n1+n2 Z;Kk 1J(k 2J (k—zJ(k—lﬂ
r=
n
where
r=2k-1.

For sample sizes greater than 30, the normal approximation is used (see RUNS
test described previoudly).
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Moses Test of Extreme Reaction

Span Computation

Observation from both groups are jointly sorted and ranked, with the average
rank being assigned in the case of ties. The ranks corresponding to the smallest
and largest control group (first group) members are determined, and the span is
computed as

SPAN = Rank(L argest Control Value) — Rank(Smallest Control Value) + 1

rounded to the nearest integer.

Significance Level

The exact one-tailed probability level is computed from

R ey

P(SPAN < n, -2h +g) =120 —
C e
( Ne J

where h=0, n. is the number of cases in the control group, and ng is the
number of casesin the experimental group. The same formulais used in the next
section where h is not zero.

Censoring of Range

The test is repeated, dropping the h lowest and h highest ranks from the control
group. If not specified by the user, h istaken to be the integer part of 005n, or 1,
whichever is greater. If h is user specified, the integer value is used unless it is
less than one. The significance level is determined as above.



K-Sample Median Test

Table Construction
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If the median value is not specified by the user, the combined data from all

groups are sorted and the median is calculated.

(X[N/Z}] + X[N/2+1])/2 if Niseven

X[(N+l)/2] if Nisodd

Md =

where Xry isthelargest value and Xy the smallest.

The number of casesin each of the groups that exceed the median are counted

and the following table is formed.

Group
1 2 3 k
LEMd | oy ©Op O3 .. Oy Ry
GTMd | 0,y Op Op .. Oy R
nl n2 n3 nk N

Test Statistic and Level of Significance

The )(2 gtatistic for al nonempty groupsis calculated as
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The significance level isfrom the )(2 distribution with k —1 degrees of freedom,
where K is the number of nonempty groups. A message is printed if any cell has
an expected value less than one, or more than 20% of the cells have expected
values lessthan five.

Kruskal-Wallis One-Way Analysis of Variance

Computation of Sums of Ranks

Observations from all k nonempty groups are jointly sorted and ranked, with the
average rank being assigned in the case of ties. The number of tied scoresin a set

of ties, t;, is also found, and the sum of T; :ti?’ —t; is accumulated. For each
group the sum of ranks, R, as well as the number of observations, n;, is
obtained.

Test Statistic and Level of Significance

The test statistic unadjusted for tiesis

k
12
H :Wzﬂz R?/ny —3(N +1)

N +1) 4
i

where N is the total number of observations.

Adjusted for ties, the statitic is

H
H' =

m

1—Z'I'i/(N3—N)

i=1

where m isthe total number of tied sets.
The significance level is based on the )(2 distribution, with k -1 degrees of
freedom.
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