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Is this new?

Six reasons to adopt storage virtualisation

1. Storage virtualisation reduces complexity

2. Storage virtualisation makes it easier to allocate
storage

Better disaster recovery
Better tiered storage
Virtual storage improves server virtualisation

Virtual storage lets you take advantage of advanced
virtualisation features

L

June 2011: http://searchstorage.techtarget.com.au/feature/Six-reasons-to-adopt-storage-virtualisation
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(g | Reviews News Downloads Video

chnet News

Latest News Webware Crave Green Tech

Home > News = Storage

IBM enhances storage virtualization

By Ed Frauenheim
Staff Writer, CNET News

0

O A T

C

IBM is poised to ship two data storage virtualization products in July,
the latest step in the industry?s push to squeeze more productivity out
of storage systems.

Related Stories

http://news.cnet.com/IBM-enhances-storage-virtualization/2100-1015 3-1012438.html?tag=mncol:txt
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The hardware Is not exciting
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The software stack is far more exciting...

SCSI Front End

Metro/Global Mirror

Fast-write cache

FlashCopy

Volume Mirroring

Thin Provisioning

Easy Tier

Virtualization

RAID

SCSI Back End

5 © 2011 IBM Corporation i g
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SVC release history Is a continuous evolution

2008
2004 2006 Thin 2010
2003 2145-8F2 Global Mirror Provisioning Storwize V7000
2145-4F2 VSS Multi Target VDisk Mirroring New GUI
4 node GDS FC SVC EE Easy Tier
1.1 1.2 2.1 3.1 4.1 4.2 4.3 5.1 6.1
2004 2005 2007 2009 2011
8 nodes 2145-8F4 2145-8G4 2145-CF8 2145-CG8
Flash Copy SSD support VAAI
Enhancements 3 site Mirror >2 TB MDisk
> 2TB VDisk Performance
Split Cluster Monitor
iSCSI Flash Copy
Zero Detect Enhancements

© 2011 IBM Corporation ./
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What was Project Quicksilver?

7 © 2011 IBM Corporation i g
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What do you get when you add these together?

8 © 2011 IBM Corporation O
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A New Era in Midrange Disk Systems!
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We start with a Storage Bridge Bay enclosure

10 © 2011 IBM Corporation
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We create a Control Enclosure

Top node canister

Power Supply with Battery Unit

Power Supply with Battery Unit

Bottom node canister

© 2011 IBM Corporation
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The Node Canister
1S an SVC Node

© 2011 IBM Corporation ./
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Each Control Enclosure Power Supply has a Battery

13 © 2011 IBM Corporation
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Then we add some disks

14 © 2011 IBM Corporation 0
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What are our disk choices?

2.5" SAS V2 e MLC SSD 300GB ’
2.5" SAS V2 15K RPM 146 GB ‘
300 GB
2.5" SAS V2 10K RPM 450 GB o
600GB
3.5" NL-SAS v2 7.2K RPM 2TB g

No restrictions on mixing sizes or quantities in an enclosure

© 2011 IBM Corporation ./
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Why SAS Version 2.07?

Serviceability Feature

Drive Channel Health Monitoring

Collect All Port Statistics

Retrieve Drive Diagnostic Data

Cabling Error Mis-Wire Detection
and Notification

Degraded Wide Port Notification

Automatically Disable Faulty Port

Drive Channel Initialization Storm
Protection

Maintain History of Port Statistics

Proactive Drive Health Monitoring

SATA Drive SMART Event Polling

Slow PHY Speed Detection

Drive Port Fault Protection

Controller FRU Fault Isolation
Diagnostics

T10 Pl and 5208 Support with
Recovered Error Limits

Improved Redundant Drive Path
Fault Tolerance

Controller to Controller Channel
Fault Protection
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SAS
Cabling
For

Easy
Expansion
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RAID arrays ‘ ‘ ‘ ‘ L
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Striped

iy | resndenr | it os | 3
ytap y (with Preset)
0 Striped with no protection 1-8 DC * DS None 0
1 Mirrored 2 DS 1 2 1
5 Striped with parity 3-16 (DC—-1) * DS 1 8 1
6 Striped with dual parity 5-16 < ((DC-2) * DS) 2 12 1
. : 2-16 *
10 Mirrored then striped (DC/2) * DS 1-DC/2 8 1
(even only)

DS = Drive Size - DC = Drive Count

© 2011 IBM Corporation
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Virtualisation Concepts & Limits
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Hosts

*Up to 256 Hosts per cluster

*Up to 512 FC ports per cluster & Host
*Up to 256 iISCSI ports per cluster & Host

Single Multipath driver
(SDD, MPIO)

_iSCSl or FCP

Host Mappin
Volumes ( LAN \ PpnS
*Up to 2,048 Volumes per cluster
*Max. Volume size of 256TiB
* Image Mode = Native Mode
» Managed Mode = Virtualized Mode Storwize

V7000

/' saN

Storage Pools

*Up to 128 MDisks per
Storage Pool

*Up to 128 storage pools
per cluster

External Storage

Internal Storage . . External Storage
1 to 8/16 drives (HDD) to form an Array Up to 4,096 MDisks Max. External MDisk Multiple Storage Subsystems
1 Array = Managed Disk (MD) per cluster Size of 1 PB 1 LUN = Managed Disk (MDdisks)

with approved controllers .
20 © 2011 IBM Corporation
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New GUI

ATS_Oxford_1 > Home > Getting Started |7 Quick navigation
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Navigation, user indicator

About | Log'ouf T i—lelp =,

System Status

Action menus

| i= Suggested Tasks |

= . =
/ < cl
24 Internal 5 . 0 Fibre-
Dri - = : Ty Channel Host
rives L&’ g h._ﬁ‘_i annel Hosts
2 MDisks 0 Pools 0 Volumes
a - i
Icons with hover text R B
1 External - . 0 iSCSI Hosts
Storage Actions or help on click

l‘. Overview

geobthad

@ watch e-Learning: Overview

Welcome!

Main display area with
embedded help

The diagram represents all of the objects that need to be configured. To learn more about each object, click the
icon in t 2-Learning modules include a tutorial of the steps that are required to

\ completi Status deta| IS acts, either select the associated task from Suggested Tasks or use the
icons in _ . R

Function
icons

Connectivity

e e | [ ] Overall Storage Allocation — /

ation | StatUS |nd|Cat0 rs

Mode Status

]
l External Storage ®

Rem ote Partnerships

looe

Free Capacity: 2.7 TB
Physical Capacity: 2.7 TB

. !
& 0 Running Tasks O l
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Grouped Tasks

— Troubleshooting "
“‘-—d

Recommended Actions

Event Log / _- Physical Storage 5
= \'ﬁ
{ Support ‘_, I E.

All Volumes '

Migration

Copy Services

FlashCopy

Consistency Groups
User Management
FlashCopy Mappings

Remote Copy

Partnerships

SerT: ) - _ } o
Audit Log ] L : Configuration

Network

Event Notifications

© 2011 IBM Corporation
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Status pods

ATS_Oxford_1 > Home > System Siatus

*f’f:i Hover

L
1‘""

)

Connectivity

Click, move

Physical Capacity
200.0 GB

ATS Oxford 1 (5.1.0.0)

Enclosure 1

Hover

O J [0

Online

Drive 16
Online

278.2 GB 5AS
10,000 RPM

@ o Running Tasks

| ¥ 1dentify |

i
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Persistent grids

About | l._ogout. |”Help

IBM Storwize V7000 Welcome, superuser (2 users onling)

ATS_Oxford_1 > Physical Storage > Internal

- - e
Drive Type Filter . I R J

| « All Internal
278.9 GB, SAS
10000 rpm

R Type filter

-
1Y

Ce DL B

Multi-select

Connectivity O

278.9 GB, SAS

10000 rpm
Capacity
Allocation
Drag-and-drop
izactions ™  reorders columns
— Status MDisk Name
| g Mark as ...

Context menu offers

2 chow pependent v additional columns

Online
4 278.9 GB Candidate Online
5 278.9 GB Candidate Online
] 278.9 GB Candidate Online
T 278.9 GB Candidate Online
8 2789 GB Candidate [ Online
9 278.9GB Candidate Online
10 2789GB Candidate [ Oniine

| Showing 24 drives | Selecting 3 drives

[ |ooe | O

(9% |

MDisk Capacity 0 bytes
Spare C Tt TT

Tetalc Name filter

Q | Filter |

oc Drive

i[v] Drive ID -
Capacity

Use

Status

1 MDisk Name

] Mpisk 1D

[] Member ID
Enclosure ID

1 Drive Slot

1 [] Technology Type
1 [ RPM

1 L Drive Type

1

Ty

| Show Select/Deselect All J

ﬁ Reset Grid Preferences

@ 0 Running Tasks O
© ZU11 IBM Corporaton
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Presets reduce complexity

Viewing FlashCopy Mappings

Verify FlashCopy Mapping
+ Introduction
—— Werify that the FlashCopy mapping attributes shown below an
Setthe . an attribute, click Back to return to the appropriate panel in th
Properties Click Finish to create the FlashCopy mapping.
Filter the
Source VDisk -
- Aftribute | Value .
Select the FlashCony Maoping Name ferm-002 STG_V7000 > Copy Services > FlashCopy +
Source VDisk Py Wapping -
Source VDisk vd-prod-0002 = Actions ¥

v Select the

i Target WVDisk vd-back-0002
Target VDisk = #3 New Snapshot tatus Progress
Consistency Group Mame fecg-001

Selectan 10 & New Clone
Group Background Copy Rate MOCOPY
Verify Cleaning Rate 10 @ Mew Backup
o FIEShGO Copy Type Standard
Mapping
Grain Size 256
12 Group io_grp0

Delete when background copy completes Disabled

| < Back || Mext = || Finish || Cancel

© 2011 IBM Corporation
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Create MDisks

IT | & Configure Storage |

/
/
/

All Internal

Configure Internal Storage Step 1 0f 1

Sitep 1 of 2

Configure Internal Storage

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completas, you
can create volumes from these storage pools.

Storage Found:

{0 drives) 278.9 GB, 55D, io_grp0
(7 drives) 418.7 GB, 5AS, 10000 rpm, io_grp0

9 Use the recommended configuration

ESe ct this option to configure all available drives based on recommended values
#67 the RAID level and drive class. The recommended configuration uses all the
wes to build arrays that are protected with the appropriate amount of spare
drives.

Select a different configuration

Configuration Summary:

0 x SSD RAID-1 (278.9 GB, 55D, io_grpd):
@ There are not enough drives to satisfy the target number of drives that is
needed for the configuration.

1 x Basic RAID-5 (418.7 GB, SAS, 10000 rpm, ic_grp0):
7 drives
0 Hot Spares

0 Unconfigured Drives

|. Finish | | Cancel |

Use this wizard to allocate RAID arrays to starage
pools. After this configuration wizard completas, you
can create volumes from these storage poals.

Storage Found:

(0 drives) 278.9 GB, 55D, io_grp0
(7 drives) 418.7 GB, SAS, 10000 rpm, io_grpQ

Use the recommended configuration

Select this opticn to configure all available drives based on recommended values
for the RAID level and drive class. The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare
drives.

rct a different configuration

Drive -
Class: (7) 418.7 GB, SAS, 10000 rpm, io_grp0
Preset: | Basic RAID-S [=]

./ Automatically configure spares
Optimize for Performance
o Optimize for Capacity

7 Mumber of drives to provision

Configuration Summary:
1 x Basic RAID-5 (418.7 GB, SAS, 10000 rpm, 1o_grp0):
7 drives
0 Hot Spares

0 Unconfigured Drives

: Mext = |

© 2011 IBM Corporation
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Create Pools & Volumes

Create Storage Pool Siep 1 of 2
Create Storage Pool (auto-config )
Ponol Name (nntinnal i
| Ermate Storage Paat Ktoge 3 of 3
4 |a MNew Pool | = Action ™ | |4P‘ Select the MUisk to include in the storage pool (aptional):
/ #3 Detect MOisks All System Stocage. = | rile - |
/ Hame: = sums Capacity  Swoeape System  LUN
Welcome! ol B e 22660 contrert ORI
Sz O A0 contraler BOOSO000000000T |
MNo storage pools have been i B oreee RN cakuiut omE i |
o B oo 23608 controlert 0000000500000 |
defined on your system.
To create a storage pool, click
New Pool.
— Shawing 4 mdisks | Salecting 1 mdek
< Dack Finash Cancel
New Volume
Select a Preset .
. -
AN Create Volumes
Generic Thin Provision Mirror Thin Mirror
‘P_i Mew Volume Action ™
Select a Pool
Primary Pool: mdiskgrpl |H|
Welcome!
Select Names and Sizes
It looks like you have no volume Name Size
i volumes defined yet. I Volume1| ‘ \ 5 |\ GB v+ EJ
To create new volumes in | volumez | s = +®
\ storage pools, click New
\ Volume. Summary: 5 volumes, 25.0 GB total, 927.3 GB free in pool
\ | Advanced... | ‘h Create J |Pﬂcreate and Map to Host | |m|

© 2011 IBM Corporation
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Create Host
Create HOSt Host Name (optional): | Host1 |
ﬂ Mew Host = Action ™ Fibre-Channel Ports
1 [ s0os0768011037EC |~] | 5 Add Port to List | [ Rescan
pst Ma
I Welcome! Port Definitions
] B [ 50050768012056A1 b4
No hosts are defined.
FYETE I SUDSD?GﬂﬂllDFFFF x
l‘ / To create hosts, click New
Host.
I ||:I Advanced | |‘i:.[ Create Host | | cancel |
Modify Mappings
— I \ Choose a host to modify its host mappings.
! Madify Hapning: F y
I\ Map Volumes to Host Peees Host:|es |«
I \ vost: | masr |+
\ Next = —
T2 New Volume (= Action ¥ - ; wiiges Bor :
name Capacity D ) SCHIID & Hame o
Fn Map to Host T annthereal 10CA £00SATEENINIASIE1200000000000001 8 [ rym— £0027EA0AI8E IB1850000000000005 -
\ Name Cﬂ avel 1.0GY S00TOTER019205301800000000000000 1 Volme LTRSS I8 B00000000000006 3
m Unmap All Hosts v 1008 E00S0TAS010265381200000000000007 Map 2 Volime3 £0020784019285381800000000000007
VD|UM1 aveld 1.0 GY GOTOTE0 1920530 1800000000000003 3 Wolmed ST TR SE5 B B00000000000008
el 10068 E00S0TEA01A2A5381200000000000008 [ Unmap 4 Volumes BOCEOTEANNG2ASIR 1 A00000000000005
Volume2 5
L3
T §3 Rename ;
k3
Volumed 4
10
Volumes i
123
14 !
Shaming 5 valunes | Shawing 512 mappngs | Selecting 0 mapuings
[oK | [acoly | [ cancel

© 2011 IBM Corporation
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Easy Tier

» SSDs (Solid State Drives) are still expensive

= Putting entire volumes on an SSD is wasteful

© 2011 IBM Corporation ./
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Data Migration by Volume and Sub-Volume

SSD Storage Pool HDD Storage Pool

i .\/ .
i
A !
1 1
! '
1
\
\

Ch"ange Disk Class
Change RAID Type

oy N Hybrid Storage Pool (SSD & Lhange RPM

/Change striping
Existing Volume Based
Data Migration

€--=-===- > I
Easy Tier Automated Data Migration

Easy Tier
Enabled in Hybrid Pool

30 S=- © 2011 IBM Corporation
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Easy Tier Process

DB2
Exchange

SVC/Storwize V7060 Node

Meéltgnetic Disk SSD

© 2011 IBM Corporation i g
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Easy Tier — Automated Data Relocation

Host Volume Hybrid Storage Pool
Extent

Virtualization

MDisk from SSD Arra

Hot Extents
Migrate Up

Cold Extents
Migrate Down

MDisks from HDD Arrays

© 2011 IBM Corporation
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Easy Tier — Summary Report

E¥Mozilla Firefox

Fil= Edit Wiew History  Bookmarks Io[*l§ | Help
k9E7-
m Most Visited ’ Getting Started &, Latest Headlines

c x e ||j|FiIe:,I',l',l'C:,l'ProgramFiIes,l'IBM,l'STAT,I'index.html ﬁ -

',-:l - | Google )‘

|j file:///C:/Progra...M/STAT /index.html

IBM® Storwize® V7000

3]

System Summary

The data is collected from Wed Mar 30 19:04:05 UTGC 2011 to Wwed Mar 30 21:14:05 UTS 2011

Storage Tier Advisor Tool version: 7.1.0.0

Total Wolumes Monitored 25

Total Capacity Monitored 730G

Haot Data Capacity (% of Tatal) 400G (54%)
Capacity Allocated on S5D/Total S50 Capacity 5G/273G
Estimated Migration Time 7.4 hours

Recommended SSD Configuration *?

Pool ID SSD Configuration Predicted Performance Improvement *2

System Summary . "

Systemn wide Take Advantage of Existing Spare S50 Capacity = 2 53 4% ~734%
e : System wide all Added 1 900G S50 Array(s) (RAIDS) *3 B.6% ~26.6%
Recommendation

00000 Performance Improved by Adding 1 S50 Array(s) 2 6.6% ~26.6%
Storage Pool
Recommendation oo
¥olume Heat *1 The recommended S50 configuration is only the suggested S50 capacity to add or to take advantage of the existing 25D resource, for detailed physical
Distribution configuration, please consult IBM service team.

*2 The predicted performance improvement is the possible response time reduction at the backend in a balanced systern configuration, and it may wary with
different system workload and configuration.

*3 fssumne the S0 Array will be configured 55 RATDS (24P, and the eguivalent capscity js 200G

© 2011 IBM Corporation




Pulse 2011 — Australia/New Zealand

Easy Tier - Heat Distribution Report

IBM® System® Storage San Volume Controller

Volume Heat Distribution

The data is collected from Tue Aug 24 21:09:03 UTC 2010 to Tue Aug 24 22:14:03 UTC 2010

Volume ID ™! CopyID  Pool ID Configured Size "2 Capacity on SSD " Heat Distribution "*
0x0003 Ox0000 0x0000 500.0G 0.0G =

ESERS——

0x0002 0x0000 Ox0000 500.0G 0.0G |
0x0001 0x0000 Ox0000 500.0G 0.0G :
0x0000 0x0000 0x0000 500.0G 0.0G |
0x0004 0x0000 Ox0000 500.0G 0.0G
0x0005 0x0000 0x0000 500.0G 0.0G
0x0006 0x0000 Ox0000 500.0G 0.0G :
0x0007 0x0000 0x0000 500.0G 0.0G
0x0008 0x0000 Ox0000 500.0G 0.0G -
0x0009 0x0000 Ox0000 500.0G 0.0G
S‘ r;tem Summaf' 0x000a 0x0000 Ox0000 500.0G 0.0G :
0x000b 0x0000 Ox0000 500.0G 0.0G ]
System Recommendation | 20 v | Entries Per Page | | GO | < == =z o= Displaying Page 1 of 1

Storage Pool ‘1. Volume ID is the ID to represent the LUN.

Recommendation *2. The configured capacity of the volume.

3. The 'Capacity on SSD' column represents the amount of data that has already migrated to SSD drives.

*4. The 'Heat Distribution' column shows the heat distribution of the data in this volume. The blue portion of the bar represents the capacity of the cold data, and the red portion represents the
capacity of the hot data.

© 2011 IBM Corporation
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Easy Tier Application Transaction Improvement

Syﬁtél'l'l Monitor - R
File Edit Settings Help
Process Table  System Load Serverand Storage Performance | Brokerage Transacbion  Brokerage Average Transacti., Sheet 12
Brokerage Transaction
145 LRSS LKARM, - --memnqamemenn e e o s SR Ean i b e RSN AR e Rt R Manaas Ranaeaek e ey e ]
PRELIMINARY
40% from
| e mm omem s mer mm o mmw me e cmm w mew mem e = R R mmmmwm"@mu
T Driginal F | “\J
120 LINRE ERARM,  +mmmmmm = e e e om0 LR Dd ST uEC RS Nt e A TR E ] Pt et Mt e Sl e B e bt ] SRR et S Pt et Exeet e PN e 1 ] pa
rokerage ‘ fﬁ\j
ransaction v ™
) r |\
. {1
95 UNES TENSS | | | 'ﬁ'ﬁ f\__/ \ lli \ f
/’ f \ \l [
a I
A £ |/
N If\f./“\f \
TO Unes tenss | | /'-I ||Ir’_
| | A\,
| /\/\_\ @ Illlr\\_p
XM %@mw@ %%MWTM!
N AR B -\J---- B el Bl
| Easy Tier Easy Tier
( Learning l In Action
s TR, Sremenat ST
Lﬁgﬂ:“ﬁ wlw| 1[z]3]4][@vncconng | & demo@ibahio:~ Wsystem Manitor [|l, & o8:i35:20 PM
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Easy Tier Application Transaction Improvement

0.60.6 itob10.almaden.ibm.com:2 (demo)
System Monitor el =63
File Edit Settings Help

Process Table System Load Serveran id Storage Performance  Brokerage Transaction @ Brokerags Average Transaction Response Time | Sheet 12

. Brokerage Average Transaction Response Time

PRELIMINARY

@ mea

Lec

as

Ar

er

g

surement « 0.00 units txns/s

Ee
In

Actio

sy Tie

@ mesasurement : 52.3 unizs txns/s

|y @2 =] @] 2|2 ]3] 4]|evuc config

||ﬂdemc@ihob10:-

'Wsystem Monitor

[ @ 08:44:27 PM

© 2011 IBM Corporation
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Real-time Performance Statistics

1BM Storwize Y7000

Welcome, superuser

ldcluster-16 > Home > Performance ¥

System Statistios -~ | Fun in Backaraund Graphs represent § minutes of data.

CPU Utilization Volumes

¢elEotad

59%

Interfaces MDisks

2 1 1 MBpS wors 540 10/s

Latency 21 ms

T 280

J 212 meps

| 175 seconds ago

210

00 20
190 |

200 MWW 150

17

100 B

150

[ 10

. FC I iSCSI . SAS 1 88 MB 1w0rs 496 10/s
211 maps O mbps 292 Haps ps fainer 20\

[ 4 connectivity =) TR o —= [© o running Tasks =1

© 2011 IBM Corporation
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VAAI: A tale of three primitives

Block zero
Full Copy
Smarter locking

© 2011 IBM Corporation
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Storage VMotion done right

After VAAI

Before VAAI

Traffic from vunmney !
Volumes VMWEFE tO Eirld Whe'rg |5 The’ F
- from it's datastores 1 host traffic? |~
, [ ] ’ |
|\ I'N P, [ LA
......................................... 4 0
- MB S 31 1o/s
380M8p5 s e e
5 MDisks
iy Traffic from SVC to 0
and from if's backend = . A i
(30 dl 5 kS r—-’ —\\-/'\. L I'.-‘ ‘va
|;ll Ir-'. . ;-E 0 j =
ll R s  E o L

. -

3524 10/c

51 2MEp5 e T 66 3MBps e, ALt one

© 2011 IBM Corporation i g



Pulse 2011 — Australia/New Zealand

Storwize V7000 Plug-In for VMware vCenter

"'-'.. WIN-VPHMREB5IU1 - vSphere Client

| W Search Inventory |Q |

Last update time: 5/4/2011 4:28:35 PM Update

New LUN Attach Detach

File Edit View Inventory Administration Plug-ns Help
|@ Home b B Management b & IBMStorage b il WIN-VPHMREBSIU1
Storage Systems Storage Pools L
N
Add Modify Remove ’>
Model | Identification Mame | Usage (GB)
sVC 0000020066414EDA-CIMDEY 510 mdiskgrp0
[ Storwize_v7000 000002006440C4FC-StornizeCluster | 4
XIY X1V HostDev2d
XIV mn25
XIV 7 Hostheoh
= system
System ID 000002006440C4AFC Selected
System StorwizeCluster
MName ]
User Name admin SyStem S
) 6.2.0.0 (build
Version 35.2.1151;2'5«100} p 0 O I S
System IP 9.119.41.113

system’s
details

_

Capacity: 1551 GB

© 2011 IBM Corporation
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Base Storwize V7000

. Clustered
I-I\I/clgél(?cl;ims 256 FC ports: 8x8Gh :822 EIFS%SI) i;g i . 1646Cb St O rWI Ze V7000

Hosts (iSCSI) 64 Ethernet ports: 4x1Gb Ethernet ports: 8x1Gb
Capacity: 24TB (optional) 4x10Gh  Capacity: 4818 (optional) ~ 8x10Gb

Cache: 16GB  Volumes: 2048 Cache: 32GB  Volumes: 4096 CO n t rO I

Drives: 12 LFF or 24 SFF Drives: 24LFF or 48 SFF or mix

Disk : SAS, NL-SAS, SSD Disk types: SAS, NL-SAS, SSD
e S —

Cluster

Expand
Expand

+ External Virtualization for more capacity

Maximums

Hosts (FC): 512  FC ports: 16x8Gh

Hosts (iISCSI) 128  Ethernet ports: 8x1Gb

Capacity: 4380TB (optional)  8x10Gb

Cache: 32GB  Volumes: 4096
rives: or or mix Drives: 240 LFF or 480 SFF or mix

Disk types: SAS, NL-SAS, SSD Disk types: SAS, NL-SAS, SSD

I " --

© 2011 IBM Corporation O
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History of SVC Node Development

Announce
Date

Cache

per node

FC Port

Speed

System x
base

43

2145-4F2

2145-8F2

2145-8F4

2145-8A4

2145-8G4

2145-CF8

2145-CG8

June 2003

25 Oct 2005

23 May 2006

28 Oct 2008

22 May 2007

20 Oct 2009

May 9 2011

4 GB DDR1
1 Channel

8 GB DDR2
2 Channels

8 GB DDR2
2 Channels

8 GB PC2-5300

2 Channels

8 GB DDR2
4 Channels

24 GB DDR3-1333

6 Channels
(6 x4 GB)

24 GB DDR3-1333

(3% 8 GB)

2 Gbps

2 Gbps

4 Gbps

4 Gbps

4 Gbps

8 Gbps

8 Gbps

x335

X336

X336

x3250

X3550

x3550 M2

x3550 M3

2 X 2.8 Ghz Xeon

2 x 3 Ghz Xeon

2 x 3 Ghz Xeon

3 Ghz Dual Core Xeon E3110

2 x 2.33Ghz Dual Core Xeon 5160
2.5Ghz Quad Core Xeon 5420

2.4Ghz Quad Core Xeon 5500

2.53Ghz Quad Core Xeon 5600
2.4Ghz Hex Core Xeon 5645

© 2011 IBM Corporation 0
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. Linux
*
v6.2 Supported Environments*  merrouer: S
Linux)
. IBM Power7 : Server
Microsoft 5 PO¥ HP-UX 11i RHEL IBM TS7650G
IBM Novell VMware  Windows oo Suln 'gu64VNIS Sl IRIX SE 11 Apple IBM 1024
zZIVSE  NetWare vSphere 4.1 Hyper-V ' Solaris pen
(VIOS) Mac OS BladeCenter Hosts
u (] 4 u a u = u g
L ﬁ
Native iSCSI*

Point-in-time Copy

Full volume, Copy on write

256 targets,

Incremental, Cascaded, Reverse,
Space-Efficient, FlashCopy Mgr

1 or 10 Gigabit

T™MS IBM DS IBM IBM Hitachi
RamSan-  DS3400,DS3500 s Storwize V7000, 15| Siorage
ol O3
DS6000 DCS955) series ey
Compellent psgooo, Dsggoo DCS9900 TagmaStore

Serhgs 20

AMS 2100, 2300, 2500
WMS, USP, USP-V

8Gbps SAN fabric

s 0l W el 0T

EMC Sun
Storagevvorks VNX  StorageTek

P9500,
MA, EMA
MSA 2000, XP

EVA 6400, 8400 CX4-960

SAN
Continuous Copy
Metro/Global Mirror
Multiple Cluster Mirror

NEC Fujitsu Pillar
iStorage Eternus Axiom
NetApp DX60, DX80, DX90, DX410
FAS  Bull  DX8100, DX8300, DX9700

000 Models 2000 & 1200
Storeway 00 models 600 & 400, 3000
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What about software integration?

*|IBM Tivoli FlashCopy Manager (FCM)

*|BM Tivoli Storage Productivity Center (TPC)
*|BM TPC for Replication (TPC-R)

* BM Tivoli Storage Manager FastBack

* IBM Systems Director

» Microsoft Operations Manager (SCOM)

* Microsoft VSS

»VVMWare vCenter Plugin

46 © 2011 IBM Corporation 0




| (|
1HH
!
€

Pulse 2011 — Australia/New Zealand

So what does the future hold?

© 2011 IBM Corporation
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Thank you!

Email:

anthonyv@au.ibm.com

Twitter:

http://[twitter.com/#!/aussiestorblog

Blog:

https://aussiestorageblog.wordpress.com/

© 2011 IBM Corporation i g
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Trademarks and disclaimers

© Copyright IBM Australia Limited 2011 ABN 79 000 024 733 © Copyright IBM Corporation 2011 All Rights Reserved.
TRADEMARKS: IBM, the IBM logos, ibm.com, Smarter Planet and the planet icon are trademarks of IBM Corp registered in
many jurisdictions worldwide. Other company, product and services marks may be trademarks or services marks of others. A
current list of IBM trademarks is available on the Web at "Copyright and trademark information” at

The customer examples described are presented as illustrations of how those customers have used IBM products and the
results they may have achieved. Actual environmental costs and performance characteristics may vary by customer.

Information concerning non-IBM products was obtained from a supplier of these products, published announcement material,
or other publicly available sources and does not constitute an endorsement of such products by IBM. Sources for non-IBM list
pricesand performance numbers are taken from publicly available information, including vendor announcements and vendor
worldwide homepages. IBM has not tested these products and cannot confirm the accuracy of performance, capability, or any
other claims related to non-IBM products. Questions on the capability of non-IBM products should be addressed to the supplier
of those products.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent
goals and objectives only.

Some information addresses anticipated future capabilities. Such information is not intended as a definitive statement of a
commitment to specific levels of performance, function or delivery schedules with respect to any future products. Such
commitments are only made in IBM product announcements. The information is presented here to communicate IBM's current
investment and development activities as a good faith effort to help with our customers' future planning.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The
actual throughput or performance that any user will experience will vary depending upon considerations such as the amount of
multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve throughput or performance improvements equivalent
to the ratios stated here.

Prices are suggested U.S. list prices and are subject to change without notice. Starting price may not include a hard drive,
operating system or other features. Contact your IBM representative or Business Partner for the most current pricing in your
geography.

Photographs shown may be engineering prototypes. Changes may be incorporated in production models.
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