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First of all…

Nothing is more important than the application of

Common Sense!
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The Top 10 List
1. Use Configure Devices to verify everything is running as expected within TPC.
2. Verify discovery, probes, scans and quotas are set to run regularly for all managed devices.
3. Set key system-wide thresholds:

– Disk
– Fabric
– Data

4. Identify and define additional thresholds and reports to support two or three “loved ones.”
5. Gather performance baselines.
6. Regularly review the incoming alerts. For alerts occurring frequently – is there a problem or does 

the threshold need revising? 
7. Configure automatic Snapshots (then explore Change History).
8. Test-drive Data Path Explorer, identify potential bottlenecks, look for puzzling paths (try this for 

your “loved ones” first).
9. Create a volume report filtered on “volume utilization.”
10. Use a thoughtful naming convention for MDGs/MDisks/VDisks/Volumes/Operating System Disk 

names.
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1. Use the Configuration Utility to verify everything is 
running as expected within TPC
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1. Use the Configuration Utility to verify everything is 
running as expected within TPC
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1. Use the Configuration Utility to verify everything is 
running as expected within TPC

This is the only Fabric with a 
fabric agent. 
Current Brocade Cimom also 
results in “Enabled for 
Zoning.”
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2. Verify discovery, probes, scans and quotas are set to 
run regularly for all managed devices

The format of the “When to Run”
tab is identical for all TPC activities 
Typically once a day is sufficient.
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3. Set key system-wide thresholds: Data
Start with these for Data
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3. Set key system-wide thresholds:  Disk
Start with these for Disk

The 5 circled examples above are set pretty high to minimize alerts.  
As you gain experience with your environment, you may want to adjust them. Set them to “attention getting” levels.
Not all thresholds are supported by all devices. The supported devices initially are listed in “Storage Subsystems” tab -> “Available” column.
Note: Write-cache Delay Percent is set by default for DS6K/DS8K/SVCs (10%, 3%).
Note: Port Send/Receive Bandwidth % Thresholds set by default for SVCs (85%, 75%).

The threshold naming convention used in these slides: “Disk Util GT95 90” means:
The threshold is on the parameter Disk Utilization Percentage. 
The Critical Stress threshold is 95% or greater.
The Warning Stress level is 90 - 94%.

Tailor the alert suppression 
options to an “attention 
getting” level.
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3. Set key system-wide thresholds: Fabric
Start with these for Fabric

Port Send/Receive Bandwidth % thresholds 
are set by default to 85% and 75%.  You 
may want to adjust “Alert Suppression” to 
“attention getting” levels.
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4. Identify and define additional thresholds and reports to 
support two or three “loved ones”

Define a “My Reports” for volume utilization.

A thoughtful naming 
convention enhances the 
functionality of filtering.
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4. Identify and define additional thresholds and reports to 
support two or three “loved ones”

Define a “My Reports” for volume utilization.

Evaluate for trends and changes.
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4. Identify and define additional thresholds and reports to 
support two or three “loved ones”

Set a threshold for filesystem freespace less than 10 percent

All action panels in TPC have the 
“Enabled” checkbox. Make sure it is 
checked in the items you want to run.
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5. Gather performance baselines

These screenshots show 
setting up a performance 
monitor for a DS6000.
Set up monitors for all 
relevant storage devices.
Also set up performance 
monitors for your SAN 
Switches.

167 = (7 days X 24 hours) - 1

15 minutes is a 
good starting point 
which balances 
records stored, 
records reported 
and granularity.  It 
works well for many 
customers.  
Change it to suit 
your needs.



© 2011 IBM Corporation

Pulse 2011 – Australia/New Zealand

© 2011 IBM Corporation17

5. Gather performance baselines
This area of the logfile shows you the 
default thresholds and the thresholds 
you have set that apply to this monitor.  
“-1” indicates blank.
If you have changed or created new 
thresholds, the performance monitor 
must be restarted for them to be 
included.

This is what you want to see “… records were 
inserted into the database.” .  Note: this sample 
with 204 records includes records for both the 
hourly summary and 5 minute records.
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Stopping a running Performance Monitor

If you need to stop a running monitor, 
perhaps because you changed 
thresholds…
On the “Job Management” console, 
select the performance monitor job
From the pull-down, select “Stop Now”
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6. Regularly review the incoming alerts. For alerts occurring 
frequently – is there a problem or does the threshold need revising?

What to do with these?
System Administration Hint:

– Delete the alerts when you are finished with them.
– By default, alerts are retained in the database repository for a period of 90 days. It is recommended to adjust this setting to the lowest value 

possible that complies with your daily usage and management practices of TotalStorage Productivity Center. 
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6. Regularly review the incoming alerts. For alerts occurring 
frequently – is there a problem or does the threshold need revising?

What to do with these? Remember, focus on groupings or regularly occurring alerts, not on 
isolated alerts.

Random dates, probably no reason for concern.   
Click on the magnifying glass to see details.

This is a grouping and therefore worth investigation.
A fast and effective way to look at many threshold 
(constraint) violations is to use the “Constraints 
Violations” report.  
It can be found in two places:  Disk -> Reporting and 
Fabric -> Reporting
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6. Regularly review the incoming alerts… use the Constraint 
Violation Report

Click to find the:
Affected volumes
Affected hosts
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6. Regularly review the incoming alerts… use the Constraint Violation 
Report
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7. Configure automatic Snapshots (then explore Configuration History)

Set “Create snapshot every XX hours”
Set “Delete snapshots older than XX days”
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7. Configure automatic Snapshots (then explore Configuration History)
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7. Configure automatic Snapshots (then explore Configuration History)

Why is this disk no 
longer available to 
ODCBETA161?

It appears to have 
been removed from 
ODCBETA161!
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7. Configure automatic Snapshots (then explore Configuration History)

The “little pencil” change indicator 
shows a change was made to 
this zone.

The change indicates that ODCBETA161 
was removed from this zone.
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8. Test-drive Data Path Explorer, identify potential bottlenecks, look for 
puzzling paths (try this for your “loved ones” first).

Highlight the desired 
computer or storage device.
Either a “right-click” and 
chose “Open DataPath View”
or select “Data Path 
Explorer” from the mini-map.
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8. Test-drive Data Path Explorer, identify potential bottlenecks, look for 
puzzling paths (try this for your “loved ones” first).

Identify critical path 
and/or potential 
performance bottlenecks.

Identify 
unexpectedly 
convoluted paths 
through the SAN. 
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8. Test-drive Data Path Explorer, identify potential bottlenecks, look for 
puzzling paths (try this for your “loved ones” first).

Verify logical and efficient 
paths – be pleased with 
your work.
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9. Create a volume report filtered on “volume utilization”

Define the data columns you want to report on.
Performance management experts may add 
columns for data used in diagnosing 
performance problems. (for example I/O rates 
and response times)
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In performance management, there is 
a concept called “Population.” It is 
“Total IO rate” multiplied by “Overall 
Response Time” divided by 1000.
The calculation for “Volume Utilization”
is  [Population divided by (1 + 
Population)]
Techniques for analyzing “Volume 
Utilization” are covered in course 
SGA17.

9. Create a volume report filtered on “volume utilization”

Press the save icon 
to save the report in 
“My Reports”

As you gain experience in your 
environment, add the names of 
volumes you want excluded from 
this report.
For example: volumes that you 
have seen as always violating 
the threshold, their situation is 
such that they will not be fixed 
and you just do not want to see 
them in this report any more.

Note: 70% was just a useful number for this presentation. Adjust it 
to be useful in your environment.  Consider starting with 80% or 
90% and adjust it as you resolve issues with or eliminate from 
consideration the volumes initially identified.
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9. Create a volume report filtered on “volume utilization”

Use the “Drill up” option to go to reports that may 
provide insight to the root cause.

This volume had many occurrences of high utilization 
so it is a “volume of performance interest”

This volume had only one occurrence of high 
utilization so it is not yet a “volume of 
performance interest”
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SGA17 Course description: Storage Subsystem Performance, Monitoring 
and Capacity Planning for 
Open Systems

www.ibm.com 
-> Services 

-> Training 
-> “Training Finder – US”

-> Search By Course Code
-> SGA17

1-800-IBM-TEACH (1-800-426-8322)
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10. Use a thoughtful naming convention for 
MDGs/MDisks/VDisks/Volumes/Operating System  

Disk names  - Look familiar….?
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VDisk Name: PRF_MDG6A_163V

10. Use a thoughtful naming convention for 
MDGs/MDisks/VDisks/Volumes/Operating System  

Disk names

Initials of th
e ‘owner’ of th

is MDG

Partia
l M

DG Name 

(w/o the owner)

Managed Disk Name: JH_PRF_MDG6A_D1

MDG Name

Disk number

Last octet of th
e server 

TCP/IP address

Operating system drive 

letter / n
umber

Build the naming convention to meet YOUR needs!!!!

This sample is designed for managing storage from TPC

MDG Name: JH_PRF_MDG6A

The application this MDG supports

Storage tie
r / d

evice type / d
evice
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10. Use a thoughtful naming convention for 
MDGs/MDisks/VDisks/Volumes/Operating System  

Disk names

Volume Name for volumes backing MDisks: 
the SAME name as used for the MDisk

Build the naming convention to meet YOUR 
needs!!!!

This sample is designed for managing storage from 
TPC

Verify the maximum string length of names in your 
storage devices before designing your naming 
convention.
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10. Use a thoughtful naming convention for 
MDGs/MDisks/VDisks/Volumes/Operating System  

Disk names

Application this volume supports

Volume Name for volumes mapped to servers:    SHOW_DS6A_163S

Storage tie
r / d

evice type / d
evice

Last octet of th
e server TCP/IP address

Build the naming convention to meet YOUR needs!!!!

This sample is designed for managing storage from TPC

Operating system drive 

letter / n
umber
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10. Use a thoughtful naming convention for 
MDGs/MDisks/VDisks/Volumes/Operating System

Disk names

For SAN volumes:  same name as volume or VDisk

Build the naming convention to meet YOUR needs!!!!

This sample is designed for managing storage from TPC.



© 2011 IBM Corporation

Pulse 2011 – Australia/New Zealand

© 2011 IBM Corporation39

10. Use a thoughtful naming convention for 
MDGs/MDisks/VDisks/Volumes/Operating System  

Disk names
Remember: “Drill up” and “Drill 
down” can also be used.

Based on the name I know:
The application is ESX
It is a VDisk backed by volumes 

on our DS6000-A
It is the second drive mapped 

to the ESX server
To find the root cause I may 

want to check the MDisks (“Drill 
up” and “Drill down”)

The next three volumes 
displayed happen to be among 
those backing the MDG of  this 
VDisk.

This is a filtered volume report as described earlier.  
It is from an environment using the naming 
convention described in this presentation.

Based on the name I know:
The application is SHOW
It is a volume on our DS6000-A
It is on computer 9.82.39.160 (ODCBETA160)
It is the “S” drive
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11.    ???

Since there were more than 3 books in the trilogy: 
Hitchhiker’s Guide to the Galaxy…
Since there was a 5th Beatle…
Since there are 13 doughnuts in a baker’s dozen…

40
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11.    ???

Since there were more than 3 books in the trilogy: 
Hitchhiker’s Guide to the Galaxy…
Since there was a 5th Beatle…
Since there are 13 doughnuts in a baker’s dozen…

I have an 11th point for the Top Ten…

Use groups within TPC!

41
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You should have and use….

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp
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TPC HealthCheck

This services offering will provide a health check and performance analysis of your 
current TPC environment. It will help ensure that your storage management 
solution related to data, disk and fabric is operating effectively and efficiently, and 
meeting your growth and performance requirements. It will also ensure that those 
requirements are in line with IBM guidance for best practices. It includes a formal 
assessment of your TPC server and associated clients, written TPC Assessment 
Report detailing any changes IBM proposes to the software configuration, 
suggested method of implementing recommended changes and their impact to the 
environment, and transfer of skills and information to your staff, gained through 
working side by side with our experts.

Contact Mike Benanti, "Services Sales Rep" for Lab Services (ISST), 
mbenanti@us.ibm.com
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Extrapolate
We only went over 10 things – but please:

– Adjust these to your environment 
– Extrapolate the processes described and apply them to 

additional needs

And remember:
Nothing is more important than the application of

Common Sense!
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innovation that matters

Thank you!
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