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IBM eServer iSeries

Agenda

= Performance Update (Part 1)

>

>
>
>
>

Hardware

Database Enhancements

HTTP web serving

Integrated xSeries Server File Backup
Miscellaneous Enhancements

= Performance Management (Part 2)

>

For latest performance information, refer to http://www.ibm.com/eserver/iseries/perfmgmt

Management Central monitors and Graph History
Performance Tools for iSeries

BMC software, inc. Patrol for iSeries - Predict
Workload Estimator, PM eServer iSeries
Miscellaneous performance tools
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IBM eServer iSeries

Notes: Agenda

The Performance Update is separated into two parts:
= Performance Update (facts, test results,tips, and so forth)
= Management (various performance measurement , sizing, and capacity planning tools)

Note that in January 2003 PM/400 was renamed PM eServer iSeries.
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IBM eServer iSeries

Performance Management Topics
= Work with System Status - from iSeries Navigator
= New Monitors

= Collection Services

= Performance Tools for iSeries

= PM/400

= \Workload Estimator

= Performance explorer

= BMC Software, Inc Patrol for iSeries - Predict

= |Doctor for iSeries
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IBM eServer iSeries

WRKSYSSTS

= Added to iSeries Navigator
= Access related system values
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IBM eServer iSeries

Notes: WRKSYSSTS

Support for core work management functions is provided in iSeries Navigator V5R2M0. While not all work management functions are supported
at this time, our intent is to expand iSeries Navigator support for work management functions in future releases. V5R2 provides the support
needed for a typical system operator to control and manage the work on the system. For this release, you can take advantage of iSeries
Navigator to complete typical daily operational tasks. Our intent is to provide support for work management setup and configuration in future
releases.

Use the System Status pages to view different status values such as the number of jobs and processors, the amount of memory on a
system, and the amount of disk space on a system. You can also access areas on your iSeries system where system storage and jobs system

values can be changed.
What can | do with System Status?
= Check system status
= Monitor system status using Management Central
= View processor status
= View the amount of memory on a system
= View disk (storage) space on a system
= View the percent of addresses used on a system
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IBM eServer iSeries

WRKSYSSTS - Jobs and Pools example

Jobs
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IBM eServer iSeries

Notes: WRKSYSSTS - Jobs and Pools example

showing all active storage pools on the system.

If you selected the Active Jobs button you would see information that includes, the number of currently active jobs on the systems, the
"maximum active jobs allowed on the system, and other information.

If you selected the Jobs System Values you can see (and change certain values) job-related system values, such as those related to inactive
jobs (inactive time out, disconnect job actions, maximum number of active jobs allowed, active job storage allocation values and more.

For memory pools you see first a summary set of information on a window not shown. In this example you see pool information that includes
pool size, total page faults per second, and the current number of active threads in each pools, along with the "maximum activity level" value
for that pool.
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IBM eServer iSeries

New monitors

= System monitor enhancements
» File monitor
» B2B activity monitor
=100 %]

B iSeries Mavigator
- Eils Edit Wiew Help
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ile 7 g
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L_-; Message
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Yy Tasks [}t anagemnent Central tasks
! Add a connection B Change the central system B Dizcover syztems in your netwark,
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b Create new definitions
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IBM eServer iSeries

Notes: New monitors

Management Central provides monitors for checking on your system performance, your jobs and servers, your message queues, changes to
selected files, and B2B transaction activity.

V5R1 introduced the Message and Job Monitors and the Graph History functions. Graph History is a powerful aid in reviewing historically
several performance metrics whose statistics can be saved for longer than 1 year. We have a Graph History foil later in this presentation as a
reminder of what you can do with this function.

Starting in V5R1 both the System Monitor support and Collection Services shared the same implementation so you can perform view Graph
History data for any time periods you ran Collection Services or a System Monitor.

You can use a system monitor to see detailed graphs that monitor the real-time performance of multiple iSeries servers.

In the Graph History window, you can see a graphical view of the metrics that have been collected for an extended period of time by
Collection Services. You can contrast this data with the real-time data for the last hour shown in a system monitor window.

You can monitor your jobs and servers with a job monitor. For example, you might want to monitor a job's CPU usage, job status, or job log
messages.

You can create a message monitor to take action on a list of messages that are important to you. For example, when the message monitor
detects CP10953 (threshold of a disk pool is exceeded), you could specify to run a command that would delete objects that you no longer
need from the disk pool.

You can use a new with V5R2 file monitor to monitor for specified text strings or for a specified size. Or, you can monitor for any modification
to one or more selected files. You can monitor files across multiple endpoint systems.

You can use a B2B activity monitor to view a graph of active transactions over time, and you can run commands automatically when
thresholds are triggered. You can search for and display a specific transaction as well as view a bar graph of the detailed steps of that
specific transaction.
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We discuss the enhancements to the system monitors and the new file monitor and the new B2B-monitor on the following pages.
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IBM eServer iSeries

System Monitor Enhancements

= Point-to-Point Protocol information included

= Several metrics were added to the CPU utilization properties

» File systems

» Stream files
» Journal operations, and counter sets.

= Auto-restart of monitors at system startup
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IBM eServer iSeries

Notes: System Monitor Enhancements

The system monitor metrics now include information associated with the Point-to-Point Protocol. Several metrics were added to the CPU
utilization properties. These new metrics relate to file systems, stream files, journal operations, and counter sets.

Additional function has been provided to auto-restart monitors at system startup.
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IBM eServer iSeries

System Monitor - V5R2 job details example
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IBM eServer iSeries

New File Monitor

= Take actions based on events
» For ALL types of files and objects
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IBM eServer iSeries

Notes: New File Monitor

You can use a file monitor to monitor all system logs (the QHST log), or you can select a set of specific files to monitor. You can monitor for a
specified size or for specified text strings. Or, you can select to trigger an event whenever a specified file has changed.

For example, you might want to monitor all problem logs across multiple servers. Or you might want to monitor a database file to see if it has
changed or if its size has exceeded a particular limit. Some log files may cause the server to shut down when they get too large. You can
monitor the size of the file and run a command to split up the file or clear it when it reaches a certain size.

Monitoring for a text string added to the file with the file monitor's text metric will only work on byte stream files and source physical file
members. The Text metric does not work on database files. The other File Monitor metrics (Size and Status) will work for ALL types of files
and objects.

The new file monitor with V5R2 does NOT support "threshold parameters" available to the threshold trigger command as there are for system,
job, and message monitors. For example, send a message that could identify the file, time of trigger, and so forth. This support maybe
added in a future release.

Application thresholds

You could use the new file monitor to monitor for entries or thresholds in application log files. Good understanding of the application would be
required.
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IBM eServer iSeries

New File Monitor
Monitor application messages and thresholds
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IBM eServer iSeries

Notes: New File Monitor

You can create file monitors to notify you about specific changes to a file. You can choose to monitor all system logs, or you can select a set
of specific files to monitor. You can monitor for specified text strings or for a specified size. Or, you can select to trigger an event whenever a
specified file is modified in any way. You can choose to be notified or to run commands when important thresholds have been reached.

If you are the owner of the monitor, you can change which metrics are being collected by a monitor and the values for the thresholds that
are being monitored for each metric. You can change the name, description, files to monitor, systems and groups, sharing value, collection
interval, and actions that occur whenever a threshold is triggered or reset.

You can change the properties of any monitor whether it is started or stopped. If you change the properties of a monitor while it is stopped,
the changes take effect immediately. If you change the properties while the monitor is running, the changes take effect immediately, although
changes to the selected files or to the selected metrics are not reflected in the data until the next collection interval. The data collected by
the monitor is always based on the properties that were in effect when the collection interval started.

You can monitor a specified file and run a command to clear the file whenever it reaches a specified size.
You can monitor a specified file and ask to be notified whenever any change has been made to the file.
You can monitor all problem logs across multiple servers.

You can use a file monitor to monitor for a specific text string in the problem logs, and you can even select to log one or more lines of text
that appear before and after the specified string when it is found. You can see the text string and any additional logged lines when you open
the file monitor.

You can monitor the problem logs for a specified size or you can select to trigger an event whenever one of the problem logs has changed.

When you are using a file monitor to monitor for a text string that may have different meanings depending on the context in which it appears,
you may select to log one or more lines of text that appear before and after the specified string when it is found. The text string and any
additional logged lines are shown when you view the trigger event.

o

Q

EI When you are using a file monitor to monitor for a text string that may have different meanings depending on the context in which it appears,
N you may select to log one or more lines of text that appear before and after the specified string when it is found. You can see the text string
% and any additional logged lines when you open the file monitor. o
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B2B Activity Monitor
Also available on V5R1

= Proactive management of B2B Operations
» Order tracking
» Business decisions
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IBM eServer iSeries

Notes: B2B Activity Monitor

In V5R2 transaction management capability has been added for B2B transactions.

This allows the customer to track their B2B transactions across multiple iSeries systems in their network to determine the # of transactions, if
a transaction is taking too long, is waiting on an action, or is in another status. The customer is also able to monitor their B2B environment
and tell at a glance if everything is going okay. Automated actions can be triggered when there is a problem.

Thus, the new B2B activity monitor is an activity monitor that allows you to view transaction data with detailed information on the specified
consolidated system and to automatically run 0S/400 commands to control the overall transaction count or the duration of a transaction.

For a B2B activity monitor, available metrics include active transaction count and active transaction duration.

A transaction is a specific instance of the electronic buying, selling, or exchanging of products or information. It is a single
business-to-business request for a specific product or information.

For example: If you are a wholesale supplier of pencils, and you send out an electronic request to another supplier for 200 pencils, that
request is considered a transaction. Each specific transaction is made up of multiple steps, and these steps are different for each kind of
transaction. You can use the activity monitor to view a graph and monitor the status of this transaction, (the request for 200 pencils), to
determine if the transaction is active or complete. You can also view a bar graph of the detailed steps of each specific transaction. The graph
displays transactions collected from data that you have logged to the specified consolidated endpoint system.

A consolidated system is an endpoint system that contains logged transaction data. Because B2B activity can take place across many
different systems, it is necessary to consolidate all B2B data on one endpoint system: the consolidated system. To view transactions with a
B2B activity monitor, you must first configure another application to log transaction data to a specified endpoint system.

For example: You might configure Connect for iSeries so that a record of all transactions processed with this application, both active and
complete, is stored on a specified endpoint system. You can now specify this endpoint system as your consolidated system when setting up a
new B2B activity monitor, and you can monitor the logged transaction data stored on the specified consolidated system.

Note: You cannot edit the consolidated system field from the activity monitor properties; a consolidated system can only be created by
adding an endpoint system in Management Central. Once you have added an endpoint system, make sure that you have configured an
application like Connect for iSeries to log transaction data to that specified endpoint system.
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This new B2B activity monitor became available for V5R1 with Client Access Express Service Pack S102795 (February 2002). For additional
information, see: http://www-1.ibm.com/servers/eserver/iseries/btob/connect/activitymonitorannounce.html
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B2B Activity Monitor
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Notes: B2B Activity Monitor

If you have an application like Connect for iSeries, 5733-B2B configured, you can use a B2B activity monitor to monitor your B2B transactions.
You can view a graph of active transactions over time, and you can run commands automatically when thresholds are triggered. You can
search for and display a specific transaction as well as view a bar graph of the detailed steps of that specific transaction.

You can use a B2B activity monitor to view a graph of active transactions over specified intervals of time. A graph displays transaction data
that has been logged to a user-specified endpoint system called a consolidated system. The graph provides a real-time display of activity so
that problems can be identified and corrected. You can set up thresholds to trigger, and you can specify 0S/400 commands for automated
handling of triggered events. You can search for and display transaction data with basic and advanced searches, and view a bar graph of the
detailed steps of each specific transaction.

This chart shows a sample B2B Activity Monitor which collects data applications such as Connect for iSeries. With this new monitors,
problem detection, analysis and avoidance can be enhanced through the following capabilities of this tool:

= Graphical view of the active request count over time (updated in real-time)

= Drill-down to the details for each request

= Graphical view of the step execution (order and duration) of any request

= Automatic notification/action when the quantity of active requests exceeds a user specified limit
= Automatic notification/action when any request is active longer than a user specified limit

= Search, sort and export capabilities
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V5R1 Graph History Review

= Review " collected performance summary data"

m Collection services or system
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Notes: V5R1 Graph History Review

Graph History became available in V5R1 - when both the System Monitor support and Collection Services support shared the same
implementation. This enables you to historically review detailed graphs (shows job information) and summary graphs (no job information) over
long periods of time to see if there is any thing you should look into.

Note, the starting Collection Services functions iSeries Navigator interface has the parameters for specifying how long to keep the detailed
graph and summary graph information. To specify longer than 6 days for retaining detailed graph history data, PM/400 must be installed and
active on your system. Note that base, no charge PM/400 functions come with OS/400 V5R1. So you do not need to register for one of its
additional cost reporting services to merely start PM/400 on your iSeries system.

The V5R1 detailed performance presentation contains more complete information on all of Graph History support and user interface
capabilities.

In this example we show how to view Graph History data on system AS80. Right clicking Collection Services is one of the ways to enable you
to select the Graph History function. In the right window we have already selected the total system CPU utilization metric to be displayed
from June 24, 2002 through July 1, 2002.

You specify how long to keep detailed history data (contains active jobs information) and summary data on the Start Collection Services
window.

In the next foil we have used the "Graph bar handle" to zoom into the time span June 24 - June 26.

Note: The gaps in the line graph indicate there was no "collection services" active for those time periods.
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Graph History - more detalls example
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IBM eServer iSeries

Notes: Graph History - more details example

In this window we have expanded the Graph History time period to show detailed "points" (triangle icon) in the period between June 24 and
June 28. We left clicked one of the triangle icon for the time period starting at June 26, 6:00 AM. to get the "top 20 jobs" consuming the CPU
utilization metric. In this example, we see job Jobrway was consuming over 70 percent of total CPU utilization.

Depending on your working environment this may be normal or indicate additional investigation is required.
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Collection Services

= Starts automatically at IPL
= New V5R2 Metrics:
. . @B iSeries Narigator
» User-defined categories S
» HTTP (HTTP Server Powered by Apache P @ |G By | X | 9B ©
Only) Stat|st|cs I Enwru:unTent: ty Connections
El! As07 -]
» Domino R6 statistics -85 Basic Operations
@ Work Management
Elﬁa' Configuration and Service
i i [ System val
= User-defined transactions E Fystem Vales
@ Software
= Performance database files B (3 Fixes Invertory

Logical Partitions
- L Metwork

-3 Security

!" IUsers and Groups
[ Databases

[#-@2 File Systems o
@ Application Development

58, AFP Manager

% Backup, Recovery and Media Services ;I

Collection Services
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Notes: Collection Services

The iSeries Navigator interface for starting Collection Services has several parameters that are not addressed in this V5R2 Update
presentations.. More details on Collection Services can be found at several places, including:
= Information Center
= Redbooks:
=Managing 0S/400 with Operations Navigator V5R1 Volume 1: Overview and More, SG24-6226
=Managing 0S/400 with Operations Navigator V5R1 Volume 5: Performance Management, SG24-6565
= VV5R1 Technical Overview, Performance Update presentation

Note, the starting of Collection Services functions iSeries Navigator interface has the parameters for specifying how long to keep detailed
performance data, and detailed graph and summary graph information. To specify longer than 6 days for retaining detailed graph history data,
PM/400e must be installed and active on your system. Note that base, no charge PM/400 functions come with 0S/400 V5R1. So you do not
need to register for one of its additional cost reporting services to merely start PM/400 on your iSeries system.
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User Defined Categories

= Measure user applications
» Add User Categories

» Examples
— Domino R6
— iSeries HTTP server
(powered by Apache)

» See Infocenter for example and
QAPMcccec file field definitions
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Notes: User Defined Categories

Prior to V5R2, all performance collection categories were predefined, and all data collection programs were shipped with the system. Beginning
in V5R2, you can define your own performance collection categories. The user-defined performance collection categories allow you to:

= Add new performance collection categories to the collector. The Register Collector Data Category (QypsRegCollectorDataCategory)
adds a user-defined data category to one or more collector definitions of the Collection Services function of Management Central.

= Provide a data collection program for the new category to collect the data

= Stores data that is collected for the category in a management collection object

= Schedule and run data collection for the category in the same way as for system-defined categories
= Access data that is collected for the new category in a management collection object with the Management Collection Object APIs.

Domino and HTTP server (powered by Apache) utilize this new feature to integrate their performance data into Collection Services. As shown,
the Standard plus protocol profile (the default used by Collection Services) automatically collects User-defined transaction, HTTP server
powered by Apache, and Domino statistics if Collection Services detects these application servers are active on the system. As with all
Collection Services "collection object data,” the new statistics are placed into the following files via the currently available Operations
Navigator (iSeries Navigator in V5R2) "create performance database files" function or the OS/400 Create Performance Data (CRTPFRDTA)

command:
= QAPMDOMINO
= QAPMHTTPB
= QAPMHTTPD

We refer you to V5R2 Information Center for details on the contents of these files and associated data fields, though the next foil does
summarize the fields of QAPMDOMINO.

The V5R2 Performance Tools for iSeries, 5722-PT1, has new sections in the System and Component Reports for HTTP statistics. See the
Performance Tools for iSeries section later in this presentation.

At the time of general V5R2 availability, 5722-PT1 does not use any of the QAPMDOMINO data. It is the responsibility of a person with
Domino performance expertise to write the appropriate queries against this file to provide statistics for performance analysis.
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QAPMDOMINO Fields Summary

= Standard Collection Services fields: Interval time information, server job name, and
associated subsystem

-t
"I.I

= Domino Database and Pool buffer and cache statistics
= Logical disk information

= Peak number of users information

= Document operation statistics (create, open, edit, ....)
= Domino request counts and related statistics

= Domino session statistics (bytes sent and received, sessions started and ended per
port used by Domino)

= \Write your own queries

= Use APIs to retrieve corresponding Domino statistics

© 2000-2003 IBM Corporation
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Notes: QAPMDOMINO Fields Summary

With Domino 6 and 0S/400 V5R2, a new performance statistics capability becomes available as part of iSeries Collection Services (which can
run continuously and store broad statistics about your iSeries performance. New in V5R2 is the ability for Domino 6 to store Domino statistics
within this system repository - the collection object that can be accessed from iSeries Navigator and the Create Performance Data function.
These Domino statistics are included with all the other Collection Services metrics and QAPMcccc "performance database files." As with all
these metrics, you can specify, through the Start Collection Services window, how long to keep - "permanent” or summary data.

This new Domino data can be "created into" the QAPMcccc performance database files. With queries you can cross reference this data
(stored in the QAPMDOMINO file) with other Collection Services data such as CPU utilization, disk 1/0 counts, disk arm busy, and more.

This new with 0S/400 V5R2 and Domino R6 performance data is a subset of the complete set of Domino statistics, as shown by the ‘show
stat' function on the Domino console. The compete set of performance data is also available programmatically through new APIs in V5R2.

Documentation on how to use this data can be found in Domino R6 notes, at http://www.lotus.com/ldd/notes6

The next few foils show the QAPMDOMINO fields.
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QAPMDOMINO Fields - c

etalls 1of 4

Field Name

Description

TMNUM

Interval number: the nth sample database interval based on the start time
specified in the CRTPFRDTA command.

DTETIM

Interval date (yymmdd) and time (hhmmss): The date and time of the
sample interval.

INTSEC

Elapsed interval seconds: The number of seconds since the last sample
interval.

DTECEN

Century digit: where 0 indicates 19XXand 1 indicates 20XX.

DMSUBS

Server Subsystem

DMJINAM

Server Job name

DMJUSR

Server job user

DMJINBR

Server job number

DMSRVN

Server Name (first 25 characters if the name is longer than this field)

DMSSDT

Server start date time (yyyymmddhhmmss):

DMDBPM

Database.BufferPool. Maximum.Megabytes: The configured maximum size
for database control pools that may be used.

DMDBPP

Database.BufferPool.Peak.Megabytes:Maximum amount of the buffer pool
that has been used by Domino over the life of the server.

DMDBPR

Database.Database.BufferPool.PerCentReadsInBuffer: Percentage of
database reads present in buffer pool

DMDBCH

Database.DbCache.Hits: Number of hits to the database cache

DMDBCL

Database.DbCache.Lookups: Number of lookups to the database cache

DMNLCH

Database.NAMELookupCacheHits: Number of cache hits when doing
name lookups in the server’'s name and address book.

© 2000-2003 IBM Corporation
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QAPMDOMINO Fields - details 2 of 4

Field Name

Description

DMNLCL

Database.NAMELookupCachelLookups: Number of lookups in the server's
name and address book.

DMASPN

Platform.LogicalDisk.1.AuxStoragePool: The number of the Auxilery
Storage Pool that includes the Domino data directory.

DMASPU

Platform.LogicalDisk.1.PctUsed: Percent of total disk space used in the
ASP that includes the Domino data directory.

DMASPB

Platform.LogicalDisk.1.PctUtil: Percent of time the drives are busy reading
or writing in the ASP that includes the Domino data directory.

DMTRNS

Server.Trans.Total: Number of transactions

DMUSRO

Server.Users: Number of users with open sessions on the server. (this is
the current value at time data was sampled)

DMUSRP

Server.Users.Peak: Peak number of concurrent users since server was
started.

DMUSRT

Server.Users.Peak.Time: Time that last peak users occurred
(YYYYMMDDHHMMSS).

DMMLCP

Mail. TotalPending: Number of outbound mail messages in this server's
MAIL.BOX waiting to be processed by the Domino Router job. Mail will be
pending until the Router job wakes up and moves outgoing mail from
MAIL.BOX to the destination mail servers. If a mail server cannot be
contacted, the message will remain pending in the mail box. This is the
value at the time data was sampled.

DMMLWR

Mail.WaitingRecipients: Number of inbound mail messages in this server's
MAIL.BOX waiting to be processed by the Domino Router job. Mail will be
waiting until the Router job wakes up and moves incoming mail from
MAIL.BOX into user mail files. This is the current value at the time the data
was sampled.

DMMLBX

Mail.Delivered: Combined number of inbound and outbound mail message
placed into this server's MAIL.BOX.

U7

DMCMCD

Domino.Command.CreateDocument: Count of ‘CreateDocument’ URLS

that have come into the server 8

© 2000-2003 IBM Corporation




prz

BGP02_P2

IBM eServer iSeries

QAPMDOMINO Fields - detalls 3 of 4

Field Name Description

DMCMDD Domino.Command.DeleteDocument: Count of '‘DeleteDocument’ URLS
that have come into the server

DMCMED Domino.Command.EditDocument: Count of 'EditDocument’ URLS that
have come into the server

DMCMOA Domino.Command.OpenAgent: Count of ‘OpenAgent’ URLS that have
come into the server

DMCMOB Domino.Command.OpenDatabase: Count of 'OpenDatabase’ URLSs that
have come into the server

DMCMOD Domino.Command.OpenDocument: Count of ‘OpenDocument’ URLSs that
have come into the server

DMCMOF Domino.Command.OpenForm: Count of ‘OpenForm' URLs that have
come into the server

DMCMOI Domino.Command.OpenimageResource: Count of 'OpenimageResource
URLSs that have come into the server

DMCMOV Domino.Command.OpenView: Count of 'OpenView' URLS that have come
into the server .

DMCMSD Domino.Command.SaveDocument: Count of 'SaveDocument' URLS that
have come into the server

DMCMTU Domino.Command.Total: Count of all URLSs that have come into the server|
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QAPMDOMINO Fields - details 4 of 4

Field Name Description

DMRQ1M Domino.Requests.Per1Minute.Total: Total requests over the past minute.
Value as recorded at sample time.

DMNPT1 NET.*.Port 1: Domino port ( 1 of 4) for which data is being reported

DMNBR1 NET.*.BytesReceived 1: Number of network bytes received for this port

DMNBS1 NET.*.BytesSent 1: Number of network bytes sent for this port

DMNSI1 NET.*.SessionsEstablished.Incoming 1: Number of Incoming sessions
established for this port

DMNSO1 NET.*.SessionsEstablished.Outgoing 1: Number of Outgoing sessions
established for this port.

DMN* Note: the above 5 fields are repeated for ports 2, 3, and 4
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User Defined Transactions

= Define your own transactions
» Use Collection Services to collect the performance data

= Controlled by the user Transaction category in Collection Services

= |nstrument your application once
» Collection Services and Performance Explorer use the same API calls to gather

different types of performance data.
— Start transaction: QYPESTRT

— End transaction: QYPEENDT
— Log transaction: QYPELOGT (Used only by performance explorer)

— Add trace point: QYPEADDT (Used only by performance explorer)

= You can find C++ and Java examples in the iSeries Information Center

© 2000-2003 IBM Corporation
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Notes: User Defined Transactions

You can define your own transactions and use Collection Services to collect the performance data on an interval basis. By defining your own
transaction, you can collect data based on your particular application rather than collecting transaction data which is traditionally defined by
IBM.

The API defines the fields for which data can be collected. For more information about what data is collected, see the QAPMUSRTNS
performance database file in the iSeries Information Center.

To define your transactions, use the Start Transaction (QYPESTRT,qypeStartTransaction) APl and End Transaction
(QYPEENDT,qgypeEndTransaction) API in your application.

Data collection is controlled by the User Transaction category that is available in Collection Services. For more information about these APIs,
see the Start Transaction APl and the End Transaction APl in the iSeries Information Center.

Collection Services and performance explorer can now collect performance data that you define in your applications.

With the provided APIs, you can integrate transaction data into the regularly scheduled sample data collections using Collection Services, and
get trace-level data about your transaction by running performance explorer.

For detailed descriptions and usage notes, refer to the following APl descriptions:
= Start transaction: QYPESTRT, qypeStartTransaction
= End transaction: QYPEENDT, qypeEndTransaction
= | og transaction: QYPELOGT, gypeLogTransaction (Used only by performance explorer)
= Add trace point: QYPEADDT, qypeAddTracePoint (Used only by performance explorer)

Note: You only need to instrument your application once. Collection Services and Performance Explorer use the same API calls to gather
different types of performance data.

In the iSeries Information Center you can find examples on how to integrating user-defined transaction data into Collection Services and
Collecting trace information for user-defined transactions with the OS/400 Performance Explorer commands.
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Performance Database Files

= All the database files are now interactive
» Sort the text in the columns alphabetically
» Search for specific words in the table
» With the exception of QAPMAPPN

= New QAPMHTTPB (basic), QAPMHTTPD (detailed), and QAPMDOMINO files

= Several new QAPMcccc files and fields within previously available QAPMcccc files

= Conversion when upgrading to a new release
» Continue to convert with the CVTPFRDTA command

» You can use the new automatic data collection support

» If you do not convert, Collection Services is started and you create database files

automatically
— Then a library for the prior release files is created, performance database files

are moved to that library
— This preserves the existing data files from the previous release level

= Visit the iSeries Information Center for all the new and changed database files

© 2000-2003 IBM Corporation
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Notes: Performance Database Files

All the database files, with the exception of QAPMAPPN, are now interactive, which means that you can sort the text in the columns
alphabetically and you can search for specific words in the table. The following table shows the new and changed database files. For more
information and field level details, please refer to the iSeries Information Center.

Database file

Description

QAPMJOBWT New file that contains data for job, task, and thread wait conditions.

QAPMJOBWTD

New file that contains a description of the counter sets found in file QAPMJOBWT.

QAPMHTTPB New file that contains the basic data for IBM HTTP Server (powered by Apache).

QAPMHTTPD New file that contains detailed data for IBM HTTP Server (powered by Apache).
QAPMDOMINO New file that contains data for Domino for iSeries.

QAPMPPP New file that contains data for the Point-to-Point Protocol.

QAPMUSRTNS New file that contains data for user-defined transactions.

QAPMSYSTEM New fields that support file system counters and journal counters.

QAPMSYS New field that provides a way to determine the difference between the system clocks on different partitions of a single
system.

QAPMECL New field that reports the number of discarded frames from unsupported protocols.
QAPMETH New field that reports the number of discarded frames from unsupported protocols.
QAPMCONF New record keys.

QAPMIOPD New fields that support 1/0 adapter data.

QAPMMIOP New fields that support processing time.

QAPMJOBMI  New fields that support file system counters and journal counters.

QAPMDISK New and changed fields that support independent ASP-related changes.

QAPMJOBOS New fields that support file system counters.

You have several choices as to how to handle your performance data when upgrading to a new release. You can continue to convert the data

g_ in your collection library with the Convert Performance Data (CVTPFRDTA) command. You can use the new automatic data collection support.
DN_' If you do not convert your performance database files, and if Collection Services is started and you specified the option to create database
o files automatically, a performance library for the prior release files is created. The performance database files are moved to that library. This
o action allows new files to be created and preserves the existing data files from the previous release level. Finally, if you do not convert your
% performance database files and do not run Collection Services, you can delete the QAPMxxxx files with the Delete File (DLTF) command @DLTF
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Performance Tools

= Plug-in to iSeries Navigator
» Display Performance Data

= Report enhancements
» Print System Report (PRTSYSRPT)

» Print Component Report (PRTCPTRPT)

= Work with System Activity
» Shows the current processing capacity

» Time spent by the job or task in a waiting state

= No capacity planning option (4) GO PERFORM / STRPFRT menu

© 2000-2003 IBM Corporation
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Plug-in to iISeries Navigator
Similar to the Display Performance Data (DSPPFRDTA) command - but uses
graphical displays!

B iSeries Navigator i =10 x|

File Edit Miew Help

.©|EEI'|EH|X|@Q |3minutesnld |

| E nvironment; kMy Connections | Bg20: Collection Services
EIE‘ Configuration and Service ﬂ Collection Mame | Skatus | Started
i E Syskem Yalues Collecting. .. 4/26/2002 12:00:03 AM
tH-gly] Hardware [ Create Database Files Now,..
! @ Software Cyele Collection Mow. ..
@ Fixes Inventary Create Summaty. Daka Mow,
I i.? Collection Services i
: - - T F
‘ | _'I—I LI_ Graph Histary
Yy Tasks ﬁw Performance Tools Perfotmance Diata
) Install additional components o Start ¢ B AR ormance Taols Tazks

ﬂ Add a connechion ﬁ Stop ¢ for related tazks
ﬁ Wiew [  Properties

w
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Notes: Plug-in to iISeries Navigator

The function associated with the Display Performance Data (DSPPFRDTA) command is now available from iSeries Navigator as the Performance
Tools plug-in. The interface provides function that is nearly equivalent to the DSPPFRDTA command. It allows you to generate and view a
subset of the Performance Tools licensed program reports.

Note: Performance Tools (5722-PT1) manager feature must be installed.
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Display Performance Data

= Nearly equivalent to the DSPPFRDTA command capabilities - with a graphical view of

performance information

File Graphs Wiew NEEDGER Help
= Summarize data into reports =0 Systern
: : Zomponent I %
- Anal r tem berforman From: @ Begit  op fer 17, 2002 2
alyze your system performance B ol (7500 At =
» Look at details using the mouse, control key | i c s
B0 B0
= Uses performance database files
40 40 :
» |IF: using active collection and you | =
specified create performance database files 201 t20
» THEN: You can update view at collection ol | | | | | I
£ Interactive CPU Utilization [ _ ] ] |
107 710
File - ik Options  Help gt T4
= @b |25 x| 61 1P
\User: ITSCID1S a1 14
Output harme | zer-zpecified data | Llzer Statuz | Printer Pages per cop 2 2
N | ITSCIDTS Ready (iR 45 T T
=% 1] i i ; ¢ ¢ ]
a 12°15AM B:30AM 12:45PM 7:00PM
o ——————————————————————————————————————————————————————————————————————————————————————————
o | —
g o
S
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Notes: Display Performance Data

Starting with V5R2, the Performance Tools for iSeries, 5722-PT1, provides graphical display of performance data contained in the performance
database files (QAPMcccc) used by the various V5R2 5722-PT1 reports (such as the System and Component reports) and the 5250
workstation-based functions available with the Display Performance Data (DSPPFRDTA) command . This new graphical representation enables
you to more quickly (compared to reviewing the printed performance tools reports) identify exceptionally high or low resource utilizations and
compare several different performance metrics to each other during the same collection time period.

This graphics support displays line graphs for the following performance metrics:
= (5250) Transaction Count
= (5250) Transaction
= Total CPU Utilization
= Interactive CPU Utilization
= Batch CPU Utilization
= High Disk Utilization (identifies busiest disk arm and it utilization (per cent busy)
= Machine Pool Faults per Second
= User Pool Faults per Second
= Total Exception CPU Utilization

You can also view the active jobs and microcode tasks during the collection period on one side of the window with the line graphs shown on
the other side of the window. You can sequence the jobs and tasks being displayed according to specific columns of information.

You select the QAPMcccc performance database files member name whose data you wish to graph. You can select the performance data
member generated from already "cycled" collections or the from the performance member associated with the currently active collection. This
member exists for the currently active collection object only if you specified "Create database files during collection" when you started the

active collection.

From the graphical window you can print the System, Component, Job, Pool, and Resources report and view the associated spool file (AFP
viewer used). You cannot print the graphic image using this iSeries Navigator interface.
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Display Performance Data - selecting members

= Select collection services object or select all performance data on the system

= Displays associated member name of QAPMcccc files

| Environment: by Connections | Az258: Collection Services
@ Work Management Caollection Mame | Skatus | Skarted | Ended | Expiration | Lacakion | Size | Surnmnarized
=B Configuration and Service Q282000002 Collect... 10/9/2002 12:... fQsys.libfompadatalib - 130MB Mo
: % System Yalues . [-_{‘I:EI] 231090912 Cycled 100&/2002 90, ., 10f&f2002 11:18:2.,.  Mone 10y, libfS1pfrdead. lib 15 ME Yes
gy Hardware . (% gzs1000002 d  10/8f2002 12;..,  10/9/2002 12:00:0...  10/23/2002 12:00... [Osys.lbfOmpgdatalib 225ME Mo
@ Software .’ (#:0780071314  Cyclel  Create Database Files Now... 2:00:0,.. 10/22/2002 12:00... [Qsys.libjQmpgdata.lib 97 ME Mo
"'@l Fixes Inventory . ” (#ioz7roooont  Cyde  Cycle Colleckion Mo, 08:09 ..,  10/18/2002 6:08:... jQsys.lbfQmpodatalb 49MB  ves
- el 2o Sl (% mooccmonnp Cyde Creste Summary Data Fow.,,  [00i0..  10/18/2002 12:00... [Qsys.libiQmpgdata.lib 62ME  Yes
Eit;z?::a g;zl:"m R — 200:0... 10]17/2002 12:00... [QsyslbfQmpgdata.lb  S3ME Ves
B B ety S noz Cyile 2000, 10/16/2002 12:00.., JQsys . libjQmpgdata.lib 53 ME Yes
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Notes: Display Performance Data - selecting members

his foil shows how to choose the graphical display of collected performance data.

On the right pane, we have already opened (double clicked) the Collection Services folder to show all available performance data collection
objects on the system. Note the various library names shown - Qmpgdata, V51pfrdta8. Actually the associated collection object
Q281090912 was created on a V5R1 system (As80). We used Management Central Package support to restore this object onto As25.

Right clicking one of these collection objects and selecting Performance Tools -> Performance Data, you get the Performance Data
window (next foil). That window lists all the performance database file member names created (if any) from this collection object.

Alternatively, as shown in the left pane, you can right click the Collection Services folder and directly select Performance Tools ->
Performance Data. The Performance Data window shown will include all the performance database file member names on the entire system.
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IBM eServer iSeries selecting a specific member

i Performance Data - As25
. . The following performance data was found. Select an entry to display, convert to the |atest
D| Spl a.yS aval I abl e release, or delete the data.
members (QAPM coce
files)
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L —— e
: 1009702 12:00:02 AM 2282000002 Cimpodata 2282000002
Del ete QAPM ccce fl I €S 5 10/8/02 3:09:12 AM 1058502 11:18:22 AW Q231085580 W51 pirdtas 2281090812 COrert.
% 10502 12:00:02 AWM 109702 12:00:00 AW Q281000002 cmpodata Q281000002 cemereemeenererrrern
Refr eSh a S A0ITI0Z 7134 AM 1008502 12:00:02 AWM 2230071314 Cimpgdata 2280071314 Balote
n H 1 % 1004502 12:00:02 AM 1004002 6:05:00 PM Q277000007 Cimpodata Q277000001
curr ently aCt|Ve % 106302120002 AWM 1004702 12:00:00 AWM Q276000002 cmpodata Q2TE000002
= = L . . . .
collection object i L = - U
@ G 20007 AN 102 12:00:02 AWM | Q275000001 Cmpodata | Q27500500
G302 12:00:00 Phd Br302 12:34:00 Fil o 2154080012
Library | Collection Marme | Collection Locatian | Origin System | Helease | File Level | Display
zmpodata Q22000002 cmpgdata As2h WaRZ20 22
Va1 pfroatas 2281090912 Va1l pfrdtad AsB0 VaR1TMO 22 Cafvert.
cimpodata Q281000002 Qimpgdata Aslh WaRzZ2m0 21 e
cmpodata C230071314 cimpgdata Asih WaR 20 22 Biilate
Gmpodata Q277000001 mmpodata A28 WaR2ZM0 22
Gmpodata Q2TR000002 Gimpgdata Azl WaRZMO 22
Qmpodata Q274000001 Qmpodata A52A VaR2ZM0 22 Refresh
Qrmpgdata ¥ Gmpgdata | Az25 | VARZMO
Wa2pfratas 2154080012 ampadata Aslh VAR 2MO 22 Help ?
Pfrexp Aslh YARAMO 18

Kl a1

Last updated: 10/8/02 1:28:20 Py ~<el— Biead h@p——?r
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IBM eServer iSeries

Notes: Specific Performance Database File Members

This window shows all the existing performance database file "members" on the system. You must scroll right to see all the information for
each member (we used 2 screens, the lower screen represents the scroll to the right data. Column information includes member name,
member library, associated collection object, origin system, release level, and file level. Levels 18-22 require no conversion.

After selecting a member item you can:
= Display (show the performance data graphically)
= Convert to a file level 22, if necessary
= Delete the member (in each of the QAPMcccc performance database files)

Note the origin system, release level (V4R5, V5R1, and V5R2) and file level values in our example. Graphing V5R1 (unconverted) and V5R2
performance data is supported.

For a currently active V5R2 collection object, you can graphically display its "current” performance data member information provided you
have specified "create performance files during collection”. The supported QAPMcccc database files with this member name contains
performance data from the start of the collection until the most recent collection time interval specified when starting that collection. The
examples used in the following foils used a 5 minute interval.

Remember you could have created more than one "member"” for the same collection object. For example one member could be from the start
and end of "cycle" times of the collection object and another member for a shorter time period within the limits of the collection objects start
and end cycle time stamps. For example, one of your members is for 2:00 pm through 05:00 pm, which is your typical busy time.

When using a currently active collection object, you must come back to this window and do a Refresh when you want to extend the ending
time of graph data you are already viewing - to include a later time interval. For example, at the time you selected a member on this window,
the associated QAPMccc files contained data up to 8:45:00 AM. You have viewed graphs of various performance metrics up through 8:45:00
AM. You then want to view graphs of performance data up through 09:15 am. You must use the Refresh button on this window to be able to
"see" that new data.
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IBM eServer iSeries

Notes: Specific Performance Database File Members -2

Notes:

You can print a report (such as the System Report) while viewing a graphic display, the report includes the start and stop times of the
performance database files. Any changed start and stop times shown graphically do not affect the printed report start and end times.

In addition to the Delete performance member function from this Display Performance Data graphics window you can delete the associated
QAPMccc member FILES using:

= Use the Start Collection Services window "Detail Data" parameter (delete after nn hours or yy days)
= Use the PM/400 (GO PM400 menu) Work with PM/400 Customization 5250 interface Performance data purge" parameter
= Use the Performance Tools for iSeries Configuration and manage 5250 interface.
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IBM eServer iSeries

Display Performance Data - Graphs, Data View Options

i Display Performance Data - As25 5 el 23
File Graphs Wiew Reports Help
B x
From: & BEGig ez 700z Te « End ¢ foetz2002 Upsate |
[rz05:00 am [Faooorm
£ Transaction Courit [_ | 2
= I_ e |AII Jobs | Time period: 12:05:00 AM - 5:50:00 P
327 a2
24: 4 Jab | User | Murnber | Type | cPu% | Trar ‘
1 & Joh0325 As0325 031002 Batch 0.45 -
164 16 & Joh0324 As0324 031003 Batch 0.46
1 1 @ Qzdasoinit  Quser 030255 Batch 012
o L & Cpadevld.. As0320 031008 FPassthro.. 0.ay
l 1l & Cfint01 LIC task 0.03
0 i i : HRy @& Jobas0320 As0320 031008 Batch 0.03
12:05AM B:00AR 11:554M a:80FM & Cypsisvr Cypsisyr 030718 Batch 0n3
— - . & Smucager... LIC task 0.03
iy Transaction Response Time | & Cfirtnd LIE task 0.07
107 1 & Crpfrdta CEys 0309158 Batch 0.0z
& Cfinto2 LIC task 0.01
& Cfint03 LI task 0.07
& |delanrboo LIC task 0.0
& Anzdipwd!  Dhob 030937 Batch 0.00
& Anzditpwd?  Dhob 030964 Batch 0.00
& Anzdipwd3  Dhob 030977 Batch 0.an
l & Anzdfipwds  Dhob 030930 Batch 0.00
Ty B O0AM VT YTV ® Chainbch  Qsys 031001 Subsystem 0.00 -
—— L T I e T e 1 ™ tAelr o nn
- Bummary - 12:05:00 AM - 5:50:00 P
CPL utilization (interactivel: 19 % Transactions: Ga Disk % husy: 3%
CPL utilization {other): 1.24 % Transactions per hout: 3 Disk 12.0 per sec
™
Joh Count: 156 AVErage reSponse: a1 sec Logical DB 1 1] g
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IBM eServer iSeries

Notes: Display Perf. Data - Graphs, Data View Options

By default the entire list of supported performance metrics have been selected to be graphed. You use the middle scroll up/down bar to view
the different line graph supported. You can select Graphs from the menu bar and deselect or select the metrics graphed.

Also by default the right pane displays all active jobs and LIC tasks active during the time period. You can select alternative "View" options as
shown in the pull down menu overlaid in the right details pane.

Your selection of graphs to be displayed is remembered across iSeries Navigator sessions.

All points on a graph are selected by default, and the Details and Summary panes display information based on the selected time interval.
By default, the default time period graphed is the entire time period previously specified for the specific member selected.

In the window area just under the toolbar you can modify beginning and end of the time interval to be graphed, within the limits of the
performance database file member's start and end times.

If you had previously selected a currently active collection object, you cannot specify an end time past the last time interval shown on the
previous window. To extend the end time you must go back to the previous Performance Data window and do a Refresh.

In the All Jobs view option selected, by default, the jobs and tasks are shown in descending order of CPU utilization.

You can click various column headings to reorder the list of information shown. You also can use the left mouse button to drag a column
heading to the right or left to reorder the left to right sequence of column information.

Note the area at the bottom of this window, which contains summary information for the time interval being displayed.
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IBM eServer iSeries

Display Perf. Data - Graphs: Time Changes Example

i Display Performance Data - As25 - O] x|
File Graphs Wiew Repods Help
B »
From: " Beginning & foct2,2002 To: & End ¢ [oetz 2002
/—> [5:0500Pm 2 [FosonFm
i Total CPU Litilization _ ; _
WiEw |21l Johs =| Tirne petiod: 50500 PM - 6:05:00 PM
IR a0
EIII: - Jab | User | Murnber | Type | cPU% | Trar
1 & Joh0325 As0324 031002 Batch 13.10 -
404 40 o & Joh0324 As0324 031003 Batch 10.70
1 @ Qzdasoinit  GQuser 030255 Batch 348
mn4 M & Opadevdl.. As0320 031008 Passthro... 3.6R
1 & Jobas0320  As0320 031009 Batch 0.45
0 . ' & Cfinti LIC task 0.26
S:05:00FM 5:45:00PN ® Ordasoinit  GQuser 031017 Batch 012
— — — & Cfinto4 LIC task n.04
fm Interactive CPU Utilization & Qypsisvr Qypsjsvr 030718 Batch 0.04
407 =40 & Smuycager... LIC task 0.03
& Cfintoz LIC task n.oz
& Cfint03 LIC task n.oz
& Cripfrota GClsys 030918 Batch 0.0z
207 T20 & [delanrboo LIC task 0.01
@ Chpssry Clsys 030717 Batch 0.01
& Qlppmchk Qpm400 031018 Batch 0.01
@ Qlppmsu.. GQpm40o 030995 Batch 0.01
E'#E'I'ZIEIF'M @ Qlppmsu.. GQpm40o 031018 Batch 0.01
S B Cenimete st 1™ 4 lr n n4 i
_ — Rl i »
g_ — Summany - 5:05:00 PM - 6:05:00 P
N
°-, CFPL utilization {interactive): .78 % Tranzactions: il Disk % husy: 265 %
[aN]
g CFPL utilization (other): 2478 % Transactions per hour: 4 Disk o 2274 pg
T
Job Count: T AVBIADE FRSPONSE: 5.058 sec Logical DB i ] & S
S~




IBM eServer iSeries

Notes: Display Perf. Data - Graphs: Time Changes

In this example we have specified different beginning and ending times to show only the time period where work was actually being done. We
have also changed to show the total CPU utilization and interactive job CPU utilization data graphically.

Selecting a specific point on the graph with your mouse updates the information being displayed in both the Details pane and the Summary
pane, and causes the selected point to turn black. To select multiple points, you can hold down the Ctrl key while selecting points, or you
can hold down the left mouse button while moving the mouse across the time intervals. To select all points again, just click the Update
button.
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IBM eServer iSeries

ffm Display Performance Data - As25
File Graphs View Repors Help

From: " Beginning i |Oct3,2l:|l:|2 :jl To “+ End i |D|:t3,2IZIIZ|2 ::I Update
[e:20:00AM =2 [eraoonam -4

&= Total CPU Litilization o B |
= = Wiew: [Time Interval | Time period:  8:20:00 AM - 2:50:00 AM
a0
Bl e | CPL% | Transaction Co... | Average Respons... | Disk 0 .. | -
1000 .. 16.20 1] 0.0o 62318
m || BAOO 17.71 o 0.00 74710
500 1725 5
a1 ) 3500 .. 27.94 14
: | 10:00 ... 61.82 7
0+ + } ' } + L 15:00 .. an1z 1
8:20:00AM 2:30:00AM 2:40:00AM 2:50:00AM R0-00 56 58 5

#fm Interactive CPU Liilization

I:I w 0 t } } D
2:20:00AM 2:30:00AM 2:40:00AM 2:50:00ANM
. — | B
g_ — Sumimary - 8:20:00 Al - 3:50:00 AR
gl CFL dtilization (interactive): 14.39 % Transactions: 32 Disk % busy: 197 %
[aN]
8 ZFL utilization {other): 18.14 % Transactions per hout: 54 Disk o 185.4“per
) &)
Job Count: 71 AVBrage response: 28 68 sec Logical DB o ] § s
= Lo




IBM eServer iSeries

Notes: Display Perf. Data - Graphs: Time Intervals

In this foil we have changed from viewing by All Jobs to viewing by Time Interval. This example is a nice way to easily see some performance
metrics that may need some further investigating.

In this example, note that the total CPU utilization increases and decreases along with Interactive (5250 jobs) utilization . In this example,
there is no problem indicated.

Note the time interval information in the right pane. Time intervals 8:45 AM and 8:50 AM has 204 and 142 second average response times
when CPU utilizations were quite reasonable.

further investigation would include scrolling through the other graphs to note any other "abnormal™ resource utilizations, such as high disk arm
(busy) utilizations.
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IBM eServer iSeries

Using Performance Graphs with Graph History, ...

= Performance Graphs views detailed performance metrics based upon the associated
collection object and performance database files. Can show more details more quickly

than other OS/400 "performance tools"
» Graphed metrics can be "near real time" when using an active collection object.

» No threshold automated actions can be specified.

= Graph History is intended for viewing performance metrics from a historical perspective
- over several months or years.

» When selecting an active collection object, the "end time" viewed can be "near real
time, but the start/beginning time can before the start time of any selected

collection object.
» No threshold automated actions can be specified.

» Per Start Collection Services can see detailed job information

= System monitor monitors specific metrics real time and can specify automated
threshold actions. Up to most recent 60 minutes can be viewed.

» Can show job detalls real time

© 2000-2003 IBM Corporation
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IBM eServer iSeries

System Report Enhancements

= Print System Report (PRTSYSRPT)
» The Communications Summary now includes the Point-to-Point Protocol (PPP)
information
» A new section was added that shows information about transactions processed by
HTTP Server jobs

» More detail about non-interactive server jobs
— Supports V5R1and V5R2 performance database files

it Display Performance Data - AsD7

File Graphs Wiew Nl Help
| | n? System

Companent
From: * Begit |4

Poal

[ e
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IBM eServer iSeries

Notes:. System Report Enhancements

The Print System Report (PRTSYSRPT) output has been updated to reflect several enhancements, which include the following:
= The Communications Summary now includes the Point-to-Point Protocol (PPP) information. The PPP protocol is also shown in the
Communications Detail section of the Resource Report. The Display Performance Data (DSPPFRDTA) command also shows Point-to-Point
Protocol information from the Display Communications Line Detail display.
= A new section was added that shows information about transactions processed by HTTP Server jobs. This information is presented for
each interval with a summary and average line at the bottom of the report.
= New categories were included in the Workload, Resource Utilization, and Resource Utilization Expansion sections to show more detail

about non-interactive server jobs.

Notes for V5R2:
= You can use the STRPFRT menu to print the 5722-PT1 reports
= You can use the PRTSYSRPT , PRTCPTRPT, PRTJOBRPT, PRTPOLRPT, PRTRSCRPT, etc. commands
= You can, as shown on this foil, use the new Performance Tools Display Performance Data iSeries Navigator built-in to print the reports
listed on this foil. When using the iSeries Navigator, you can use the AFP Viewer to view the spooled output.
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IBM eServer iSeries

System Report: Non-interactive Workload

Non- | nteracti ve Wr kl oad

Job Nunber Logical DB ------ Printer --------- Comuni cat i ons CPU Per Logi cal

Type C Jobs 1/0O Count Li nes Pages I/ O Count Logical I/0O /0O /Second
Bat ch 61 4,125, 978 7 1 0 . 0004 2,292.2
HTTP 5 0 0 0 0 . 0000 0
DCM NO 14 28 0 0 0 3.4523 0
QCLLECTI ON 1 49 0 0 0 . 0100 0
D RSRV 4 14 0 0 0 . 7041 0
s 8 11, 694 0 0 0 . 0004 6.4
SMIP 2 0 0 0 0 . 0000 0
MEMITCENTRAL 3 6, 847 0 0 0 . 0056 3.8
03400 3 0 0 0 0 . 0000 0
NETSERVER 1 0 0 0 0 . 0000 0
Tot al 118 4,144, 610 7 1 0
Aver age . 0008 2,302.5
Average CPU Uilization. . . . . . . . . . . .. 29.6
Ul Wilization . . . . . . . . .. ... 1 243
U2 Wilization . . . . . . . . .. ... . 293
U 3 Wwilization . . . . . . . . . . .. .. .: 3.8
U 4 Wilization . . . . . . . . . . . . . . .. 333
Total CPU Wilization (Interactive Feature) . .: 3.2
Total CPU Wilization (Database Capability) . .: 20.4

Note: Starting January 2003 the word "interactive" should be specifically recognized as
meaning jobs/threads doing I/O to 5250 (emulators, 3270 emulators).

© 2000-2003 IBM Corporation
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IBM eServer iSeries

Notes: System Report: Non-interactive Workload

Starting with V5R2 various System Report sections include a more granular grouping of non-interactive job statistics.

In this example you can see resources utilized by several groups of functions, including:
= HTTP servers
= Collection Services
= SQL servers
= Management Central functions
= 0S/400
= NetServer
= and more....
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IBM eServer iSeries

Notes: System Report: Non-interactive Workload 2

One way to validate these new groupings of "server work" in this report is to run a query over the Collections Services QAPMcccc database
file
QAPMJOBL. We grouped together job records associated with the Management Central category as indicated in field JBSVRT:

Task
Job Server Job Job Task type Job
name type type subtype type extender flag
QYPSGETI NV| Q BM_MGMICENTRAL_AGENT B 03 RP <<<<L<L<L<L
QYPSJISVR Q BM_MGMTICENTRAL B 03 RP
QYPSSRV ' —o-BM-MEMFEENFRAE— B 03 RP
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IBM eServer iSeries

System Report. Resource Utilization

Tns Active  m-mmmeee e Dsk 1/OPer Second -------------m-mommmmommoo
Job CPU / Hour Jobs Per Total  ----------- Synchronous ----------- ----------- Asynchronous ---------
Type Wil Rat e I nt erval /0 DBR DBW NDBR NDBW DBR DBW NDBR NDBW
PassThru 3.5 162 1 .8 .0 .0 .1 .0 .5 .0 .0
Bat ch 22.9 2 30 151.9 3.3 7.3 1.1 9.1 55.3 75.2 .0
HTTP .0 0 0 .1 .0 .0 .1 .0 .0 .0 .0
DCM NO 1.3 0 0 1.3 .0 .0 .3 .7 .0 .0 .0
COLLECTION .0 0 0 .2 .0 .1 .0 .0 .0 .1 .0 .
D RSRV .1 0 0 15.1 .0 .0 .2 11.8 .0 .0 .0 3.
SsQ .0 0 0 3.3 .6 .4 .5 .5 .0 .5 .0
SMIP .0 0 0 .0 .0 .0 .0 .0 .0 .0 .0
TELNET .0 0 0 .0 .0 .0 .0 .0 .0 .0 .0
MGMICENTRAL . 5 0 0 3.6 .1 .0 2.2 .5 .0 .1 .0
03400 .0 0 0 .0 .0 .0 .0 .0 .0 .0 .0
NETSERVER .0 0 0 .0 .0 .0 .0 .0 .0 .0 .0 .
Aver age 28.6 164 31 176.8 4.1 7.9 4.8 22.9 56.0 76.1 .0 4.,
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IBM eServer iSeries

System Report: Resource Utilization Expansion

Non-Interactive Resource Wilization Expansi on

————————————————————————————————————————————— Average Per Second ----------mmm oo
----------------------- Physical Disk 1/O------------c-uuomuooo —------- logical --------- -Communi cations-

Job - Synchronous ----------- ---------- Asynchronous ----------- ----- Data Base 1/O------ 1/0
Type DBR DBW NDBR NDBW DBR DBW NDBR NDBW Read Wite Q her Get Put

Bat ch 3.3 7.3 1.1 9.1 55.3 75.2 .0 .3 975.5 341.2 975. 3 .0 0
HTTP .0 .0 Nl .0 .0 .0 .0 .0 .0 .0 .0 .0 0
DOM NO .0 .0 .3 .7 .0 .0 .0 .1 .0 .0 .0 .0 0
QOQLLECTI ON .0 .1 .0 .0 .0 .1 .0 .0 .0 .0 .0 .0 0
D RSRV .0 .0 .2 11.8 .0 .0 .0 3.1 .0 .0 .0 .0 0
s .6 .4 .5 .5 .0 .5 .0 .4 .0 .8 5.5 .0 0
SMIP .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 0
TELNET .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 0
MEVITCENTRAL .1 .0 2.2 .5 .0 .1 .0 .5 2.7 .0 1.0 .0 0
G400 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 0
NETSERVER .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 .0 0
Aver age 3.3 7.3 1.1 9.1 55.3 75.2 .0 .3 975.5 341.2 975. 3 .0 0
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IBM eServer iSeries

System Report: HT TP Server Summary

Syst em Report 060302 12:39:4
HI TP—Sefrver—Sanvrary Page 001
HTTP, I nt, Bch, CDBC, MJnventory
enber H BCDBCMC  Model / Seri al 720/ 10- 394TM Mai n storage . 5120.0 MB Started 06/ 03/ 02 12:00:0
Library . V52PFRDTAS Syst em nane . . AS25 Ver si on/ Rel ease 5/ 2.0 Stopped 06/03/02 12:30:0
Fartition ID 000 Feat ure Code 208D 2064- 1505
erver Server job Server job  Server start @ ------- Threads ------- -- Inbound GCpnnections -- Request s Responses
ane user nunber date/time Active Idle Non- SSL SSL recei ved sent
\DM N QTMHTTP 009159 06/ 03/ 02 08: 53 0 80 1 0 3 3
NMSVROL  QTMHHTTP 009190 06/ 03/ 02 10: 53 0 80 0 0 99 99
erver nane -- The server job nane. Identify the child job for the server.
rver job user -- The server job user. Identify the child job for the server.
rver job nunber -- The server job nunber. Identify the child job for the server.
erver start date/time -- The nost recent start or restart time in format mmidd/yy hh: nmss
‘hreads active -- The nunber of threads doi ng work when the data was sanpl ed.
hreads idle --  The nunber of idle threads when the data was sanpl ed.
on-SSL I nbound Gonnect -- The nunber of non-SSL i nbound connecti ons accepted by the server.
5SL I nbound Connections -- The nunber of SSL inbound connections accepted by the server.
equests recei ved -- The nunber of requests of all types received by the server.
¥sponses sent --  The nunber of responses of all types sent by the server.
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IBM eServer iSeries

Component Report Enhancements

= Print Component Report (PRTCPTRPT)

» New selection category to select the job types to print
— Helpful for analyzing interactive work on a server model

» New selection category to select which job priorities to include in your report
— Helpful for getting totals of the high priority work

» The Database Journaling Summary section

— Includes a new subsection that shows information related to journal counters
and operations

» New HTTP detalls statistics section

i Display Performance Data - AsO7

File Graphs View NEi=lddg=l Help
| | h? System

Component
Frarmn: & Begit |4

FPoal

[ Pl
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IBM eServer iSeries

Notes: Component Report Enhancements

The Print Component Report (PRTCPTRPT) command was updated to reflect several enhancements, which include the following:

= A new selection category allows you to select the job types to print. This selection is helpful for analyzing interactive work on a server
model.

= A new selection category allows you to select which job priorities to include in your report. This selection is helpful for getting totals of
the high priority work and finding all priority 00 work when a system has high overhead.

= A new column reports the percentage of write cache overruns (% write cache overruns).

= The Database Journaling Summary section includes a new subsection that shows information related to journal counters and operations.
The data for the new counters are stored in the QAPMJOBMI file.

= There is also a planned section showing detailed HTTP statistics. At the time this presentation was published only a simple example
was available. See the example report foil later in this presentation.
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IBM eServer iSeries

Component Report Interval Activity - Interactive Feature

Conponent Report
Conponent Interval Activity
Contains |, B, COBC, HITP, MJnventory work

Menber . . . : IBHOMDTA Model/Serial . : 170/10-3DT9M Main storage . . : 2816.0 MB Started .

Library . . : Vb2PFRDTA Systemnane . . :AS20 Ver si on/ Rel ease 5/ 2.0 Stopped .
Partition ID : 000 Feature Code . :2388-2388

I nt DB ----- Dsk 1/O------ H gh

Itv Tns Rsp DDV -CPU Uilization- Fegt Qb ----- Pef Second ---- -Wilization- ---

End / Hour / Tns /10 Total Inter Batch Will Wil Sync Async D sk Uhit Mh
06: 20 0 .00 0 30 .0 1.9 0 .0 210 .8 3 0006 O
06: 25 216 .16 0 30 .0 2.0 .2 .0 413 1.0 4 0006 O
06: 30 322 1.25 0 45.6 22.3 2.5 1335 6.0 18J1 26.2 5 0006 O
06: 35 228 16. 94 0 82.5 11.1 22.7 109.9 18.6 53]3 60.0 26 0007 28
06: 40 500 .97 0 90.6 8.4 48.2 104.1 35.3 86)5 40.3 73 0007 3
06: 45 698 29. 63 0 49.5 4.0 42.0 24.5 33.6 1164 13.9 93 0006 10
06: 50 0 .00 0 18.3 0 15.5 0 .1 517 7.0 77 0001 4
06: 55 59 .40 0 5.6 0 4.0 0 .0 3i8 .8 21 0001 O

Note: Starting January 2003 the word "interactive" should be specifically recognized as
meaning jobs/threads doing I/O to 5250 (emulators, 3270 emulators).

© 2000-2003 IBM Corporation
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IBM eServer iSeries

Notes: Comp. Report Interval Activity - Interactive Feature

Not new in V5R2, but notice the peak Interactive Feature utilization during certain intervals.

Interactive Feature utilization of over 100 percent over a 15 minute time period as shown was impacting the 5250 job response times as
shown in the long response time values in the time periods ending 06:35 and 06:45. Remember the values shown are the average over the
time intervals.

In the time period ending 06:45 the 5250 jobs consuming high utilization values started the downward transition to reasonable utilization.
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Component Report Job Workload Activity: HTTP jobs

Conponent Report 6/ 03/ 02 12:39: 4
Job Wrkload Activity Page
HTTP, Int, Bch, CDBC, M nventory

Menber . . . : HBCDBOMC Model/Serial . : 720/ 10-394TM Main storage . . : 5120.0 MB Started . : 06/03/02 12:00:0

Library . . : Vb2PFRDTA5 Systemnane . . :AS25 Ver si on/ Rel ease : 5/ 2.0 Stopped . : 06/03/02 12:30:0
Partition ID : 000 Feature Code . :208D 2064- 1505

T P DB

Job User Nane/ Job y t CPU  Opb Tnhs e Dsk 1/O--------- om PAG

Nane Thr ead Nunber p Ay Wil Wil Tns / Hour Rsp Sync Async  Logi cal /O Fault
ADM N QIMHTTP 009159 B 02 25 .00 0 0 0 000 0 0 0 0 0
ADM N QIMHTTP 009160 B 02 25 .00 .0 0 0 . 000 0 0 0 0 0
ADM N QIMHTTP 009161 B 02 25 .00 .0 0 0 . 000 2 0 0 0 0
JIMCSVRO1I QIMHHTTP 009190 B 02 25 .00 .0 0 0 . 000 0 0 0 0 0
JIMSSVRO1I QIMHHTTP 009191 B 02 25 .00 .0 0 0 . 000 0 0 0 0 0
JIMSSVRO1I QIMHHTTP 009192 B 02 25 .00 .0 0 0 . 000 4 3 0 0 0
JIMCSSVRO1I QIMHHTTP 009193 B 02 25 .00 .0 0 0 . 000 208 0 0 0 0
JIMCSSVRO1I QIMHHTTP 009194 B 02 25 .00 .0 0 0 . 000 0 0 0 0 0
JO EVALUAT L 0200 .00 .0 0 0 . 000 1 1620 0 0 0
JO TN NG L 02 00 .00 .0 0 0 . 000 0 0 0 0 0
J(B240323 AS0323 009248 B 05 50 14.18 12.5 0 0 . 000 4427 70628 1292806 0 0
J(B240324 AS0324 009246 B 05 50 13.96 12.3 0 0 . 000 3980 70324 1335056 0 0
JOB240325 AS0325 009245 B 05 50 12.69 10.5 0 0 . 000 20757 77184 1451560 0 0
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IBM eServer iSeries

Notes: Comp. Report Job Workload Activity: HTTP jobs

There is nothing new for V5R2 in this report. Note the HTTP server jobs that appear on an earlier foil showing the new HTTP summary section
in the V5R2 System Report.
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IBM eServer iSeries

Component Report - HTTP statistics

= Per server job

» Statistics shown for each interval and request type within interval:

prz
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SR: Requests handled internally by server itself - no program processing

SL: Requests of all types received via SSL (Reports activity that occurred over
an SSL connection even though that activity is also reported with other
applicable request types)

PX: Proxy requests

CG: CGl requests

WS: WebSphere requests

JV: IBM Java Servlet Engine requests

UM: Requests handled by user modules

FS: Static requests handled by FRCA (Fast Response Cache Accelerator)
FX: Requests proxied by FRCA

/03



IBM eServer iSeries

Notes: Component Report - HTTP statistics

This foils lists the HTTP server "request types" that are accounted for in the new for V5R2 HTTP statistics section of the Component Report.
The first sort criteria is by interval and then by request type.

prz

BGP02_P2
/03

© 2000-2003 IBM Corporation




=
=
==

IBM eServer iSeries

Component Report - HTTP statistics: example report
= Server
m Regquests handled exclusively by the HTTP server - " SR" (read only pages)

Conponent Report 7/03/02 8:34:1
HTTP Server Activity Page 24
HTTP, Int, Bch, CDBC, MJnventory
Menber . . . : HBCDBOMC Mdel/Serial . : 720/10-394TM Main storage . . : 5120.0 MB Started . : 06/03/02 12:00:0
L brary——m""Y52 . . AS25 Ver si on/ Rel ease 5/ 2.0 Stopped . .: 06/03/02 12:30:0
won ID : 'OOO Feature Code 2 :208D- 2064- 1505
Server < 009190/ 1
-------- Responses --------- KB KB
Itv  Req Request s Pct Transnitted Recei ved
End @ Recei ved Sent Error Error / Second / Second
12:30 SR 99 99 0 00 1 0
Col umm Tot al Aver age
Request s Recei ved 99
Responses Sent 99
Responses in error 0
Pct Responses in error . 000
KB Transmitted/ Second 1
KB Recei ved/ Second 0
Itv End -- Interval end tine (hour and ninute)
Req type -- The type of request being reported
Request s Recei ved -- The nunber of requests received by the server
EResponses Sent -- The nunber of responses sent
2 Error Responses -- The nunber of responses in error
n.cht Error Responses -- Percentage of responses in error
SKB Transmtted/ Second -- Nunber of Kkilobytes (1024 bytes) transmtted per second
%KB Recei ved/ Second --  Nunber of kilobytes (1024 bytes) received per second 8
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IBM eServer iSeries

Notes: Comp. Report - HTTP statistics: example report

This is a simple example of a page of the new Component Report section - showing only the number of SR requests processed completely by
the HTTP Server. It does not show a realistic workload. At the time this presentation was being published a meaningful example was not yet
available.

However, this example does show you the kinds of summary statistics available from this report.
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IBM eServer iSeries

Work with System Activity

= Current processing capacity
» Useful in a dynamic LPAR and shared processor environment

= Time spent by the job or task in a waiting state
» Wait categories: CPU, disk, journal entry

-

Work with System Activity AS25
04/29/02 14:10:5
Automatic refresh in seconds . . . . . . . . . . . . . . . . . .. 5
El apsed time . . . . . . : 00: 00: 02 Average CPU util . . . . : 42.3
Number of CPUs . . . . . . : 4 Maxi mum CPU util . . . . . : 87.1
Overall DB CPU util 53.4 M nimum CPU util . . . . . : .
Current processing capacity: 4.0
Type options, press Enter.
1=NMbnitor job 5=Work with job 6=Wait detail
- \/j
Job or e Storage--------- Tot View 4
Opt  Task User Nunber  Thread Al located Deallocated \Wait|__ '
JOB0302H AS0302 002201 00000001 0 o —o0
JOB0301H AS0301 002200 00000001 0 _ — 0 .0
|OPI-HRI-P 0~ 0 .0
-
-
-~
-
-
-
& A
Q
a
o K Bot Lo{41
g F3=Exi t F10=Update |i st Fli1=View 1 F12=Cancel F19=Aut omatic refresh ™
) o
on 4=\VDI - S~
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IBM eServer iSeries

Notes: Work with System Activity

With V5R2 the Work with System Activity (WRKSYSACT) command display shows the current processing capacity on all views. This
information is useful in shared processor environments, especially in cases where the capacity of the partition changes but the number of
virtual processors does not change.

By selecting "View 4", the Work with System Activity display also shows the total percent of time spent by the job or task in a waiting state.
You can view a list of the wait categories with option 6 (Wait detail).

Wait (percent) details are included for:
= CPU consumed within thread or task
= CPU queuing
= DASD (regular 1/0 operations)
= DASD (other)
= Journal

Several fields that relate to the wait time accounting data are added to the QAITMON file, which is created by the WRKSYSACT command.
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IBM eServer iSeries

Performance Explorer

= Now requires *SERVICE authority.

= Reduces the amount of data that you capture
» New CL commands to create a filter

= New events added to the Add PEX Definition (ADDPEXDFN) command

= New Work with PEX Definitions (WRKPEXDFN) command.

= New database files

prz
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IBM eServer iSeries

Notes: Performance Explorer

This is an overview of the Performance Explorer enhancements, you can also find these in the iSeries Information Center.
= Performance explorer commands now require that users have *SERVICE authority.
= New CL commands allow you to create a filter to reduce the amount of data that you capture.
= Add PEX Filter (ADDPEXFTR): Defines the program/module/procedure whose entry/exit detailed performance data should be kept.
=Work with PEX Filter (WRKPEXFTR)
=Remove PEX Filter (RMVPEXFTR)
= The STRPEX command was enhanced to support filters.
= Performance explorer now uses the management collection object (*MGTCOL) to convert collected data into its database files. The
Create PEX Data (CRTPEXDTA) command performs the conversion.
= The following events were added to the Add PEX Definition (ADDPEXDFN) command:
= Application events (APPEVT)
= Portable Application Solution Environment (PASE) events (PASEEVT)
= Journal events (JRNEVT)
=iSeries NetServer, File Server, and Network File System Server and Client events (FILSVREVT)
= Synchronization events (SYNCEVT)
=Expert cache events (EXPCCHEVT)
= A new value was added to the Operating System events (OSEVT) parameter, *HOSTSVRCNN, on the ADDPEXDFN command. This value
is the same as the *DBSVRCNN value. *HOSTSVRCNN is the recommended value.
= A new command is provided that allows you to work with your performance explorer definitions: Work with PEX Definitions (WRKPEXDFN)
command.
= A new collection state of incomplete can be displayed when ending a performance explorer session. This state means that the
collection ended unexpectedly.
= The iSeries Information center shows an overview of all the new and deleted files for this release.

See the section on iDoctor for iSeries for other ways t o use the Performance Explorer options
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IBM eServer iSeries

Trending, Sizing, Capacity Planning tools
update
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IBM eServer iSeries

PM eServer i1Series* in V5R2

= Automatic Data Collection
= 'Do you want to activate PM/400?'
message
» | for ignore

» PM eServer iSeries does Automatic
Data Collection only -if no
response to this message

» 60 days of condensed data is kept
(approximate 50 Mb)

= No need to wait weeks for enough
meaningful data to be collected

= See PM eServer iSeries website for "PM
and Collection Services"

*PM/400e has been renamed PM eServer iSeries. V5R2 OS/400 Management Central screens may still show PM/400.

© 2000-2003 IBM Corporation

Senvers * Midrange servers = PM eServeriSeries

PM eServer iSeries

Helping wou manage for e-business on demand

Looking far an easy way to help yau manage the growth and performance of your ‘
(B & server iSeries or ASM4007 Would you like to more easily understand what
ittakes to position yourselfto capitalize on T inthe e-husiness on demand era? |
(e.g. Better information for understanding the use of capacity upgrade on
demand, exploitation of e-business technologies like WebSphere and Daomino, nw
semer consolidation or the iSeries multi-operating environments) Wouald you like ==
access to your systemn's performance, capacity and growth information and

supporing weh based reparing and systemn sizing toals that can help you

understand this for no additional charge? Then [Bk Ferformance Management

for @ server iSeries (PM eServer iSeries), formerly known as P eServer iSeries,

in conjunction with the 1B eServerWorkload Estimatar, is just what you are

loaoking for.

PM eServer iSeries News Take our Guided Tour

=+ Announcing Pl eServer iSeries , ihat is PM eServer iSeries and = Pl

_, EMeSereriseries benefits in the wihy activate it? —>L
e-business oh demand era ., How PM eServer iSeries works and o]

_, Wersion 5 Release 2: PM eServer wihat it provides =1
iseries Enhancements + Benefits of PM eServer iSeries

o Automatic P eServer iSeries data Customer Systermn Reguirements
collection ~ and Availability |
Mew method of transmitting data =+ Guided Tour FAQS

=+ using the Integrated asynchronous o )
modem =+ Hepor Descriptions with Examples

-

=+ More news and announcements

Activating PM eServer iSeries

=+ Simple activation steps -+

Fepor Examples

Existing Customers

Existing Custormers FAGS

. A
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IBM eServer iSeries

Notes: PM eServer 1Series* in V5R2

PM eServer iSeries automatically collects performance data, unless you upgrade from a previous release and turn off PM eServer iSeries
performance data collection on the previous release. The data is not transmitted to IBM until you give permission to send it to IBM. The
benefit of automatically collecting performance data is that you have the data when you need it and you can receive the PM/400 reports
sooner after you activate PM/400. For the most current information about the PM eServer iSeries reports, go to the PM eServer iSeries Web
site.

In summary:

Basically, PM eServer iSeries has an autostart job under the QSYSWRK subsystem. This is not new. PM eServer iSeries has not yet been
activated, the PM eServer iSeries job issues the message 'Do you want to activate PM/400?"' In the past, it waited for an answer to this
message before starting collection services.

Today, collection services is started prior to receiving an answer to this message. The data will not be transmitted until the answer to the
question is positive. If the response is 'G' for Go, then PM eServer iSeries is setup for synchronous transmission. If the response is 'I' for
ignore, PM/400 keeps collecting data only. If the response is 'C' for cancel, all of the PM eServer iSeries jobs are just ended and will not start
collection services again or ask the question again.

PM/400 will not end collection services, even if PM eServer iSeries was the one that started it. Collection services is started at IPL.

The purpose is for those customers that haven't said they didn't want PM eServer iSeries, we'll start collecting the data. We keep 60 days
condensed data.

Whenever the customer decides they do want data transmitted, they only need to activate the product (through an APl or CFGPM400
command) and then the 60 days of data that was already collected will be sent to IBM.

In the past, once they activated the product they started collecting data and there was no history, so they had to wait weeks for enough
meaningful data to be collected.

How do Collection Services and PM eServer iSeries work together? (Not new for V5R2 but relevant for the new automatic collection)

PM/400 automates the collection of performance data by triggering Collection Services. Even if you are collecting your own performance data,
you can still use PM eServer iSeries. PM eServer iSeries will make the following changes to Collection Services:

By default Collection Services will be started after IPL and configured to create the performance database files (QAPM*) during collection. You
can run your tools against these files or you can do your own CRTPFRDTA against the collection object. By default the collection library will be
changed to the QMPGDATA library. Both collection objects and files will be created into this library. You can modify the library that PM eServer
iSeries uses by GO PM400, 'Work with PM/400 Customization' option, Performance Data Library. Changing this library value will change where

~N  PM/400 instructs Collection Services to write the database files and where PM/400 will look for the data. Since PM eServer iSeries is initiating
:\3{ the collecting of the data, PM eServer iSeries will also remove the data from the QAPM* database files.
o

[
AN
S Note: Basic PM eServer iSeries (formerly PM/400e) functions are free of charge. For detailed chart functions there are additional reportsd’:md
graphs. You do not need these additional charge functions just to start PM eServer (PM/400e) on your system. Q
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IBM eServer iSeries

Notes: PM eServer 1Series in V5R2 -2

PM eServer iSeries automatically collects performance data, unless you upgrade from a previous release and turn off PM eServer iSeries
performance data collection The number of days of data that is kept defaults to O, which is the current day's data. If you want to keep more
data for your own use, this purge value can be changed by GO PM400, '‘Work with PM/400 Customization' option, Performance data purge
days. PM eServer iSeries will collect data with the *STANDARDP category by default. The Collector Definition *ENHCPCPLN will also be
allowed. If Collection Services is set to a Collector Definition of something other than *STANDARDP or *ENHCPCPLN, the collector definition
will be changed to *STANDARDP. This is required to get a complete set of data that will be useful to PM/400 and WorkLoad Estimator (WLE).
PM/400 will not change the Collection Services Interval Value or any other collection attributes. The default and recommended value is 15
minutes. Intervals less than 15 minutes are allowed and will result in more space being used on your system.

PM eServer iSeries, the powerful, automated 0S/400 function that provides the necessary iSeries or AS/400 utilization data needed to help
more easily manage the growth and performance of your system, has minor improvements in V5R2. V5R2 comes with the functions originally
made available with V5R1 PTF number S102609. This V5R1/V5R2 support will automatically start collecting a rolling 60 day summary file of PM
eServer iSeries history information for your later use as needed.

Access to this vital information can help you better understand your system's current utilization and growth, where potential bottlenecks
might be now or later, and help you determine (size) what your next required system upgrade might be (through the integration of your PM
eServer iSeries data with the IBM Workload Estimator).

prz

N
o
N
o
o
O}

/03

© 2000-2003 IBM Corporation



IBM eServer iSeries

Notes: PM eServer 1Series* in V5R2in V5R2 -3

You have several of choices of using PM eServer iSeries* in V5R2:

= As always, you can optionally activate and transmit PM eServer iSeries* in V5R2 data at system set up and begin viewing your capacity
and performance reports within 3-4 weeks on the web, or

= |f you elect not to activate and transmit PM eServer iSeries* in V5R2 data at system set up time, you can be assured, with this PTF,
your system is collecting a small file of critical PM eServer iSeries* in V5R2 performance data that you can elect to transmit to IBM at
any time via the CFGPM400 command or through the Universal Connection*. Once transmitted, you and your IBM Representative or IBM
Business Partner, will quickly be able to see meaningful graphs reflecting your systems most recent performance, utilization and growth.
No more waiting for 3-4 weeks for critical data to be collected; it will be ready for transmission.

= The choice to not have PM eServer iSeries* in V5R2 active at all on your system by taking option "C" for cancel at the PM eServer
iSeries* in V5R2 activate prompt during OS/400 set up or by you running the Q1PENDPM API remains.
But the question to ask yourself is, 'why wouldn't | want the assurance that the critical data needed for helping understand utilization,
performance and capacity requirement issues is being routinely transmitted to IBM or, with this PTF, at least being automatically
collected for future transmission as needed?'.

For a more detailed explanation on how to work with this new function, how it can coexist with Collection Services data for use with the IBM
Performance Tools, etc., see the FAQ titled "How do Collection Services and PM eServer iSeries* in V5R2 work together?" on the PM eServer

iSeries* in V5R2 homepage.

* If you have previously inactivated PM/400e (PM eServer iSeries), no data will be collected.
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IBM eServer iSeries

Workload Estimator

= Updated to include the new iSeries 800, i810, 1825, 870, and i890 series of systems.

= |nclude support for OS/400 V5R2

» Support for VAR5 within the Estimator has been dropped Detailed Walldhrough
COptions Wiralkthrough

Basic Wialkthrough

Save and Beuse

= Logical Partitioning (LPAR)

Consolidation

» Check out the new tutorial "Logical Partitioning" P/400 Integration
Logical Paritioning
k- Help
= Workload Updates i
= Operational Assumptions Updated Type of Workload| Name of Workload |
|E}{isting j |E}{isting #1
= "Processor on Demand" SiZing |Weh_Cnmmercej |We|:|_i3|:|mmerl::e#’|
updated [WebSphere =] [WebSphere WAS 403

) TTze the pull downs to select m
= Growth Solution Updated vour workloads. Then press

Allow Another YWorkload |

N LPAR Status: [LPAR Shared Proc = |

:\:i' Mo LPAR

a LF'»'J'H Dedicated Proc

8 |

o (92
9
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IBM eServer iSeries

Notes: Workload Estimator

April 2002, January 2003 servers: The Estimator has been updated to include the new iSeries 800, i810, i825, i870, and i890 series of
systems.

0S/400 V5R2: The Estimator has also been updated to include support for 0OS/400 V5R2. At the same time support for V4R5 within the
Estimator has been dropped.

Logical Partitioning (LPAR): The Estimator has been updated to support the sizing in a Logical PARtitioning (LPAR) environment. LPAR is a
mode of machine operation where multiple copies of operating systems run on a single physical machine. The support within the Estimator
allows you to decide the mode of LPAR (Dedicated or shared processors) and assign workloads to these Partition. Check out the new tutorial
"Logical Partitioning" for information on utilizing this new feature.

Workload Updates: For workload updates, see the following foils.

Operational Assumptions Updated - The operational assumptions (Options) have been updated to allow the target utilization to vary
according to the number of processors on the system.

"Processor on Demand" sizing updated: In prior versions of the Estimator, when the Estimator was searching for available systems, the
Estimator would only look at the processing power of a POD model with the fewest processors activated. Thus if the CPU requirements of the
workloads was greater than the minimum CPW rating, the model would be ignored. Starting in the 2002.2 version, the Estimator will look at the
number of processors available within a POD and attempt to determine the number of processors that would need to be activated.

Growth Solution updated: In versions of the Estimator prior to v2002.2, the growth percentage that was specified on the Selected System
page would have been applied to all workloads (except PM/400 which uses its own growth factors based on historical data). Starting in
v2002.2, each workload has its own individual growth factor. Hence for those estimations that have multiple workloads, it is now possible for
each workload specified to grow at a different rate.
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IBM eServer iSeries

Workload Estimator Workload Enhancements

= May 2002 updates:
» WebSphere: The WebSphere workload updated to reflect WAS 4.0.3 performance.

» WebSphere Commerce: The Web Commerce workload updated to reflect
WebSphere Commerce for iSeries V5.4 performance.

» WebSphere Commerce Payments: The Web Commerce workload to reflect
WebSphere Commerce Payments for iSeries V3.1 performance as well as the new
BankServ ACH cassette.

» HTTP Server (powered by Apache): The HTTP workload updated to reflect the
performance of the newest version of the IBM HTTP Server for iSeries integrated

with OS/400.

» Domino: The Domino workload was updated to include a Sametime - Audio/Video
application profile. For more information about this profile see the Domino workload

help text.
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IBM eServer iSeries

Workload Estimator Workload Enhancements -2

= November 2002 updates:

» Notes Domino 6 - The Estimator has been updated to include support for Lotus
Notes Domino 6, including improved estimations and reflect new versions of the
various Lotus products. Highlights of these enhancements are:

» Sametime 3.0 and QuickPlace 3.0 application updates
» The ability to size Inbound Cluster Replication workloads
» Separate Mail and Application Clustering definitions

» a 3xHeavy type for mail users

» Additional LPAR specifications for Domino

» The ability to size Transaction Logging processing

» Processing adjustment based on mail database size
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IBM eServer iSeries

Workload Estimator Workload Enhancements -3

= January 2003:
» Linux web and file serving
» WebSphere Application Server 5.0
» WebSphere AS 5.0 Expreess
» WebSphere Commerce
» WebServing update
» WebSphere Portal Server
» Webfacing
» New servers
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IBM eServer iSeries

Workload Estimator Workload List Example

mairamE " B ArLELALT A A rE T A FAAprprire © tn vairassEsiraaia—r TAy e ariammn

IBM Workload Estimator

Werslon: 2034
Z-Jardd

IBM@ Servé r Workload Estimator “"‘“;

Cantact IEM Basic Workload Selection

Tutorials

Help

Add Workloads to This Solution: (help) Expert View |

Solution: My Salution el Wiarklosd
At = January 2003:
Crorming Whorklosd 2 . .
Existing Warkload » Linux web and file serving

File Serving (Linu:) Worklosd

SRR » WebSphere Application Server

Java Workload 5 . O

Traditional Yorkload
Wieh Serwving Workload > Websphere AS 50 EXpI‘eSS
» WebSphere Commerce

Wik Serwving (Linux] Worklosd

WebFacing Wiorkload

WehSphers VWorkload > Webse I’VI ng u pd ate

WebSphere Commerce Warklosd

Websphere Portal Server Workload > WebS p he re PO rtal Se rver

’E » WebFacing
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IBM eServer iSeries

WebFacing Application

IBM@se j:l‘ Workload Estimator -

Werslon: O34
-l

idh g
o i e

WebFacing #1

WebFacing Waorkload Definition

1. Howy many transactions per hour do you articipate during the busiest hour |5.:,|:,.:,
of the day (one 5250 screen is a transaction)?

2. For atypical uzer of your application, what iz the average number of fields U d 1':":”:'] 0.0
per 5250 screen 7 Refer ta the help text for specific advice. L] -
3. Howy many unigue 5250 screens will be served through WebFacing? |1.:,|:,_.:,
4. So far, you have described the WebFacing processing for the 5250 o Lo
zcreens. Would vou alzo like to reprezent the 5250 application in this .
estimation? Mo

5. DBCS Support for this workload:

IDefaurt (Mo vI

|Detaut (RaD-5) =]

G. RAID Zuppoart for this worklosd: ]
Run both 5250 Version

estimation?  and WebFaced Version

If you =elect ¥ES, the sizing will alzo include the legacy application
and itz associated resources. (Selecting YES implies that WebSphere
and the 5250 application run on the zame system).

<)
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IBM eServer iSeries

Notes: WebFacing Application

Estimating a WebFacing workload has been added in the January 2003 update to the WLE. We show a series of screen flows estimating a
5250 to WebFace application sizing.

This screen appears after selecting to model a WebFacing workload named WebFacing #1.
We entered 5000 5250 "enter keys" during the busiest hour (note the text "one 5250 screen is a transaction™).
We also specified the average number of fields processed per screen transaction as 30 and estimated there are 100 unique 5250 screens

served by the WebFacing server code on the iSeries.

Optionally you can choose to model the original 5250 application at the same time. Note the help text window on the right.

You need to watch an existing 5250 application and collect performance data to determine the values to enter.
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IBM eServer iSeries

WebFacing Application -2 - existing 5250 application

Web-Faced Existing #1 Run measured
Existing Systern Workload Definition 5250 appllcatlon

Please note: The information reguested for an Existing System is information about the workload on an existing
izeries or ASM00e that vou would like to have added to a new iSeries.

Processar
Interactive Feature Processar  Interactive
hodel Feature  Code Py Chy
1 Processor Model |z70-z252 1520 zzaE  zooo 7w v
2. Total CPU Uilization |9,:,
3. Interactive Litilization J&
4. Processors Activated (For Processor an Demand |.:,
madels oyl
3. Memory (kB |12
6. Disk Arms Distriution: Unprotected  Mirrared RAID-5
7,200 RPME o.00 jo.o0 fo.00
TOKRPM. - [o.00 Jooo e
7. Storage Used (GB]. Unprotected  Mirrored RAID-5
7,200 RPME o.00 jo.o0 fo.00
10k RPM: o.00 Jooo [z4]
&
o 4. Additional Characteristics: aone ;I
a
Nl 9. Wil this workload be changed to use WebFacing Yes
o
S Suppor? o
S
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IBM eServer iSeries

Notes: WebFacing Application: existing 5250 application

Here you enter performance and hardware data that you collected while running the actual 5250 application on an existing system.
We selected a "top of the line 270-2253 with 70 interactive CPW.

Additional Characteristics include Domino and Low end Compatible. At the time this presentation was created additional details on the
Additional Characteristics was not available.

Note, the "Yes" already filled in by WLE for "will this workload be changed to use WebFacing Support?."
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IBM eServer iSeries

WebFacing Application -3: Selecting a system

Home Products & services Support & downloads My account

werslon: A
2=

IBM@server Workload Estimator ‘ﬂ:w

S

Selected System

Choose Baze Systermn

An existing system has been chosen as one of the waorkloads. Pleaze make a selection below

If wou chose one of the existing systems, then after all the processing reguirements of the various workloads have been
calculated, the syvstem selection algorithms will attempt to give preference to the zelected system or a system on its
upgrade path.

Workload Hame Model Type Feature Hardware Feature

Select | Weh-Faced Existing #1 270 2253 1520 2248
Use supported

Do nat limit zelection bazed on upgrade path information from any existing system. Size to any +
ﬂl pozzible system. u pg rade path or
select a target server

* - Theze systems do not have any 2ystems intheir upgrade path. Pleaze chooze ancther system, or chooze to not

limit the selection to an upgrade path.
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IBM eServer iSeries

Notes: WebFacing Application -3: Selecting a system

This window shows the existing system we previously selected.

You can tell WLE to use the supported upgrade paths to select a system as a possible target system for growth or specify that a system
should be selected regardless or any supported upgrade path. In other words, you would by a new system and not worry about upgrading an
existing system for this exercise.
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WebFacing Application -4: Estimation Results Screen 1

Selected System
Consider Growth
Immediate Solution Growth Solution
Groweth Trends can be changed here.
M fovailable 100 100
B isbFacing #1 an a0 - 15
20 a0
70 T0
&0 &0
&0 &0
40 40 76 .8%
a0 a0
20 20
10 10
0 a]
hodelFeature: [s10-24697428 27000 | B25-24737416 360010 =l
Processor CP 27o0n 3600 (for 3 processars)
Interactive CP. 0 (0% utilized) 0 (0% utilized)
ChAY Rating: 975 1570 (for 3 processars)
Database Capacity: fofa ML,
[-Way 2wy J-wvay
CPL Ltilization: GE.3% TE9%
Software Pricing Tier: P20 P30
g_ fermary (ME: 473 of 16,354 G859 of 16,3584
nN.- Dizk Drives (arms]: 19 of 195 25 of 525
Nl Capacity (GE. 31 of 13,871 44 of 55,216
S LPAR-able: Shared Shared
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IBM eServer iSeries

Notes: WebFacing Appl. -4: Estimation Results Screen 1

This shows the first of 2 screens of estimate results.
The immediate system (can handle current workload) and a growth solution system are shown.

You can see an i810 and an i825 and listed below each system is tabular information that includes CPU utilization, Software Pricing Tier and
LPAR capability.

The next foil shows the text that appears under the system graphics and tabular information.
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WebFacing Application -5 Estimation Results Screen 2

Remember: The projected system solutions are not based solely on CPW ratings. Older Model 255400z with similar or higher P
ratings may not achieve the zame performance as the system recommended.

Hote: The system resources stated above are sufficient only for the workload(2) estimated. Cther factors may require additional
resources (2. additional non-estimated workloads, minimum configurations for RAID, allovwsance for growth, warkspace, etc).

Remember: The estimate above has a wtilization disk storage according to your options.

Immediate Solution Comments

* The 310-2469/74258 iz HOT on the upgrade path fram any of the existing systems that were described in the PM400 andfor
Existing weorkloads.

# |nztructions regarding the routing of this system information to iSeries FACT (Find And Compare Tool) and the configurator
can be found here.

* Hote: Thiz estimate containg a system that iz running ©S400 WSR2, | would be beneficial to investigate the usage of the 1028,
feature 2757 along with the latest 10K ar 15K rpm drives. Usage of these components waould reduce the required number
of dizk arms to approximately 10 drives.

#* Disk Arms--Unprotected: 0.0, Mirrored: 0.0, RAID-5: 15.0, Total: 19, Max: 135

* Disk Storage(GB)--Unprotected: 0.0, Mirrored: 0.0, RAID-5: 265 Extra: 4.0, Total: 31, Max: 13 371

Growth Solution Comments

®* The growth system S25-247 37416 iz HOT on the upgrade path from the 310-246907 428 immediate solution.

®* Hote: Thiz estimate contains a system that is running ©5400 YaR2. | would be beneficial to investigate the usage of the 104,
feature #2757 along with the latest 10K or 15K rpm drives. Usage of these components wwould reduce the reguired number
of dizk arms to approximately 14 drives.

* The 5325-24737416 iz a 'Processor On Demand' maodel. | has a CPW rating inthe range of 360003 processors) to BE00CE
processors). t alzo has a WY rating in the range of 157003 processars) to 289006 processors).

#* Disk Arms--Unprotected: 0.0, Mirrored: 0.0, RAID-5: 271, Total: 25, Max: 525

#* Disk Storage({GB)--Unprotected: 0.0, Mirrored: 0.0, RAID-5: 37 9, Extra: 5.7, Total: 44, Max: 55 216

prz

Bibliography

®  Performance Capabiities Referehce

N
o
N
o
o
O}

/03

© 2000-2003 IBM Corporation



IBM eServer iSeries

Notes: WebFacing Appl. -5 Estimation Results Screen 2

This window shows the typical text for any estimation done by WLE. It summarizes considerations for the Immediate Solution and the Growth
Solution systems shown.

In our example, it indicates neither the i810 nor the i825 are in the supported upgrade path and points out that you should consider using the
newer #2757 Ultra RAID5 disk controller and newer 10K and 15K rpm disk drives.

You also get a link to the Performance Capabilities Reference documentation.
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Patrol for 1ISeries - Predict
from BMC Software, Inc.
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IBM eServer iSeries

BMC PATROL for iSeries - Predict

PATROL - Predict* provides a powerful
graphical analysistool for Capacity Planning

ontole HaclVPATROL-PredectulPradec ModelWworkloads N TERACTIV

9%E s2va

-
i bt - [

% Coruoe
T | e |

B g PATAOL Fredel
&[] iPindiol_Model

5 G Mutwecrk il

= | &) Compubms |

= | ] Workdeads

[ @ CUENTACY
& e
— &) Cormpders
=3 S0LA0E
=@l Transechons
[+ [ 51 0eES0LA0E
B[ 52000006
& [ 5 202@50LADE
g Dk
#=2) Loged Vokmes
o] HONIMNTER
il QDERAULT

e~ om XEBIt
[
=] [l Compusen:

Uses OS/400 performance data (QAPM ccc files)
> VAR2 or |later

Runson V4R4 or later

Comprehensive graphical analysis,
"what-if" modeling

FATHIN Caneal - Untied] - PAT ROL-Paadici]
[ o) PATROL Gorkt s Wiw Lok incn o
[ - @ D @@
|
|| i DR B . R B e T e S

iFradict- Getting Startad

E PATROL. Cavdoad R o
| PT R0 sl Lo
B PATPOL - Prsdicl

= [ CRCUSFEST

Two " components:”
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> Anayze: Create modd runson iSeries

> Predict: Capacity planning on PC
workstation

B
Ll

SORT :desna
=k FEGOAT bmanadi
B9 FESOAT : BODOI
B =gy REGOAT DM
B RESOAT : D00
5l REGORAT : D004
e FESOAT : DD DS
:: FEGOAT : ONNDG
\&5f FESORT : DD 07

FEROAT : NODE

2. Evauate 3.View 4. View 5. Plan for

Model Reports Charts future
growth

1. Open
Mode|

| o

* Can be ordered through iSeries

R T Wiz

1=l

e-config or BMC. This is not an IBM
product. Know as 5620-FIF on iSeries.
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IBM eServer iSeries

Notes: BMC PATROL for 1Series - Predict

With V5R1 and previous releases, Performance Tools for iSeries, 5722-PT1, included display and printed reports of collected performance
data, management of that data as database files, plus the BEST/1 capacity planning tool. BEST/1 is not supported in V5R2.

BMC Patrol for iSeries - Predict is an alternative tool for doing capacity planning for iSeries that becomes available during the last half of
2002. The "create model" component runs on iSeries under OS/400 V4R4 or later. Patrol for iSeries - Predict is a separately priced product
produced and support by BMC Software, Inc. Patrol for iSeries - Predict functions and user interface are based upon corresponding Predict
for UNIX and NT operating systems products from BMC Software, Inc..

Collection Services used for collecting performance data, used by PM eServer iSeries in V5R2 and Performance Tools for iSeries, is part of
0S/400, and enabled through iSeries Navigator. Customers will continue to use the existing Performance Tools for iSeries licensed program
product (5722-PT1) to analyze or print performance reports.

IBM's web based tool, Workload Estimator, or BEST/1 running on V5R1 can be used for new workloads such as Domino or WebSphere or to
evaluate upgrades on i270, i820, i830, and the i840 servers. Workload Estimator has been updated with 890 support. It includes
recommendations for incremental processor capacity enabling customers to take advantage of the Capacity Upgrade on Demand options on
iSeries.

In screen captures on the right, you can see:
In the upper window, an example of the PC workstation component's navigation tree structure. Looking closely you can see:

= Components (folders) on a Predict model created on the iSeries that is worked with on the PC workstation. You can see the "default
workloads" - CLIENTAC4 and INTERACTIV (5250 workstation jobs), NONINTER and QDEFAULT that correspond to equivalent BEST/1
default workloads. When using default workloads you specify to BEST/1 or Patrol - Predict, to automatically assign the jobs that have
Client Access Express (iSeries Access in V5R2) attributes and jobs with interactive 5250 attributes to the CLIENTAC4 and INTERACTIV
workloads. Other user non-5250 job work is automatically assigned to NONINTER. This would include HTTP server, Domino server,
Management Central, and "traditional batch jobs" work. QDEFAULT contains other OS/400 work, such as 0S/400 Work Management
subsystem jobs and microcode tasks work that cannot be assigned to any of the other default workloads.

= Logical Volumes folder represents any ASP groups of disks
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IBM eServer iSeries

Notes: BMC PATROL for iSeries - Predict -2

In the lower window shown, you can see:

= The model name - CIRCUSREST, in our example
= The Disk folder expanded to show all disk drives on the system as recorded in the QAPMcccc database files used to create the model

= Several "red x" icons that indicate some disk resource usage (disk utilization - percent busy) threshold has been detected. This is also
summarized in the indicated in the task pad - messages area.

The lower window, right side pane shows the 5 actions you can perform on the created model:

= Open: Open the model and view its contents
= Evaluate the Model: This means validate the model against collected performance data

= View Reports: View results of the most recent "what-if" capacity planning parameters
= View Charts: View the reports in graphical (for example, bar charts) format
= Plan for future growth: Enter the capacity planning growth parameters and do the "what-if" processing.
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Notes: BMC PATROL for i1Series - Predict -3

IBM and BMC have negotiated a reseller agreement for the new capacity planning product so that it can be ordered from IBM iSeries channels
and BMC channels. (FYI for our IBM Business Partners, PATROL Predict will be supported by the iSeries Configurator.) And, regardless of whom
you order it from, BMC will provide one year of warranty and support. After that initial period, technical support and maintenance renewals will
be available through BMC.

You can access the BMC Software web site at http://www.bmc.com or contact BMC Software Inc. at:

BMC Software Inc.
2101 City West Bivd.
Houston TX 77042-2827
USA

Tel: 713 918 8800
800 841 2031

Fax:713 918 8000

BMC Software, the BMC Software logos, and all other BMC Software Products and Services are registered trademarks of BMC Software Inc.
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Patrol for 1Series - Predict

= Use instead of BEST/1 starting with V5R2
» Developed by BMC Software (BEST/1 developers)
» Not part of Performance Tools for iSeries
» Supported by BMC as 5620-FIF

= Model created on iSeries with 5250 workstation BEST/1-like command interface

= "What-if" capacity planning performed through GUI on Windows 2000/NT PC
workstation - "Predict Console"

= (General availability in 09/02

BEST/1 and Patrol - Predict are different:
» Does not have some of BEST/1's limitations
» Does not have some of BEST/1's capabilities

© 2000-2003 IBM Corporation
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Notes: Patrol for iISeries - Predict

This foil is a quick summary of Patrol for iSeries - Predict from the BMC Corporation, that corresponds to the first foil.

Patrol - Predict is not part of the Performance Tools for iSeries, 5722 product . It will be composed of two components:

= On the iSeries: BEST/1-like Create Model functions for identifying OS/400 jobs and assigning work to Workloads based upon user id, job
name, 0S/400 subsystem and other BEST/1 categories. The familiar default workloads for interactive, non-interactive, pass-through,

and Client Access, and Default are supported as derived from the familiar QAPMcccc performance database files.
QAPMccc database files from V4R2 and later are supported for input to creating the model.

= On the PC Windows operating system: This new to iSeries users product using a PC workstation-based GUI for validating the model and
doing "what if" capacity planning functions. The growth by period is supported and there are many more "analysis reports" than BEST/1

had. These reports are all in HTML format and can be printed.

There will be separate prices for each of the two components. Product support is provided by BMC.

The following charts show the modeling process flow and some more details.

Note: If you are an IBM representative or IBM Business Partner there is a Geographical contact to obtain this software. In the US, it is James
Cioffi/Dallas/IBM@IBMUS. For other r contacts, see:
m US: Leonard Broich at Leonard Broich/Rochester/IBM@IBMUS

= Asia Pacific: James C Chia/Rochester/IBM@US
= EMEA: Petter Sommerfelt/UK/IBM@IBMGB
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IBM eServer iSeries

Notes: Patrol for iISeries - Predict -2

Note: Regarding V5R1 Performance Tools for iSeries, 5722-PT1 - support for the following commands or menu options have been withdrawn
from the Performance Tools licensed program effective with V5R2:

= Start BEST/1 (Start BEST/1)

= Analyze BEST/1 Model (ANZBESTMDL)

= Create BEST/1 Model (CRTBESTMDL)

= Convert MDLSYS File (CVTMDLSYSF)

= Delete BEST/1 Model (DLTBESTMDL)

= Print BEST/1 File (PRTBESTF)

= Check Version of Specified Performance Data Member (QCYCHKYV)

= Convert System/36 Files from MDLSYS to BEST/1 (QCYCVTBD)

= Find First and Last Date of Specified Performance Data Member (QCYFLDT)
= Receive Messages from Previous Layer and Resend to Invoking Layer (QCYRSNDM)
= Start MDLSYS (MDLSYS)

The Capacity planning/modeling option (4) has been removed from the V5R2 PERFORM menu.
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Product Ordering/Support

= QOrdering PATROL for iSeries - Predict (5620-FIF)
» Comes with user's guide and getting started documents

» All iSeries Channels
— The iSeries Configurator

— All BMC Channels

» Packaging
— One year warranty and one year support are included

— Support and maintenance renewals available through BMC

= Licensing
» Required for each managed iSeries-AS/400 (Serial Number)

= Technical Support
» BMC will assume all levels of support
— IBM routes call to BMC

© 2000-2003 IBM Corporation
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Product Ordering/Support

While Predict is sold and supported by BMC, IBM will support the sale of the product through the iSeries Configurator as 5622-FIF, enabling
customers to order the product through IBM and its Business Partners.

The price of a PATROL for iSeries - Predict license includes a 1-year service and support warranty.

A license from BMC is required for
= each PC on which the Predict modeling is performed and
= each iSeries System serial number whose performance data is used to create a model.

All technical support including defect support is provided by BMC. Calls to IBM for support will be directed to contact BMC Support personnel.

If you want to be registered to receive e-mail providing important Patrol for iSeries - Predict, register at this BMC web site:
= http://www.bmc.com/register/subscribe.cfm

Fixes will be made available on the support web site:
= http://www.bmc.com/support_home

= To obtain the Patrol-Predict software, IBMers can access an internal web site at System Sales in the iSeries Sales Kit:
http://w3-1.ibm.com/sales/systems/ibmsm.nsf/docnames/ipatrol
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Patrol - Predict components, capacity planning process

0S/400

Analyze
Patrol for iSeries - Predict

- Performance Create Patrol - Predict model XXXXXX.md
byte stream
(QAPMccec files)

file in IFS
Predict
iSeries capacity studies

Windows
NT/2000
Predict trending
“What-if” scenarios

PATROL for iSeries - Predict
(Console component for model evaluation)

© 2000-2003 IBM Corporation
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Predict Process Overview

iSeries
Collection - *MGTCOL

Services
"Universal Data
Repository"
iSeries Predict
CRTPFRDATA (Console)

0S/400 l

=BEST/1 Files

Predict v QACYJBCL - Job Classification
u (Agent) ~"QACYMDLS" v QACYMDLS - BEST/1 Models
a ~"QACYWKLS" v QACYWKLS - Workloads
o v QACYMDLE - Ext Desc File for model
8 ™
S

© 2000-2003 IBM Corporation




IBM eServer iSeries

Notes: Predict Process Overview

This is another overview of the create model to analyze model flow showing more details than the previous foil.
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Predict: Summary

= Create Model (very similar to BEST/1)

» Supports older releases:
— Supports QAPMccc data from V4R2 and later; Runs on V4R4 or later

» Job Classifications like BEST/1 (user id, job type, job name, subsystem, account
code....)

= Capacity planning
» CPU, disk, ASP (logical volume)
» Interactive feature utilization, variable interactive CPW for LPAR patrtition

» Percent growth per "time period" relative to original base or previous time period
(BEST/1)

» HTML-based graphical displays for "reports" and bar charts
» Many more reports than BEST/1
» Validate model (predicted compared to measured)

» Change computer, add disks

» Task pads for status messages, icons to indicate warning (threshold reached), and
guideline reached per resource

© 2000-2003 IBM Corporation
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Predict; First Release Advancements over BEST/1

= Create model
» Job Classifications like BEST/1 but with multi-category selection (for example, job

name and subsystem name)

= |ntuitive menu interface for "what-if"* planning exercises

= Can support more than one "computer"
» Workloads may span multiple computers/partitions

= Can support dependent transactions
» |If transaction xxx grows by 20% than transaction yyy grows by ....

No hardware processor - I/O configuration tables
» BEST/1 would not create a model if it determined there was an invalid configuration

Improved graphical representation of planning exercise results

© 2000-2003 IBM Corporation
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IBM eServer iSeries

Create Model: Multi-Category Classification

/ Edit Job d assifications \

Ent er workl oad names and category val ues which are assigned to each worKkl oad,
press Enter. Jobs w th unassigned val ues becone part of workl oad QDEFAULT.

Account
Wor kl oad User ID Job Type Job Name Code Subsyst em
| NTERO1 USERO1 *| NTERACTV
| NTERO1 SALES
BATCHO1 ENDOFDAY SPECBTC
/ Edit Job d assifications \

Ent er workl oad names and category val ues which are assigned to each workl oad,
press Enter. Jobs with unassigned val ues becone part of workl oad QDEFAULT.

F3=Exi t F4
F12=Cancel Contr ol
Wor k|l oad Pool Uni t Comm Li ne Job Nunber
| NTERO1 03
| NTERO1 L
BATCHO1

Bott om
F3=Exi t FA=Pr onpt F6=Insert line F11=D splay nore categories

\FlZ:CanceI /

& w=eg INTEROL

e v All Interactive Jobs for User USERO1running in Pool #03

S v All jobs in Subsystem SALES

2 8
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Multi-Category Classification

Classify jobs into workloads based on the multiple category selections:

= User ID

= Job type

= Job name

= Account code

= Subsystem

= Pool

= Control unit

= Comm line

= Job number
When you create a workload using multiple values, note the following:
Each row represents a workload assignment, which include jobs having attributes matching the specified values for the category-columns
(When more than one condition exists on the same line for a workload, all conditions must be met for a job to be included in the workload -
the column values are logically ANDed together to form a single selection condition for the workload).
Enter a workload name and enter values for one or more of the nine (9) category-columns

More than one row can be used to define a workload. A job that meets any of the conditions is included in the workload. Each row is
treated as a separate selection condition (the rows for a workload are logically ORed together).

When a job can satisfy the conditions of more than one row, the row entered first (higher on the panel when entered) takes precedence.

Add/insert rows using the F6 keys.
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Predict: First Release Limitations Compared to BEST/1

= Limited batch modeling (no *BATCHJOB attribute)
» Non-interactive transactions, CPU utilization, Disk utilization supported as with

BEST/1

= No modeling of individual storage pools

= No configuration validation or recommendations

= Limited RAID modeling details

= No "release-level adjustment," CISC, "application-type," or individual communication
line modeling

© 2000-2003 IBM Corporation
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Notes: Predict: First Release Limitations Comp. to BEST/1

his foil shows known limitations in the first release of BMC Patrol - Predict.

The limited RAID and no IOP and I0A, recommendations, and configuration validation (you attempt to add a disk controller not supported on a
specific iSeries system) are the most noticeable limitations. Please note that since VAR5 the hardware table used by BEST/1 for its
configuration validation has not kept up with newer 1/0 attachments. As a result the BEST/1 configuration validation function was
frequently not helpful.

The horizontal line separating the bottom limitations is used to indicate, very few BEST/1 users use these functions. So they are not
considered important limitations.
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Patrol - Predict model components

Network

Computers

Workloads

Transactions

Disks

Logical Volumes (Disk ASPS)
Plans

Reports

Charts

© 2000-2003 IBM Corporation
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IBM eServer iSeries

Notes: Patrol - Predict model components

This foil shows the Predict navigation tree with the primary folder - components.

Note that the network component rolls all iSeries communications data traffic-related information into a single network component - as if the
system has one communications line.

In this example, CIRCUSREST is the model name. RESORT is the computer name.
You can see this model used the same "default workloads" that BEST/1 had: CLIENTAC4, INTERACTIV, NONINTER, and QDEFAULT.

Transactions have similar attributes as in BEST/1, such as CPU and disk 1/0s and, within a workload containing 5250 jobs, you will see
interactive transactions and non-interactive transactions (parts of total system activity apportioned to the INTERACTIV workload.

Plans is where you do the growth and other "what-if" processing.

Charts are graphic representation of the reports. The reports are a superset of the BEST/1 model analysis Results reports.
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Patrol - Predict: the primary window

[=PATROL Central - Untitled1 - [PATROL-Predict]

_El F'ﬁ-TFleL_EénErai Action Wiew Iu:-nis -"-J_Rf';incicuw- .Heip = s

|| PaTROLConeal - | S | | 3 (@[ (B0 | N2

]2l J fction » Miew - J 14_1
=B PATROL Certral Foot | — — _ _
i {23 PATROL Central LaunchPad | J .@_New- = 0pen [ 5ave | o Evaluate Model BB Easeline n 2 R Elan ésb Bint Feport
= i@ PATROL-Predict
=E CIRCUSREST . . .
P IFredict - Getting Started

=-{ ] Computers

- -3 RESORT
=-[#8] *workloads
=-S5 CLIENTACA
-2 INTERACTIY o

- {8 MONINTER ! ! . -

- QDEFAULT

0 e Open Evaluate View  View  Plan for
et il e Model Model Results Charts FutureGrowth

[

=2 BRESORT : Journall
5% RESORT : DDOO
#-5% RESORT : DDOOZ
B-=@ RESORT : DDOOZ
5% RESORT : DDOO4
EEI-- RESORT : DDOOS
E;|-- RESORT : DDOOE
EEI" RESORT : DDOOY
EEI-- RESORT : DDO02
[+

-

=3 RESORT : DDOOY %
. RESORT : DDO10O =
k8 " SRR i | I I
N | B = )
s -" Main I | |
N
zl ﬂ Severity | Wihen | Source I Hessag&' |i|
8 i &, Wi arning FMonday. June 03, 2002 418:00 PM PATROL-Predict  Disk utilization of B6.87 on dizk DDO0T on hode RESORT exceeds the threshold of 40.00.
)

& Wi arning FMonday, June 03, 2002 4:12:001 PM PATROL-Predict  Disk utilization of 52 46 on dizk DDO0Z2 on node RESORT exceeds the threshold of 40.00. 8
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Notes: Patrol - Predict: the primary window

This foil shows the 5 categories of functions associated with each model.

In this example we have expanded Computers (RESORT), Workloads and Disks.

Under Disks you can see:
= Journals
= Disks DD001-DD004 have exceeded a utilization guideline
= Disks DDOO5 - DD010 are RAID protected disks (double disk icon)
At summary levels you can see that some guideline has been reached for the computer, Transactions, and Disks

In the task pad area, warning messages for each disk that has exceeded the threshold.

The guideline and threshold exceeded "indications" are the result of already completed an "analyze model™ or "growth exercise."
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Patrol - Predict: Example Workload Results

[=PATROL Central - Untitled1 - [Computer Stats by Workload]

“"‘@* PATROL Certral »’_xdi;an Yiew Tools ﬂiﬁduw Help &l x
” PATROL Cential W= | = ‘E ‘IE| K?
A | pion~ vew - || [ O |2 F | S

El{gl Workloads ;I : : — — ; - -
ﬁ CLIENTACS J i% New (= Open & 5ave | {pEvaluste Model (1) Baseline On 272 Fun Flan @IF‘rint Report
-8 INTERACTIY T
r+l- G NOMINTER Analyze Interval: Fri Aug 04 12:57:00 2000 - Fri Aug 04 13:52:00 2000 —
¥ g GDEFALLT . Created on: Wed Jun 05 17:41:37 2002
Sg Er_a:ﬁ':“”m Predict - Computer Statistics by Workload
- izks
= : [ 5 . (_1 o o . , .
I:':|{—‘| Logical Y/olumes g l:umlrmte1 Operating|Computer]. PU e Ciene e Res.lmnse Total TO ||
== TSl ASFT Worldoad System. | Count UuhzauunUuhzauuan oth Throughput)| Tine Geaied K
=2 TS| ASP2 Worklead |77 i (%) out of i (tran/hr) (sec) =
[#-(82] Plans
EI--- Reports
- {8 Metwork Repotts T=1 =400 1.00 68.33 100 2.50 8,070 0.00
EI{é] Computer Reports CLIENTACS -
_. : Compuser Summary: TP 0.00 0.00 0.00 -—-- 0.00
B4 | Computer Stats by Wwiork i
Bl = Computer Statz by Trans N CLII{ENTAC‘dl 0.10 0.00 45.04 073 171
| Computer 10 Processing on-Inter
B-2=| Computer [0 Call Summe INTEEACTIV -
_. | Computer 10 Riequest 5. e 2.64 0.05 18. 27K 0038 7102
B = Computer Paging by Tra TITTER ACTTV
= Computer Page [0 o 022 0.00 60,00 021 7.59
B=| Computer Husue Lengt— - Mon-Inter
-- = Computer Responze Tin HONINTEER. -
_. | Computer Throughput e 62.61 2.38 8.050 oo | BE3.26
=] CPU Utiization with Thre 3 —
E- | Computer CPU Share St NQofEIf"ci’ULT 276 0.06 122K 0.27 767
P 14 | »
B Main I | |
N % Severity |'When | Source |'Messag|3' |
Q % Waming Wwednesday, June 05, 2002 5:41:..  PATROL-Predict  Response time of 1.527 secs far rangaction QDEFALLT _nonint0] excesds the guideline of 1.000 zecs.
n-I
N
o
&
H_\ Main Output / ™

For Help, press F1 |05/05/2002 5:42:05 PM
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New: Patrol - Predict: Example Workload Results

This is an excerpt of the "Computer Stats by Workload" report showing the default workloads CLIENTAC4, INTERACTIVE, NONINTER, and
QDEFAULT. This screen is of the Beta level software (available in July 2002).

In this example you can see that both CLIENTAC4 (SNA 5250 emulation under Client Access Express), and INTERACTIV (5250 based SNA Pass
Through, TCP/IP Telnet, local twinax, and remote SNA communication line) workloads have an interactive and a non-interactive component -
just as they did under BEST/1. The non-interactive transactions are based upon sharing general system resource utilization that cannot be
associated with a specific 0S/400 job/thread or licensed internal code.

Pure non-interactive work is grouped by the BMC create model function into the default workloads NONINTER and QDEFAULT. Note the large
number of transactions in NONINTER. This is because (just as BEST/1 does) when you allow Patrol-Predict to do the default workload
classification (CLIENTAC4, INTERACTIV, ....) that process defaults a non-interactive transaction to be a single database logical 1/0.

This can be demonstrated by looking at the value 8.05M for the transactions per hour value at NONINTER - Non-Inter.

When you explicitly assign non-interactive jobs to a workload in either BEST/1 or in Patrol - Predict, the default for that workload uses 100
logical 1/0 operations as the default for a single non-interactive transaction. Currently there is an investigation to determine if 100 logical
1/0s should be the default value used when using the default workloads.
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Charts: Graphical respresentation of results

i =l J Action ~ Yiew - J -

[=]--m= PATROL Central Boot

-] PATROL Central LaunchPad J ZlNew [ 0pen [ 5ave | { pEvaluate Model  §HIB aseline O &5 Fun Flar &5 Fiirt Feport
-3 PATROL-Predict
=3 DRCUSREST CPU Utilization by Workload
#-{r] Metwork

{A| Compuiters
-(#8) Workloads
#-(g) Tranzactions

{2 Disks

l'-_-l Logical Yolumes

L@] Flans S 400

@ Reports % 200

EI[I]_]_l Charts Moo
#-llul CPU Respanse Time by waorkload S 100
[Ii_|_[ CPU Utilization by ‘Warkload # gl

[Ii_|_[ Dizk Rezponze Time 1
- Jlul Disk Utiization

T Computer
hLll Tranzaction Relative Rezponze Time
h!—'-l Transact!un Riesponse T!me Ereakl_jl:lwn Index | Computer & "Workload | Operating System | Computer C... | Ihilization [%] | Zlhlization ... | Hueue Lengtk
lILLI_ Tranzaction HESDDHSE Time Overview 1 RESORT 05 /400 1.0 34418 A00 7.8z
[Ii_|_[ Workload Responze Time Breakdown [l CLIENTAC - Interactive 299 0.0z
[Ii_|_[ wWorkload Response Time O werview (] CLIEMTAC - Won-lrker .49
-l “Workload Relative Response Time [ INTERALCTIY - Interactive h6.49 0.57
[ INTERACTIY - Naon-lnker 718
(] MOMIMTER - Man-nter 280,76 B.7S
[B9] QDEFAULT - Mon-Inter 22.08 0.3k
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Notes: Charts: Graphical representation of results

This is an example of the Charts folder graphical view of CPU Utilization by workload. This uses the same model but a different computer
(RESORT), which has 4 processors..
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Patrol - Predict: Manipulating the Computer example

'ATROL Central - Untitled] - [Computer Stats by Workload]
JJ*E* P&TROL Central Action Miew Tools Mindow Help -Iﬁ’l_ﬁl

JJ PATROL Central = ‘ ﬁ H | E |rﬁ‘ k!?

e | | fction + View +

|#|e & @&

=M PATROL Central Root - - = - : : .
G- PATROL Ceniral LaunchPad | 2] Mew [E0pen [ Save | { pEvaluate Model (1) Baseline On @Hu_n Flar &5 Print Repart
3 PaTROL e :
B [@ CasE375229 — o 4 13:52:00 2000 I~
F-{ar Metwork, Canfiguration I'E!b|eptl\ié-| :
=& EW%TSI lict - Computer Statistics by Workload
LComputer: P C
1 (#8) Workloads =] % usne Direct [Response Total IO |
(- CLIENTACS Bt “nUﬁ]jmﬁ““LEn e Throughput| Tine bsiteea) I
B INTERACTIV = : out of = {tran/hr) (sec) o
- NOMINTER _
-8 GDEFALLT - P =
0 Trrsacins CPU rodek IBM 730 2066-1508 Bowss | |7 200 | 250 BOTM | 000
== Eisgs - Dperating system: 0S/400 : CPU Model
E1-{24) Logical Yolumes Active processars: |
== TS| ASP2 [ 2= p Model. , _ _
E-{&] Plans e CPU Model | Processars | Processor CPw | Interactive CPw | Masimum memar.. [«] |
=1-[£1] Feports L R . _ 820 24381526 4 700 1050 32769
S P | o -
() Computer Reporl : . : -
= (&) Computer Fiepor Fobky i 830 24001532 2 1850 120 BA096
P Cormputer Su b
: | 830 2400-1533 2 1850 240 £E095
| Computer St [ 12 11-1000) 530 2400-1534 2 1850 560 ES03E -
B Cornputer St : : ; b 050 ES09E
5| Computer0| | Interactive performance () 830 2402-1531 4 4200 70 BE036
4| Computer 10 : . : - 830 2402-1532 4 4200 120 BE095 e
- @5 Computer10 [ 1000 SetioActive Processors | 830 2402-1533 4 4200 240 F8095
i = o 830 2402-1534 4 4200 5&0 B0y | 2
4 I I 09N 214N7 1R Fl A0 1NFN Conac B
= rer— | Ok | Cancel | & 11 | i
- Maln-l : - - m
:’:I' Severity | When | Source | Meszage : - |
M iaming Wednesday, June 05, 2002 5:'-;1'1.:.:: FATROLPredict  Response oK I Cancel | Help: |
N
S
o
N
o
(\II [A[ A =[5 Main Dutput £
o
o Far Help. press F1 [ |0B/05/2002 5:47:33 M [MUM | oo |
O ' " IS4
0 S N~
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Notes: Patrol - Predict: Manipulating the Computer

This is just one example showing you the current Computer's (TSI) CPU model, active processors, interactive percentage, and other
parameter values, that you can change in your "what-if" exercise.

In the Properties window you can see the current computer is a 730 - 2066 (Processor CPW of 1050) with Interactive Feature 1508
(Interactive CPW of 240). In the lower right window we are in the processing of doing a "what-if" we changed the computer to an iSeries
830 with increased Processor CPW (1850) and Interactive CPW (1050).
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Additional tools, services
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IDoctor for 1Series

m Service offering

= Performance Explorer Trace-based tools driven by graphical workstation
Interface

» PEX Trace Andyzer .
y For hard to find performance bottlenecks

> \bb WatCha Home Products & services Support & downloads My account
-+ Select a country

. senes sndasra0a 1IBM @server iSeries Support

Technical Support Served by Lotus® Domino™ with iSeries power -

iDoctor for iSeries

iDoctor for iSeries

Consulting Services

Documentation
The huge growth in data processing capahilities on the iSeries platform coupled with the introduction of

Downloads complex, multi-threaded e-business applications has created a situation where the amount of data processed

FAQS i only a few seconds has grown astronomically. The need for tools/software that automates the
consalidation, reduction and analysis of this wvast amount of data in a timely fashion is absolutely essential in

Job wWatcher arder to facilitate the resalution of complex system and application prablems.

PEX Anahzer

Tao help meet this need, 1IBM has developed iDoctor for iSeries software and associated services to evaluate
Related links: the "health" of vour system.

®

-
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Notes: IDoctor for iISeries

You call on iDoctor for iSeries when the more commonly used iSeries performance tools are not able to identify the cause of a performance
bottleneck. To access iDoctor for iSeries, perform the following from your browser:

= Enter http://www.ibm.com/eserver/iseries/support
= Select iSeries Tools -> Performance Analysis (iDoctor for iSeries)

iDoctor is both a service and a set of "detail level" performance tools (used by the service) for analyzing OS/400-provided Performance
Explorer trace data, which includes a "higher than PEX trace data analyzer level” tool called Job Watcher.

Performance Explorer trace data (provided by 0S/400) is "condensed" into summary reports and graphs to help isolate performance issues
that other tools were not able to do for you.

The Basic Performance Assessment is a fee-based service. By clicking a web link, an IBM representative will contact you with a no obligation
price quote to assess your business need.

prz

N
o
N
o
o
O}

/03

© 2000-2003 IBM Corporation



prz

BGP02_P2

IBM eServer iSeries

Job Watcher

= Real-time performance information for selected jobs, job threads, SL1C tasks
= Picks up where Work with System Activity (WRKSY SACT) leaves off

> Job wait information
» Shows any SQL statements run information

m Trigger threshold action to call a program or run an API

A | X B By A O | @

=

E--@ Job WMatcher
w-G) Andydraz
w-G) Andydras
Gﬁ_.] Cravens
E:T_ﬂ Dlyardtest
&ﬁ] Furtz
Hﬂcﬁ] Mccargar
- [@ ACToRPA
- [@§ ACTGRES
w-{@ CONTENDERS
- [@ CONTENDERZ
- {@ CONTENDE:
=@ coNTHDR
Current activitcy
Feports by job/task/thread ID
- Graphz by job/task/thread ID

Feport Description
[ Basic run/wait statistics (last 15 interwals) SJ
B EBasic run/wait gqueueing bucket statistics (last 1

Bl Detailed run/wait cqueueing bucket counts (last 15

] Detailed run/wait cqueueing bucket times (last 15 i
B asD pages allocated/deallocated (last 15 interwal
B I/0 actiwity (last 15 intervals)

B Mumeric data type exceptions (last 15 interwals)
Gocket and stream file activity (last 15 interwvals
[ State transitions (last 15 interwals)

EE Unimque 30L statements captured (last 1S5 intervals)
30L statement summary (last interwval only)
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Notes: Job Watcher

Job Watcher is a new iDoctor for iSeries service that includes a software tool that returns real-time information about a selected set of jobs,
threads and/or SLIC tasks. The data is collected by a server job, stored in DB2/400 files, and displayed on a client via the dynamic, iDoctor
for iSeries GUI. Job Watcher is similar in sampling function to the 0S/400 Work with Active Jobs (WRKACTJOB) command and the Performance
Tools for iSeries (5722PT1) licensed program Work with System Activity (WRKSYSACT) command.

Each window "refresh” computes delta information for the ending snapshot interval. Refreshes can be set to occur automatically, as frequently
as every 50 milliseconds (not recommended during initial problem analysis). The Job Watcher takes advantage of patented technology that
provides new job wait accounting information developed in V5R1 (some corresponding data appears in the V5R2 QAPMcccc performance
database files) and therefore surfaces important job detail information not available with other performance collection data on the iSeries.
The Job Watcher harvests the data from the jobs/threads/tasks being watched in a totally non-intrusive manner. The Job Watcher is
available for systems running V5R1 level of OS/400 and is being tested for support with V5R2.

The "watch" data that is created by the tool is summarized in many different types of reports and graphs via the GUI client. The client
provides a quick picture of what is happening on a per thread basis when multiple different threads are being watched. The user has the
flexibility to select a job or an interval and then drill down for the details while the watch is in progress or after the watch has ended.

One of the details collected is information on each SQL statement ran during the monitoring period.

Somewhat like the Management Central System monitors and Job monitors, Job Watcher has a built-in trigger mechanism, which allows calls
to API's or user programs based on predefined conditions. Prompt action can be taken for virtually any circumstance. These triggers are setup
via the Job Watcher wizard included in the GUI workstation client.

The following shows how Job Watcher detailed performance information differs from other performance tools, such as Collection Services and
the Performance Tools for iSeries, 5722-PT1 product.
= Standard WRKSYSACT type info: CPU, DASD 1/0 breakdown, DASD space consumption, and so forth.
= Data currently only seen via Collection Services: "real" user name, seize time, breakdown of what types of waits (all waits) that
occurred.

= Data not available anywhere else in real time: details on the current wait (duration, object, conflicting job information, specific SLIC
block point id), 50 deep invocation stack including LIC stack frames, and even more information.
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PEX Analyzer

L]
1
-t

T

= Real-time performance information for:
> Disk 1/Os by thread, program, disk, ...
~ Database logical 1/0Os by thread, program, file, library/file, ...
> DASD /O response time
» Data Queue usage
» Data Area usage

> Full database open and closes G Ele Edt View Window Help _1&] x|
> more ... e Q- E - B Al B 2
Prug‘raml IO Type I Program Il]s.-"Sec:unﬂl Program Percent of Tutall 1=
IUFES Wi 1.985 28.55
IUPES ws .154 28.55
IUPKS1 WA 1.985 28.55
IUFES1 WS .154 28.93
QDEFEOD Wh 1.138 16.41
QDEFEOD WS 1.815 16.41 —
QLI. Wi .09z 3.85
oLT... s . 600 3.85
os. .. s L6717 3.6
ITFK W . 385 3.68
TWRK s L2717 3.68
e W . 246 2.91
IR s L2717 2.91
N *UH. . BS . 015 1.88
s *UH. . Wh .323 1.88
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Notes: PEX Analyzer

The iDoctor for iSeries PEX Analyzer Service includes a software tool specifically geared towards pinpointing issues affecting system and
application performance. The detailed analysis it provides picks up where the PM/400 and Performance Tools products leave off. It supplies a
drill down capability that provides low-level summary of disk operations, CPU utilization, file opens, Ml (Machine Interface) programs, wait
states, DASD space consumption and much more.

The PEX Analyzer client allows a user to create, delete, copy, save, FTP, and analyze PEX collections and create, change or delete PEX
definitions. The client allows the user to graphically display PEX collection data to help quickly identify performance problems.

Examples of some of the real-time performance information that can be collected and displayed include :
= Disk 1/0s by thread, program, disk,
= Database logical 1/0s by thread, program, file, library/file, ...
= DASD 1/0 response time
= Data Queue usage
= Data Area usage
= Full database open and closes

This foil shows an example of disk 1/0s by program according to disk 1/0 count and percentage of total disk 1/0s for which performance data
was collected..
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Performance Documentation and Web Sites

= V5R2 Performance Capabilities Reference
» Available via public Web site, Adobe Acrobat
» Latest Java, WebSphere, Linux, MQSeries, DASD, Save/Restore ..internal test results and tips

= Performance Monthly Newsletter and Website for IBMers
» http://ca-web.rchland.ibm.com/perform/perfmenu.htm

= Public Performance Management Web site for Customers and BPs

» http://www.ibm.com/eserver/iseries/perfmgmt

» Includes access to Performance Capabilities Reference manuals V5R2 - V4R3
sizing tips, access to Workload Estimator, ...

= Workload Estimator and PM eServer iSeries via Web site
» http://mww.ibm.com/eserver/iseries/support/estimator
» http://mww.ibm.com/eserver/iseries/pm400

= iSeries performance management and using Performance Tools for iSeries, 5722-PT1
» http://www.ibm.com/eserver/iseries/infocenter
= Systems management -> Performance
= PM eServer iSeries (Performance Manager/400e)
» http://mwww.ibm.com/eserver/iseries/pm400/

= Examples using iSeries Navigator performance management functions

» Managing OS/400 with Operations Navigator V5R1: Performance Management, SG24-6565 (contains
appendix on V5R2 functions)
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