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‘Objectives ) e

QU

The objectives of this session are to run through the V5R2
IASP support. Includes IASP support as it relates to the
January 2003 announcement.

With this support most OS/400 objects can now be located in
an IASP. This offers new opportunities for server
consolidation.

IASPSs are also available able as a switchable resource In a
cluster environment. We will discuss this support.

This presentation under construction until GA.

4
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‘Agenda

¢ Independant storage pools overview
¢ Planning for IASPs

e Operating IASPs

¢ IASP Scenarios

¢ IASP Benefits

© 2002 1BM Corporation
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Notes Agenda

e Introduction to IASPs
—=We will cover the basic IASP concept. Disk pools, storage layout and the iIASP environment.
¢ Planning for iIASPs
- In planning for iIASPs we will cover objects supported and not supported, disk arrangements for iASP, iIASP structure, and migration.
e Operating iIASPs
—=To manage and operate one's iASPs there are some new functions and commands
¢ {ASP Scenarios
- Standalone iASP setup
- Switchable iASP support
= Linux and Windows in NWSSTG spaces
¢ iASP Benefits

© 2002 1BM Corporation
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[iASP and January 2003 announcement ]

¢ No change for basic IASP support

e New models all support IASPs

e New towers and expansion units support IASPs

e New faster IOAs and disk will improve IASP performance

ar
N |

© 2002 1BM Corporation
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iASPis a.....

An Independent ASP is a method of configuring multiple disk storage units into
one group. The group can include

Non-switchable
e Any or all units in the system tower, except the load source
e Any one or more disks anywhere on the system

Switchable, all disk units in tower other than the system tower.
e all the units in one tower
¢ a subset of the disk units in a tower
e multiple IASPs in a tower
e disk units from two or more /O towers

© 2002 1BM Corporation
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Notes IASP Is a.....

An Independent ASP is a method of configuring multiple disk storage units into one group. The group can include
Non-switchable

¢ Any or all units in the system tower, except the load source

* Any one or more disks anywhere on the system
Switchable, all disk units in tower other than the system tower.

¢ all the units in one tower

¢ a subset of the disk units in a tower

e multiple IASPs in a tower

¢ disk units from two or more 1/O towers

© 2002 1BM Corporation
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[iSeries Storage Layout

Single Level Storage

. Disk storage
"". ..-O"“‘-.......".-.-... .
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o’ System ASP
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Notes iSeries Storage Layout

In the chart you can see the full breadth of single level storage (SLS) spanning main storage and disk storage. Within the disk storage the disk
are allocated to either the system ASP or a user ASP. Both these spaces are part of SLS. The user ASP portion can be further sub-divided
into Basic ASPs or Independent ASPs

*SYSBAS is the system ASP and all Basic User ASPs

Basic ASP = Auxiliary Storage Pool (Disk Pool)
e An ASP is a software definition of a group of disk units on your system. An ASP provides a way of organizing data to limit the impact of
storage-device failures and to reduce recovery time.
¢ A basic disk pool is used to isolate some objects from the other objects that are stored in the system disk pool. Data in a basic disk pool is
always accessible whenever the server is up and running.

IASP = Independent ASP (Independent Disk Pool)

e An independent ASP can be made available and made unavailable to the server without restarting the system. When an independent ASP is
associated with a switchable hardware group, it becomes a switchable ASP and can be switched between one server and another server in a

clustered environment.

Differences from Basic User ASP

= Introduced in R510

- Identified by device name

- Overflow not allowed

= VRYCFG used to independently bring online or take off-line

Type of ASP 0S/400 release supported ASP numbers Maximum quantity supported on the system
System ASP All ASP 1 1
Basic User ASP1  V4RS5 and earlier ASP 02 - ASP 16 15
Basic User ASP1  V5R1 ASP 02 - ASP 32 31
Independent ASP  V5R1 ASP 33 - ASP 99 67
Independent ASP  V5R2 ASP 33 - ASP 255 223

© 2002 1BM Corporation
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Disk P

ools

System ASP
m ASP# 1
= 0S/400
Basic
m ASP# 2-32
= Also known as User or Dependent ASPs

|ndependent (1ASP)
m ASP# 33-255
= User Defined File System (UDFS) (V5R1)

= Primary (QSY S.LIB objects) (V5R2)
e Secondary

Connections | Az25: Disk Pools
----- s Optical Units «| | Disk Poal | capacity | % Used | Free Space |
1€ Disk Units & Disk Pool 1 171,868 16% 143.9 5B
) Al Disk Linits & Disk Pool 33 (Dbitsc) 34,3 GB 0% 34.0 GB
p By Location @Disk Pool 34 (Europe) 17.2 5B Lnkniown LInknowin
E..
Explore
: OpEn
P Create Shorbout
% Disk Poal ~ Customize this\i@w 3

Parity Set
- Mancanfi;

Graphical Wig

]2 Tape Devices

Mew Disk Poal, ..

Properties

New Disk Pool

Type of disk pool: |Eecnndar‘g.r j
Disk pool: Hournals
Primary: | iLibohjects) =l

Mote: Ifyouswant to create a switchahle disk pool, be sure to
Use the appropriate clustering function before using this
wizard.

[ Protect the data in this disk poal

0] Cancel | Help |‘?|

Disk Pools

© 2002 1BM Corporation
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Notes Disk Pools

A set of one or more storage units selected from all available disk units. Disk pools (also known as auxiliary storage pools) provide a means of
placing certain objects on specific disk units to prevent the loss of data due to failures of disk units in other disk pools.

When independent disk pools were introduced in V5R1, they supported user-defined file systems (UDFS) only. Support for library-based
(QSYS.LIB) objects has been added in V5R2. You can now create as many as 223 independent disk pools. Previous releases only supported
67 independent disk pools. In V5R1 independent disk pools were numbered from 33-99. That range has been expanded to 33-255 at V5R2.
See "Supported and unsupported OS/400 object types" in the iseries Information Center for details. There are three types of disk pools, also
known as auxiliary storage pools (ASPs):
e System
The system automatically creates the system disk pool (Disk Pool 1) which contains disk unit 1 and all other configured disks that are not
assigned to a basic or independent disk pool. The system disk pool contains all system objects for the OS/400 licensed program and all user
objects that are not assigned to a basic or independent disk pool. You can see the system ASP as Disk Pool 1 in foil.
e Basic
Prior to V5R2, Auxiliary Storage Pools 2 to 32 were known as User ASPs. The function of these has not changed but they are now often
referred to Basic User ASPs or Basic Disk Pools in V5R2. Prior to V5R2 they were referrred to as Dependent Pools.
e Independent
A disk pool that contains objects, the directories or libraries that contain the objects, and other object attributes such as authorization and
ownership attributes. An independent disk pool can be made available (varied on) and made unavailable (varied off) to the server without
restarting the system. When an independent disk pool is associated with a switchable hardware group, it becomes a switchable disk pool
and can be switched between one iSeries server and another iSeries server in a clustered environment.

An independent disk pool that is not associated with a cluster resource group is referred to in OS/400 application programming interfaces

(APIs) as a private disk pool or non-switchable IASP. Independent disk pools can also function in conjunction with other independent disk
pools in a disk pool group.

In the upper right window pane you can see "statistics" are known for the system ASP and IASP 33 (named Dbitsc). IASP Dbitsc has been
varied on to the local system so the system "knows the disk configuration is active. IASP disk pool 34 (Europe) % Used and amount of Free
Space. statistics are not known because this

Notes: Disk Pools © 2002 IBM Corporation
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Notes Disk Pools 2

Three type of IASPs can be defined in V5R2:

—User-defined file system (UDFS)
An independent disk pool that contains only user-defined file systems. A UDFS disk pool cannot be a member of a disk pool group unless it is converted to a

primary or secondary disk pool. An UDFS IASP is generally the euigvalent to the only IASP support in V5R1.

=Primary
An independent disk pool that defines a collection of directories and libraries and may have other secondary disk pools associated with it. A primary disk pool

also defines a database for itself and other disk pools that may be added in its disk pool group. Primary disk pools can only be implemented on V5R2 or later of
0S/400.

—Secondary
An independent disk pool that defines a collection of directories and libraries and must be associated with a primary disk pool. Secondary disk pools can only

be implemented on V5R2 or later of OS/400. A secondary pool is optional. Though not practical, you can , in theory, have as many as 200 or more secondary
pools. Additional details are provided in the following foils.

Notes: Disk Pools 2 © 2002 IBM Corporation
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[Disk Pool Groups

Are made up of:
e a primary disk pool
e zero or more secondary disk pools

Groups logically connect disk pools
¢ Vary them On/Off together
¢ Switch them together

Share the same database
¢ Similar as System ASP and basic ASPs

¢ For example:

= Primary independent ASP for libraries and Primary

database files

— Secondary independent ASP for journals

and journal receivers

The System Database is referred
toas SYSBAS

iASP# 33-255

Pool Groups for Multiple Databases

UDFS

Primary

Primary

Secondary Secondary

Secondary

© 2002 1BM Corporation
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Notes Disk Pool Groups

A disk pool group is made up of a primary disk pool and zero or more secondary disk pools. Each disk pool is independent in regard to data
storage, but in the disk pool group they combine to act as one entity. If you make one disk pool available or unavailable, the rest of the disk
pools in the group are also made available or unavailable at the same time. Also, in a clustered environment, all of the disk pools in a group
switch to another node at the same time. The primary and secondary disk pools also share the same database.

An example of a practical use for a secondary IASP disk pool group would be for journals and journal receivers. The primary disk pool could
contain the libraries and objects to be journaled, while the secondary disk pools could contain the associated journal receivers. The journals
and journal receivers would remain separate for maximum availability and performance, but they would function together in the disk pool
group. Disk pool groups can only be implemented on V5R2 or later of OS/400.

This is similar to the system ASP (disk pool 1) and any base pool being treated as an entitiy sharing the local System Database and any
associated journal objects. In V5R2 SYSBAS is the term assigned to refer to the system ASP and any Basic user ASP.

IFS Journalling

With V5R1 you could journal IFS objects but not the ones in an UDFS independent pool. This is because journal is a library based object. Now
with V5R2, you can place IFS objects in a library capable pool (or convert an UDFS pool to a library based poal), journal them and place the
jouranl receiver in an associated secondary independent pool. Only library capable pools can be grouped together.

Contrast basic and independent disk pools

When the server IPLs, all of the disk units configured in SYSBAS must be accounted for in order for the server to continue the IPL.
Independent disk pools are not included in the IPL. When you vary on the independent disk pool the node then verifies that all disk units are
present.

Structuring disk pool groups

The iSeries server supports up to 223 independent disk pools, any number of which can be primary, secondary, or UDFS disk pools.
Therefore, you have significant flexibility in how you place your data into independent disk pools and how you structure disk pool groups. For
example, all application data could be placed in a single disk pool group which consists of one primary disk pool and one secondary disk pool.
Alternatively, you could create several disk pool groups, some with only a primary disk pool and some with one or more secondary disk pools.

There are other factors to consider when planning the placement of your data in disk pools. These are dependent on the way your iIASPs are
used.. Please refer to the iSeries information center for more details.

FO3GPO05.prz

Notes: Disk Pool Groups © 2002 1BM Corporation
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Multiple Databases

Independent disk pools
e Distinct Databases

Requires V5R2

¢ A single system can even
be a 6xx or 7xx

SETASPGRP command
¢ Sets the namespace

Reclaim Storage
e |n parallel

¢ No restricted state required

— except for SYSBAS

1o/ ]

& minutes old

B iSeries Navigator
. Ela Edit Yiew Help

tBER| XY | IES

| E nwironment; ky Connections

| Bz20: Group Libobjects
=& Disk Paols | | pisk Paol

Disk. Poal 1
Disk. Poal 33 (Libobjects)
Disk. Pool 34 {Journals) e |

I:—]%; Disk. Pool Groups

: izroup Libobjects

{3 Disk Pool 33 {Libobjects)
Disk Pool 34 {Ju:uurnal:s} (i

| zppe—_ | status

¥ iSeries Mavigator
File Edit “iew Help

EHEE B e X E(9me

| Azl Databazes

| E nwviranment: My Cann
D et

B- Databases ﬂ |_Marne | Type | Status | Descripkion 4
El i Asl % As20 Lacal Available  Entry added by swskem
{@ Libraries a Libobjects k] Available  Multiple Databases For SCON
% Database Mavigator %Eenjamin Remate Unknown  Entry added by swstem
S SGL Perfprmance Maritars %Newiasp Remote  Unknown  Entry added by svstem
S Transactions %Ryan Remaote  Unknown  Entry added by swstem

£% Libobjects

{@ Libraries
% Datkabase Mavigator

----- 2L Performance Monitg
’-+r‘ Transactions
[+]-&2, File Syste

r-.-1 v Tasks ie=z D atabaszes tasks !
(@ Install additional components

B ~dd a connection j

| 1-50f 5 objects | 4

Multiple Databases

© 2002 1BM Corporation
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Notes Multiple Databases __

An independent disk pool can contain many kinds of objects in addition to database objects. By definition an inThis e foilWhen an independent
disk pool is created, it will appear as a distinct user database on the server. This is separate from the system database, which was the only
database available per system in previous releases.

Independent disk pools

Independent disk pools are used to set up user databases on the iSeries server. There are three types of independent disk pools: primary,
secondary, and user-defined file system (UDFS). Databases are set up using primary independent disk pools. When a primary independent
disk pool is configured, a new user database is defined that is separate from the system database. Once the independent disk pool is created,
it appears as another database under the Database function of iSeries Navigator. The user database also includes any secondary disk pools
that are associated with the primary disk pool. By default, the database and the independent disk pool will have the same name. You
administer the user database with the same functions that you use for the system database. Multiple databases can be created on 6xx, 7xx
and 8xx servers, as long as they are on V5R2.

SETASPGRP cmd

The Set Auxiliary Storage Pool Group (SETASPGRP) command sets the auxiliary storage pool (ASP) group for the current thread. Additionally,
this command allows you to change the libraries in the library list for the current thread. If an ASP group had already been set, this command
will remove the old ASP group from the current thread and set the specified ASP group for the current thread. Once the specified ASP group
has been set for the current thread, all libraries in the independent ASPs in the ASP group are accessible and objects in those libraries can be
referenced using regular library-qualified object name syntax. The libraries in the independent ASPs in the specified ASP group plus the
libraries in the system ASP (ASP number 1) and basic user ASPs (ASP numbers 2-32) form the library name space for the thread. All libraries
in the library list need to be in the new library name space or the library list is not changed and the new ASP group is not set.

Reclaim storage

With the introduction of IASPs comes the capability to run Reclaim Storage (RCLSTG) on an IASP while the rest of the system keeps running.
This implies that multiple IASP RCLSTG processes can execute simultaneously. V5R1 functional changes to the RCLSTG command added
to support IASPs are:
¢ *SYSBAS values If the *SYSBAS value is specified for the ASP device, the Reclaim Storage operation runs as it does on systems prior to
V5R1. The reclaim operation is performed on the system and on basic user-defined ASPs. If the value specified is an ASP device name, then
that ASP is reclaimed.
¢ Reclaim Storage for an ASP device (that is, an IASP) can be run without the system being in restricted state. Multiple ASP devices can be
reclaimed in parallel.
Note: Reclaiming an auxiliary storage pool device requires that there are no active users of the ASP device that is the subject of the reclaim.
The system will place the iIASP in active state which is an intermediate state between unavailabe and available.

Notes: Multiple Databases

© 2002 1BM Corporation
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[iASPs In Single System Environment }

e Can be any server that supports V5R2

e |solate low-use data - bring online only when needed
e Reduce system start time

e Manage save/restore by iASP

e Reclaim storage by IASP

¢ Divide data between multiple databases

e |solate data
—if 2 RAID disk failures occur in IASP only the data in

that failing IASP becomes unavilable; the application T“'_
can continue to run against data in a different IASP '
¢ Application maintenance does not affect entire system System disk pool
— — —
Payroll data Grd:jar entry ~ Company 1 Company 2 Company 3
ala
Independent disk pools

© 2002 1BM Corporation
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NOtes iASPs in Single System Environment

The chart shows an example of multiple databases which reside in independent disk pools. Here, we have independent disk pools for the
Payroll data, Order entry data and data for Companies 1, 2 and 3. In this example, the actual application code could reside in the System ASP
or another disk pool (either a User ASP or another IASP). A typical use of independent disk pools such as shown in this example would be for
Server Consolidation of multiple branch office or store systems. Corporate data could reside in the other independent disk pools. Segmenting
your databases in this manner can allow greater control and flexibility.

The use of IASPs in a single system environment aids the isolatation of low-use data with ability to bring online only when needed.
It also reduces system start time within an individual application area as the whole system does not need to be brought down.

In current server profiles the whole system must be brought to a restricted state to perform backups. With iIASPs you can manage
save/restore by independent disk pool. The same applies to Reclaim Storage which can now been ran by independent disk pool.

Divide data between multiple databases.
Isolate data associated with specific applications or associated with specific groups of users.
Maintenance also become more granular, as you can perform application maintenance that does not affect entire system.

Terminology

ASP = Disk Pool

IASP = Independent Disk Pool
IASP Group = Disk Pool Group

© 2002 1BM Corporation
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IASPs In Multisystem Environment }L&,

Server D

Server A /
" Server B Server C

Drives

IASP B3

Device Domain

ASPAZ_=
Standalone
Switchable Towers Tower

© 2002 1BM Corporation
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Notes iASPs in Multisystem Environment

In a multi-system clustered environment, where the servers are members of an iSeries cluster, and an independent disk pool is associated

with a switchable hardware group in that cluster, independent disk pools can be switched between systems without having to perform an IPL.

In this environment, the independent disk pool is switchable because it resides on a switchable device. This device can be an external
expansion unit or tower, or an IOP on the bus shared by two or more logical partitions.

This switch can be either automatic in the case of an unplanned outage, or manual by administering a switchover. The independent disk pool
can be switched because it is self contained. This can be a significant advantage as it allows for continuous availability of data, one of the
primary benefits of independent switchable disk pools.

In the chart you can see we have four servers A, B, C and D. There are two switchable towers in the device domain normally owned by
servers A and C. These contain IASP Al, A2 and A4. The switchable resources are device CRGs 1 and 2. Device CRG 1 controls IASP Al
and it is switchable between servers A and B.

Servers B and C have two iIASPs A2 and A4 in the switchable tower. These are controlled by CRG 2.

Server D is out side the device domain and the IASP is not defined as a switcxhable resource.

Multisystem IASPs keep data available to an application even in the event of a single system outage, either:
¢ Scheduled
¢ Unscheduled
The cluster environment seeks to eliminate the process of replicating data from one system to another. However, this is not as high available
as replication based cluster as the switchable disk is a single point of failure..
In some situations the systems will survive failures as IASPdisk units are isolated.

© 2002 1BM Corporation
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Planning for iASPs

e The primary areas for consideration are:
e Business Needs

e Software Licensing Requirements

¢ Restrictions

¢ Application Integration Q

e Authority Considerations @ G?

e Capacity Planning @ i)
e Hardware Configuration @ @

¢ Physical Planning Requirements @

For further assistance please see http://www-1.iom.com/servers/eserver/iseries/ha/haplanning.htm

© 2002 1BM Corporation
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Notes Planning 1

To implement an independent ASP solution is NOT something that simple. To be more expicit, it can be very complex. Planning is critical !!!
The planning considerations below are not intended to be complete since every customer situation vary, but they should give you some
starting points.

For further assistance please see: http://www-1.ibm.com/servers/eserver/iseries/ha/haplanning.htm

Business Needs
Business needs are quantified, in terms of volumes of data, throughput, response time, etc. When doing the planning for IASP's, keep the

business needs close by. In each step of the planning process, the business need should be satisfied before approval and adoption of the
plan.

Performance Considerations
Performance is usually one of the metrics of the business needs. Even if it is not, maximizing throughput of the configuration generally
reqgiures a small effort with a potentially high return. The following areas should be considered:

¢ Disk Drives - number of disk armsversus total disk storage capacity. For example a few 35 GB disks may have sufficient capcity but be two
few disk arms in an environment that has thousands of disk write operations.

e Placement for data and journals for better performance: The general recommendation to place journal receivers in a separate ASP applies.

e Current name space: iSeries Database support is more efficient if the current name space is the one containing the library and database
object referenced by the currently active application program. The use of a job description to specify the inital IASP or the SETASPGRP
command can be used to establish the current name space as shown earlier in this presentation. Otherwise, for example, an SQL CONNECT
statement will use the Distributed Relational Database support within the same system. This is faster than actually accessing a remote system
database, but is a longer code path through the system. This is also discussed in other foils on Multiple Database Support - Setup Details

Software Requirements

System ASP’s and User ASP’s are supported under all releases. UDFS ASP’s are supported under V5R1. Primary and Secondary ASP’s are
supported under V5R2.

FO3GPO05.prz

Notes: Planning is critical !!! © 2002 1BM Corporation
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Notes Planning 2

Application Integration

On V5R1, only IFS supported objects are supported in an IASP. On V5R2, the list of supported and unsupported objects can be found on the
iSeries Information Center. Traditionally, data objects pertaining to an application area are stored in a data library; program objects pertaining
to an application area are stored in a program library, and other objects common to the application area are stored in system libraries, or
libraries designated as common to that application. User profiles, authorization lists, job queues, and spool output queues are some of the
object types that cannot exist in an IASP. These are in system libraries at application installation time in most cases. However, consideration
should be given to how these are replicated, saved, restored, and/or used in light of Independent ASP’s.

Authority Considerations

User profile information is stored in the system ASP. Each user profile object is an object type of *USRPRF. Copies of *USRPRF objects are
not in any independent pool. However, some user profile information must be maintained on the IASP itself. Additional storage (above that
consumed by objects) is required for these system security structures. This is necessary to make the independent ASP self-contained. When
creating independent disk pools in a clustered system environment, it is assumed the content of any user profiles is synchronized across the
cluster in which the user profile exists.

Capacity Planning

Consider the amount of disk required, the performance requirements, then the amount of rack space required, then the switchabilty of the
config, then the amount of floor space required. Sizing the disk pool All IASP's or Disk Pools within the rack will be switched when the rack is
switched. When the application in Pool33 is switched, and Pool34 exists on disk in the same rack, Pool34 (and its resident application) will be
switched as well.

Hardware Configuration

The first step after any capacity planning session is to begin the sizing and configuration of a system to fulfill the requirements. When building
the configuration, keep in mind and factor into the planning the following items:

Physical vs. Logical Switching

Remember that when you create an IASP with disks that are part of the same parity protection set they might have patrity stripes on them, so
plan to select the correct drives to meet your capacity requirements.

Notes: Planning is critical !!! -2 © 2002 IBM Corporation
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Notes Planning 3

Physical Planning Requirements

There is a lot to be considered in respect to physical planning. Except for the "normal” physical requirements like floor layouts and power
reguirements, things like HSL cable placement and SPCN cable placementare can be complex.

For placement and cabling assistance, see the following URL.: http:/mww.as400.ibm.com/tstudio/planning/hslguide.htm

Building a drawing of the desired configuration, especially the towers andracks involved, can often save costly errors when assembling the
configuration upon delivery, especially in the area of cables. Design it one way, assemble it another way, and, the end result may be the need

for additional cables.

The next set of foils address disk and other 1/O device considerations within an IASP with examples.

Notes: Planning is critical !!! -3 © 2002 IBM Corporation
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[Object Management

Library naming rules
¢ Mulitple occurrences in multiple IASPs

¢ Libraries in an IASP cannot be in
SYSBAS

Object management

¢ Most commands that move objects are
enabled (save, restore, ...)

e New Job Description parameter - set
initial ASP Group

f System group

System ASP

MyGroup 1

Primary

Secondary

MyGroup n \

J

*SYSBAS

Libname 1

e Most commands default to the current name o Libname x

space (no ASPGRP parameters)
e SETASPGRP needs to be done

= Or use the JOBD linked to the user profile

IASPs are not available after an IPL

e Must be explicitly varied on/made available
by an operator

Database 1

No Libname 1
Libname X

Database 2

No Libname 1
Libname X

© 2002 1BM Corporation
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Notes Object Management

Library names

With the independent ASPs it is now possible to have multiple databases. In a pool group there can reside only one primary independent ASP
and zero or more secondary independent ASPs. The primary and secondary disk pools share the same database since they share the same
database name space. So you could say that a pool group is equivalent to a database.

The same library name (or SQL collection name) can exist in two different independent disk pool groups though the same name cannot exist
in the system disk pool. (ASP1).

Object management

Because the existence of an independent disk pool on a server implies that multiple databases will exist on a single server, identifying an
object requires more complex planning than on a system with only a single system database. When multiple databases exist, it is possible to
duplicate the names of libraries and objects in separate databases. The library name and object name don'’t necessarily uniquely identify an
object. There will be times when you'll also need to know the name of the independent disk pool. The name of the independent disk pool and
its database are, by default, the same. However, they don’'t necessarily have to match. A database namein DB2 UDB for iSeries can be up to
18 characters long, while an independent disk pool name can be up to 10 characters long. The SETASPGRP command points the current
job/thread to any pool group.

IASPs are NOT automatically available after an IPL

Independent disk pools are available only after you have varied them on / made them available (iSeries Navigator term). They are not made
available during a normal restart of your server, unless you include code in your Start Up Program to make them available. When you select to
make a disk pool available, the disk pool goes through a process similar to that of a server restart (IPL). While this processing takes place, the
disk pool cannot be used with the application.

Notes: Object Management

© 2002 1BM Corporation
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V5R2 Supported Objects

*ALRTBL
+*BLKSF
*BNDDIR
*CHTFMT
*CHRSF
*CLD
*CLS
*CMD
*CRQD
*CS|
*DIR
*DSTMF
*DTAARA
*DTADCT
*DTAQ
*ECT

*FIFO
*FILE
*FNTRSC
*ENTTBL
*FORMDF
*FTR
*GSS
*IGCDCT
*JOBD
*JRN
*JRNRCV
*LIB
*LOCALE
*MEDDFN
*MENU
*MGTCOL

*MODULE
*MSGF
*MSGQ
*NODGRP
*NODL
*OVL
*PAGDFN
*PAGSEG
*PDG
*PGM
*PNLGRP
*PSFCFG
*QMFORM
*QMQRY

*QRYDFN
*SBSD
*SCHIDX
*SPADCT
*SQLPKG
*SQLUDT
*SRVPGM
*STMF
*SVRSTG
*SYMLNK
*TBL
*USRIDX
*USRQ
*USRSPC
*VLDL
“WSCST

© 2002 1BM Corporation
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Notes Supported Objects

This chart is pretty self explanatory.
A special case is Subsystem descriptions (SBSD). These are supported in an iIASP, but the SBSD cannot be active. This means the SBSD is

located in the IASP as an archive.

© 2002 1BM Corporation
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V5R2 Objects Not Supported

*AUTHLR
*AUTL
*CFGL
*CNNL
*COSD
*CRG
*CSPMAP
*CSPTBL
*CTLD
*DDIR
*DEVD
*DOC
*EDTD
*EXITRG
*FLR
*IGCSRT

*GCTBL
*PXD
*JOBQ
*JOBSCD
*LIND
*MODD
*M36
*M36CFG
*NTBD
*NWID
*NWSD
*OUTQ
*PRDAVL
*USRPRF
*SOCKET
*SSND
*S36

© 2002 1BM Corporation
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Notes Unsupported objects

In this chart there are a number of very significant objects that are not supported.

JOBQ - job queues are not supported in a IASP. This can be a significant point for applications moving to iIASPs. An application will need to be
modified to over come this problem.

NWSD - Network storage descriptions are less of a problem as they are a slowly changing object. They are only really changed if their
resource changes or there is an additional drive linked. A way of keeping the nwsd current in a switch environment is to save the nwsd into a
savefile and store this in the IASP. Then on switch over restore the nwsd before the windows or linux server is varied on.

OUTQ - This is probably the most signifcant object that is not supported. Effectively printed output will not be stored in the IASP. At a future
release of 0S/400 OUTQs will be supported. There are options to overcome this lack of support. One alternative is to use Infoprint Server.
The OUTQ remains in SYSBAS, but the spool file is immediately converted to a PDF and then stored in the IFS. This anables the printed
output to be switched with the IASP. ANother option is to convert the output to a database file and then spool it off. This database file can then

be located in an iASP.

USRPREF - A later chart discusses user profile support.

© 2002 1BM Corporation
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[How to structure IASPs

For best possible single system protection and performance
e Most application database objects into IASPs

e Minimal number of database objects in SYSBAS
= Primarily operating system objects, LPP libraries, few user libraries
- Depending on customer requirement, place all application programs in SYSBAS or
in IASP along with database objects

e Recommended: Use disks in a separate RAID group for each IASP

Recommended structure for iASPs © 2002 1BM Corporation
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Notes How to Structure IASPsS

The recommended usage structure for independent disk pools is to place the majority of your application database objects into independent
disk pools and a minimal number of database objects in SYSBAS, which is the system disk pool and all configured basic disk pools. The
system disk pool and basic user disk pools (SYSBAS) would contain primarily operating system objects, licensed program product libraries,
and very few user libraries. This structure yields the best possible protection and performance. Application data is isolated from unrelated
faults and can also be processed independently of other system activity. Vary on and switchover times are optimized with this structure. Other
advantages of this structure are:

¢ Since a database network cannot span an independent disk pool boundary, entire database networks (SYSBAS and an IASP) are contained
within disk pool groups.

o Library names can be duplicated across disk pool groups, but not between a disk pool group and the libraries in SYSBAS. Applications can
access different databases will little or no changes. As discussed later in Multiple Database Support Setup, you can see the ways impact to
applications programs can be zero or minimal.

Although the above is the recommended structure, this does not exclude other configurations.
For example, you may start by migrating only a small portion of your data to a disk pool group and keeping the bulk of your data in SYSBAS.

However, you should expect longer vary on and switchover times with this configuration since additional processing is required to merge
database cross reference information ifrom SYSBAS with the database reference information in the independent disk pool group.

Merging database cross reference information

At the time an independent pool is made available, the information of the SYSBAS database cross reference information is merged into the
database cross reference information of the independent pool. The information in the database cross reference information of the independent
pool is not merged into the database cross reference information of the system ASP. Keeping the system ASP cross reference finformation
small enables faster vary-on, faster switchover of the independent pools and shorter IPL times.

Notes: Recommended structure for © 2002 IBM Corporation

iIASPs
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User profiles

*USRPRFs
- AAA
- BBB

UDFS
Primary
Secondar

Ownership Info
- obj owner

- primary group
- private auths

*USRPRFs
- AAA
- BBB

- XYZ

© 2002 IBM Corporation
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Notes User profiles

User profile information is stored in the system ASP. Each user profile object is an object type of *USRPRF. Copies of *USRPRF objects are
not in any independent pool. However, some user profile information is maintained on the IASP itself.
Each object in an IASP requires this user profile information:

e The owner of the object

e The primary group of the object

¢ The private authority entries for the object
Additional storage (above that consumed by objects) is required for these system security structures. This is necessary to make the
independent ASP self-contained. These structures consume disk space within the IASP. The percentage varies and depends on the size and
number of objects referenced by these structures.
For each user profile that owns or has private authority to an object in an IASP, the system stores information about the user profile in an
internal structure called a “user profile extension”. These user profile extensions, while not visible nor accessible to users, are stored in the
IASP.
Anytime an IASP is varied on, whether it is due to a simple VRYCFG command, an IASP fail over, or being switched from another node, the
system matches up the user profile extension information in the IASP with a corresponding user profile object in the system ASP. This match
is based solely on the name of the user profile.
If a user profile object does not exist with the name saved in a user profile extension, then the system creates a user profile object with the
saved name.

© 2002 1BM Corporation
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Authorization lists

Objects not secured by
authorization list

- ADL

- ORD
Objects secured by
AUTL111

- HKG
Objects secured by
AUTL222

- RST

© 2002 IBM Corporation
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Notes Autorizations lists

An authorization list (similar to a user profile) is implemented as a distributed object. That is, it can secure objects within the system ASP, and
any IASPs.

There is only one copy of each authorization list (*AUTL) object in the system ASP. Copies of *AUTL objects are not kept on IASPs. However,
when an object on an IASP is secured by an authorization list, the name of that list is kept on the IASP.

This concept is illustrated in the chart. Authorization lists AUTL111 and AUTL222 are stored in the IASP, because the objects HIK and RST
are secured by these lists. There is no reference on the IASP itself to the authorization list AUTL333 because the object LHR is not stored on
the IASP.

As with user profiles, the SLIC is responsible for handling this function. The user interface does not change for storing, retrieving, changing, or
deleting the authorization list information on an IASP.

© 2002 1BM Corporation
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[iASP Migration

IASPs created on a R510 system that is upgraded to R520
¢ IASP hardware can be switched back and forth between R510 and R520 systems.
e Once VRYCFG has been used to Varyon an IASP on a R520 system, VRYCFG can
no longer be used to Varyon the iASP on a R510 system.
= This is true even if the IASP contains only UDFS's.
¢ This process will take some time to complete, as objects must be converted to the new
release level at the first VVaryon.

© 2002 1BM Corporation
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Notes IASP Migration

IASPs created on a R510 system that is upgraded to R520
¢ |JASP hardware can be switched back and forth between R510 and R520 systems.
* Once VRYCFG has been used to Varyon an IASP on a R520 system, VRYCFG can no longer be used to Varyon the IASP on a R510
system.

=This is true even if the IASP contains only UDFS's.
* This process will take some time to complete, as objects must be converted to the new release level at the first Varyon.

© 2002 1BM Corporation
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[Non-SwitchabIe Independent Auxiliary Storage Pool }

e Select any Disk Unit(s) except the Load
Source Uni

th random (unplanned)

lons wi

e Implicat

selections

- Protection
= Recovery

830

5174

Gzxn G| 1) | Cexe | ¢1xe) §| Loxe j
@zxn) §| @D Gl ezxe) J| ©1%0 Flo-oxe) §
Gczxn 3| 6D { coxo §| Gx0 3 Goed §
z g (rexT) §| GTxT) (rexe) §| G1xe) F| (oxe) d
Eex) §| €1%D) (€zxe) m ETx€) m (€-0x€) w
G { tod §] ¢ G| o §
2 o (r0xT) 0zx2) §| @Tx2) | 0% g
£ = i3] o J co@ §| 6 § coxd §
g 24 m @ox) Y texd §| 012 J| troxd) §
24|24 oxn) g €exa) J| €1x2 F| €0x0) m
Czom 3| ¢on gl Leoo | LToo § oo F
©z0D §| @101 Y 0z0e) | 0100 F G009 §
GzoD | G101 Yl ceoo §| G100 F| Gooe) §
rzo1) §| 107 wrzoe) Y§| 100 F| 009 §
M €zo1 §| €101 § €209 m €100 {| €00%) mm_
o Goon) gl tzod) §| 102 § 002 §
o woon J| ozod Y| 0102 H ©o0d) 3 -
& 3 2[ €0oD f#ll Gzod §| G102 F G002 J i)
mw MM 2|l oo MZ?NONV 8| o2 F| vood § m
=4 =4 @oon # €200 {| €100 F| €002 § o
S
wzon B[ eron Il eoo | wroe § wooe m =
ozon | @10 & 6z0€) {| @109 F (©00€) I 40
Gzo1 | Gron =Gmo@ §| croe) F Go0e) § N
wzon §| ¢ToD Gl o §| ¢T0E FH (-00€) F I
M ezon 3| €0 G eeoo §| €109 F| €008 § ©
o Goon #Hl weod g| w100 § wood) §
L0 woon J| 0z02 Y| @102 F ©o0d) I
4 42| coon Hl Gzoa {| G102 F| 600D 7
m mm w @oon § eoo) §| ¢Tod H 000 §
2He (1-00T) (€202 m €100 (€002 &

z1d'50d9€04



FO3GPO05.prz

Notes Non-switchable IASP

Creating a non-switchable Independent Auxiliary Storage Pool (IASP) for use on a single system is intended for, but not limited to, support of
multiple databases on the same system, as described in this presentation and the Database presentation. Selecting disks for this IASP can
be done without taking any rules into account (“random or unplanned selection™) - except for the fact that the load source of the system is
required to be in the system ASP.

Although, not required, we recommend some logic be applied in determining which disks are placed into an independent ASP. When one
understands the mechanics and rules of RAID5 protection and the physical I/O behavior using this protection method, it makes sense to
select one or more Raid5 sets to form a group of disk units to be configured into the IASP. The high reliability of Raid5 protection with the
capability of concurrent replacement and rebuild of a failing unit in a RAID5 set , makes the reload of data due to a hardware failure a very rare
event. However, in the exceptional case that two disks in a single RAID5 set would falil, the alignment of an ASP (whatever type) with one (or
more) RAID5 set(s) will prevent data loss in the system ASP or any other ASP.

Starting mirroring in an ASP (any type) is easy. However, the system licensed internal code will automatically obtain the highest protection
level possible with the disk units selected for a particular ASP when mirroring for that ASP is started. Disk units must be selected depending
on the level of mirroring protection that needs to be achieved: Disk level, IOP level, Bus level or Tower level.

For acceptable performance, the appropriate number of disk arms should be selected to configure the ASP. The number of disk arms in an
IASP can influence the performance behavior of an application using the data in that IASP. Mixing disk sizes in a single ASP can also effect
the disk I/O behavior. Therefore, itis recommended to use the same type and size of disk units when configuring disk units in an ASP.
Correct sizing must be done based on an accurate interpretation of performance measurements.

For example, you could review disk activity over time with the WRKDSKSTS command or viewing the Disk Resource section of the System
Report available with Performance Tools for iSeries, 5722PT1, to understand which disks are the most busy in your application environment.

Notes: Non-Switchable Independent © 2002 1BM Corporation
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IASP config 1 - all units

[ 5074 PCI Expansion Tower ]

10 Slot
10 Slot
Op Panel
4317 | 4317 [ 4317 | 4317 | 4317
DBS |["Da1 | D42 | D43 | D44 | D45
4317 | 4317 | 4317 [ 4317 [ 4327 [ 4317 | 4317 | 4317 [ 4317 | 4317
D31 | D32 | D33 | D34 | D35 | D36 | D37 | D38 | D39 | pao
4317 | 4317 [ 4317 [ 4317 [ 4317 [ 4317 | 4317 | 4317 [ 4317 | 4317
D21 | D22 | D23 | D24 | D25 | D26 | D27 | D28 | D20 | D30
4317 | 4317 [ 4317 | 4317 [ 4317 [ 4317 | 4317 | 4317 [ 4317 | 4317
D11 | D12 | D13 | D14 | D15 | D16 | D17 | D18 | D19 | D20
4317 | 4317 [ 4317 [ 4317 [ 4327 [ 4317 | 4317 | 4317 [ 4317 | 4317
po1 | poz | po3 | o4 | Dos | pos | o7 | pos | poo | p1o
DB1 DB2

IASP33

© 2002 1BM Corporation
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' -.=_:. .

s

[Notes IASP config 1 - all units }

In this configuration all the disk in the tower are configured as one IASP. If this tower was switchable the disk and all accomodated IOPs/IOAs
would also switch.

© 2002 1BM Corporation
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IASP config - subset of disk

[ 5074 PCI Expansion Tower ]

IASP51

10 Slot

10 Slot

Op Panel
4317 | 4317 | 4317 | 4317 [ 4317
DBS |["pa1 | D42 | D43 | pas | Das
4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317
D31 | D32 | D33 | D34 | D35 [ D36 | Ds7 | Dss | D3 | 4o
4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317
D21 | D22 | D23 | D24 | D25 | D26 | D27 | D28 | D29 | D30
4317 | 4317 | 4317 [ 4317 [ 4317 [ 4317 [ 4817 [ 4317 [ 4317 [ 4317
DIl | D12 | D13 | D14 | D15 | D16 | D17 | D18 | D19 | D20
4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317 | 4317
Do1 | Doz | pos | poa | pos | pos | po7 | pos | Do | 1o
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Notes IASP config - subset of disk

1
3

In this configuration IASP 51 is configured with 15 drives in the tower. This would be one complete RAID set within the tower. In this
configuration the disks could not be switchable between systems as the remaining disk are not defined as switchable resources.

© 2002 1BM Corporation
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IASP config - multiple IASP In a tower

5074
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{ Notes iASP config - multiple iASP in a tower } %i; ,

In this scenario all disks are configured into two iIASPs, 38 and 39. These disks could be made switchable, but they would have to switch
together.

© 2002 1BM Corporation
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[ IASP config - disk units in multiple towers}
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[ Notes iASP config - disk units in multiple towers }

Now we have increase our storage to two towers. This example shows that all disks are allocated to independent ASPs. These disks could be
defined as switchable resources, and must all switch together.

© 2002 1BM Corporation
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Switchable IASP with LPAR

¢ Cluster requirement between partitions

¢ Select Disk Units on IOP level

830

e Shared bus rules
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Notes Switchable IASP with LPAR

Switchable Independent Auxiliary Storage Pools can be used with a cluster of partitions within a single system. The configuration of that type
of switchable IASP can only be done at the IOP level. This is simply because the IOP is the lowest possible hardware level that can be
removed from or moved (switched) to partitions that share the bus the IOP resides in. This rule implies that if a number of adapters or disk
controllers are assigned to a certain IOP and that IOP is removed from partition A and moved into partition B, all associated assigned
adapters and controllers move together with that IOP.

Placement or assignment of disk controllers that drive the disk units configured in a switchable IASP must be carefully planned. There are a
number of other considerations such as bus ownership in the logical partition setup, cluster rules, disk controller capabilities and more that
need proper investigation before configuring a switchable IASP.

For performance, the same rules and considerations as for the non- switchable IASP apply . In additional to these considerations, the way the
switchable IASP will be used on the clustered nodes has to be considered.

As described elsewhere in this presentation, the vary-on time for the IASP device can be considerably reduced by minimizing the number of
database objects in the *SYSBAS environment. Recall that SYSBAS means the system ASP and any user (dependent) ASPs (ASP 1 to 32).
This is because the cross reference of the *SYSBAS environment (primarily database objects and object authorities) must be propagated into
the IASP that is brought online. The necessary checking must be performed and ownership and authorization information, called user profile
extensions, must be written into the IASP.

In a clustered environment, after the IASP has been switched, the time needed to make the data in a Switchable Independent Auxiliary Storage
Pool available to a cluster node is directly impacted by the way the applications and data are distributed over the *SYSBAS ASPs and the
"newly arrived" IASP. That is, if there are a large number of database objects in SYSBAS on the switched to system and several database

objects in the "newly arrived" IASP, then the vary on (make available) process of this IASP on the target system could be longer than expected.

Notes: Switchable Independent © 2002 1BM Corporation
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Multiple server implementation of switchable IASP

¢ Cluster configuration requirement
¢ Select disk units on Tower level
¢ Respect switchable tower rules

e Number of disk units consideration
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Notes Multiple server implementation of switchable

A CD
IAOSTF

Configuring a Switchable Independent Auxiliary Storage Pool for use on two clustered iSeries servers is essentially the same as configuring
the switchable IASP for use on two clustered iSeries partitions on a single iSeries server.

The only additional consideration here is that the IASP needs to physically reside in one or more switchable HSL towers. The HSL tower is
considered as the lowest switchable hardware level resource that can be switched between two iSeries clustered servers. The complete
tower(s) is switched from one clustered iSeries server to the other. Therefore, in this example configuration both IASP33 and IASP34 would
be switched between systems.

Note also, all hardware resources contained in the tower are brought over as well as the IASP resources. To use the hardware resources
other than the IASP hardware, a configuration object for each of these hardware resources must exist.

The HSL rules for clustered iSeries servers must be respected. Only four I/O towers can connect to a clustered loop with two iSeries servers
and the maximum of towers is three per HSL segment. All other aspects mentioned in the two previous foils should be considered also.

We did not cover IASP configurations on external DASD (ESS) attached to the #2766. The rules are essentially the same. Since a #2766
requires a dedicated IOP, all LUN's attached to the #2766 will be moved together with the IOP the #2766 is assigned to. Moving a tower
containing multiple #2766 adapters will of course move all associated hardware attached to and contained in that tower to the other iSeries
cluster node.

It is also possible to "randomly” configure IASPs with a selected number of LUN's that are made available for use on a single iSeries server.

Notes: Switchable Independent © 2002 1BM Corporation
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[New IASP setup

TG o

5250 workstation

CRTDEVASP DEVD(MYCPY1)
RSRCNAME(MYCPY1) RDB(*GEN)

® Go to SSP to add unconfigured disks to this IASP*

* ADDRDBDIRE entry added by the system.

* |In iSeries Navigator "make available" or

in OS/400 "vary on;" populate with library
with objects; the library content is then

available to applications.
* Repeat for each IASP<-> Database
required.

ISeries Navigator Configuration and Service ->
Hardware -> Disk pools - > New Pool *

Mew Disk Pool x|
Type of disk pool; |F'rimar5f ;l
Digk poal: MYCPY1
Datahase: |Generated by the system ;|

Fote: Ifyouwantto create a switchable disk paoal, he sure ta
use the approgriate clustering function before using this

wiZard.

v Protect the data in this disk pool

(8] 34 Cancel | Help |'?|

* Continue in iSeries Navigator to add unconfigured
disks to this IASP

* System Service Tools sighon required

© 2002 1BM Corporation
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Notes New IASP setup

.ﬁﬁ:}

This is an overview of the process to create an Independent ASP being used to support multiple databases on the same system. In our
example, as shown on the following foils, we use 3 IASPs that are named Mycpy1, Mycpy2, and Mycpy3.

We show examples of creating a new IASP from either a 5250 command interface or an iSeries Navigator interface. We do not show the
steps to add unconfigured disks to an IASP but do note authority to use System Service Tools (SST) is required to add the disks to the IASP.
V5R1 introduced this SST sign-on requirement for disk management. For a user not familiar with the SST functions, we recommend using the

iSeries Navigator interface to create the new pool and assign disks to that pool.

In the example shown we are defaulting to the database and the IASP having the same name. When you define a new IASP and associated
database name, the system implictly invokes the Add Relational DataBase Entry (ADDRBDIRE) function.

Notes: Multiple Database Support - © 2002 IBM Corporation
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[iASP Library management

0S/400 commands:

e CRTLIB LIB(JIMCDLB1) ASP(*ASPDEV)
ASPDEV(DLB1)

e WRKLIB/DSPLIB LIB(*ALL)

ASPDEV(*ALLAVL , ASPname, SYSBAS,
*ASPGRP, ........)

e SAVLIB, RSTLIB, ...

(" DSPLIB *ALL *ALLAVL example )

ASP
Opt  Library Type Devi ce

DLBLI B PRCD DLB1
JI MCDLB1 PRCD DLB1
QRCLO0033  PROD DLB1
QRCY00033  PROD DLB1
QRPLO0033  PROD DLB1
@YS00033  PROD DLB1
@YS200033  PROD DLB1
SYSI BOO033 PROD DLB1
#L1 BRARY PRCD

#RPGLI B PRCD

| SALI B PRCD

VRK PRCD

- /

)

Operations Navigator - IFS

I Erwironment: My Connechions

=@ File Systems

EI Integrated File System

EI% R.ook

m bin

Ellm_-l dev

-2 DLEL

r-( pts

-2 QasPol

=8

(] GIEM

- Q5Y5.LIE
-] DLELIE.LIE
-] JIMCDLEL.LIE
-2 QRCLODO3S.LIB
-2 QRCYOO033,LIE
-2 QRPLODO3SLIE
-2 QSYS00033.LIE
-2 QSYS200033,LIE

m SYSIEOO0SS.LIE
m IEA k-

Managing Libraries in an IASP

examples

© 2002 1BM Corporation
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Notes IASP Library Management

There are standard parameters thatallow you to work with iIASPs.

CRTLIB LIB(JIMCDLB1) ASP(*ASPDEV) ASPDEV(DLB1)
* Create Library, the followiing parameter work with IASPs
¢ ASP Name:

=The parameter ASP, specifies the auxiliary storage pool (ASP) from which the system allocates storage for the library. For libraries
created in a basic user ASP, all objects in the library must be in the same ASP as the library. When a value other than *ASP is specified

for the ASP device (ASPDEYV parameter), *ASPDEYV is the only valid value for the ASP number (ASP parameter), if specified.

- 1- The storage space for the library is allocated from the system auxiliary storage pool ASP 1.

—*ASPDEV - The storage for the library is allocated from the ASPspecified for the ASP device (ASPDEV parameter).

= auxiliary-storage-pool-number - Specify a value ranging from 1 through 32 to specify the number of the system or basic user ASP.

¢ ASPDevice

= *ASP The storage for the library is allocated from the ASP specified for the ASP number (ASP parameter).

- *ASPGRPPRI The storage for the library is allocated from the primary ASP of the thread's ASP group. If no ASP group is associated
with the thread an error message will be issued.

= *SYSTEM The storage for the library is allocated from the system ASP (ASP 1).

- auxiliary-storage-pool-device-name The storage for the library is allocated from the primary or secondary ASP. The primary or
secondary ASP must have been activated (by varying on the ASP device) and have a status of 'Available'.

—ASPDEV(*ALLAVL , ASPname, SYSBAS, *ASPGREP, ........ )

WRKLIB/DSPLIB LIB(*ALL)
* ASP Device The possible values are:
= *ALL *ALL will include all the libraries in the thread's library name space depending of the value defined inh the ASP device (ASPDEV
parameter).

* ASP Name
= auxiliary-storage-pool-number Valid values are the numbers 1 through 32, which must designate an ASP that is configured on the

system. ASP 1 is the system ASP. The user ASPs are 2-32. For information on configuring an ASP, see the Backup and Recovery
book, SC41-5304.
SAVLIB, RSTLIB, are mention later in this section

© 2002 1BM Corporation
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[Saving IASPS

0S/400 SAVxxx and RSTxxx commands
¢ Use the SETASPGRP command or

o SAVxxx ASPDEVparameter
-* *SYSBAS, *CURASPGRP, ASP device name

— Special considerations when saving to a save file
On a full-system save (Option 21) or a save of all user data (Option 23)

¢ Independent disk pools are saved alphabetically
e Secondary ASPs are saved along with their primary

Saving iASPs © 2002 1BM Corporation
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Notes Saving IASPs

The native OS/400 SAVxxx and RSTxxx commands have been enhanced to provide support for IASPs. Using these commands in your own
CL programs to backup the system is relatively straightforward, as you are in control of the environment when these are running. In general,
these native commands must have access to the namespace where the objects to be saved reside. This can be achieved by using the
SETASPGRP command prior to issuing the Save command or by using the new with V5R2 ASPDEVparameter on the SAVxxx and RSTxxx
commands.

If you have grasped the concept of using an IASP, you should be able to save or restore specific libraries or objects in that IASP.However, if
you are more familiar with using the Save and Restore menus to save or restore your system or its components (for example, *NONSYS,
*ALLUSR or *IBM saves), you will need to understand the way in which these are affected by addressibility to the IASPs. This is particularly
important if you use Option 21 = Entire system.

Special considerations on save commands

The ASPDEV parameter will allow you to save the independent ASP or object in SYSBAS and, if active in the job/thread, an IASP - without
changing your job thread, depending on the valute you use for this parameter. If you are saving to save files, this parameter does not affect the
DEVICE parameter of the save commands. You must use the SETASPGRP command if you are saving to a save file that exists in an
independent ASP. This also allows you to save to a save file that exists in a different indpendent ASP than the one you are saving. Rather, the
ASPDEV parameter acts as a filter on the SAV command. The following is an example:

There is a file called MOLN and a save file called CORZ in a library called BER in an IASP called ROCHESTER.
There also is a save file called ADMS in library QGPL.

The following command will not work unless SETASPGRP has been previously run:
SAVOBJ OBJ(MOLN) LIB(BER) DEV(*SAVF ) SAVF(BER/CORZ)

Even had we added the ASPDEYV such as in the following command, it still will not find the save file.
The following command will not work:

SAVOBJ OBJ(MOLN) LIB(BER) DEV(*SAVF) SAVF(BER/CORZ) ASPDEV(ROCHESTER)

Continued.......

Notes: Saving iASPs © 2002 IBM Corporation
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Notes Saing IASPs 2

To save the file MOLN to the save file CORZ, the SETASPGRP command has to be used.
The following is the correct sequence to use the save file:

SETASPGRP ASPGRP(ROCHESTER)

SAVOBJ OBJ(MOLN) LIB(BER)DEV(*SAVF) SAVF(BER/CORZ)

Here is a quick summary of the supported values for ASPDEV parameter using Save Library command as an example:
e *: Saves a library located in the system ASP (ASP number 1) and in any basic user ASPs (ASP numbers 2-32). If the current thread also
has an ASP group, all independent ASPs in the ASP group will also be saved.
e *SYSBAS: Saves a library located in the system ASP (ASP number 1) and in any basic user ASPs (ASP numbers 2-32).
e *CURASPGRP: If the current thread has an ASP group, saves a library in all independent ASPs in thelASP group are included in the save
operation.
e auxiliary-storage-pool-device-name: saves a library in the specified IASP group.

Notes: Saving iASPs -2 © 2002 IBM Corporation
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Notes Saving IASPs 3 v

You can save your independent ASPs as part of a full system save (GO SAVE: Option 21), or when you save all user data (GO SAVE: Option
23). You can also use BRMS to save your independent ASPs.

In either case, you must make the independent ASPs available before you perform the save. You can also just save the current ASP group.
Saving the ASP group saves both he primary ASP and any associated secondary ASPs. If you make independent ASPs available, they will be
included in an Option 21/option 23 save. Before you end subsystems and restrict your server, make sure that your current job does not use
integrated file system objects in the independent ASP and do not perform a SETASPGRP cmd.

The following scenarios show examples of using different options to save a library or object within an independent ASP.

Save the current ASP group (Following are the commands to save the current independent ASP group)
e SETASPGRP ASPGRP(primary-ASP-name)
¢ SAVSECDTA ASPDEV(*CURASPGRP)
¢ SAVLIB LIB(*ALLUSR) ASPDEV(*CURASPGRP)
e Unmount any QDEFAULT user-defined file systems in the current Independent ASP group
e SAV OBJ(('/dev/*)) UPDHST(*YES) ASPDEV(*CURASPGRP)
e Mount any QDEFAULT user-defined file systems that were unmounted in an earlier step

Save UDFS ASP (Following are the commands to save an available UDFS ASP)
¢ SAVSECDTA ASPDEV(ASP-name)
¢ Unmount any QDEFAULT user-defined file systems in the current Independent ASP group
o SAV OBJ(('/dev/*')) UPDHST(*YES) ASPDEV(*CURASPGRP)
e Mount any QDEFAULT user-defined file systems that were unmounted in an earlier step

Save libraries and objects within an Independent ASPs as part of a full system save (Option 21) or when you save all user data (Option 23)
In addition to the commands listed in the GO SAVE Options, the server performs the following commands for each available ASP:

¢ SETASPGRP ASPGRP(asp-group-name)

e SAVLIB LIB(*ALLUSR) ASPDEV(*CURASPGRP)

e SAV OBJ((/dev/*)) UPDHST(*YES) ASPDEV(*CURASPGRP)
The server then performs the following command for each available user-defined file system (UDFS) ASP.

e SAV OBJ((/dev/*)) UPDHST(*YES) ASPDEV/(udfs-asp-name)

The system will also perform a CHKTAP ENDOPT(*UNLOAD) command after the last SAV command it processes.

Notes: Saving iASPs -3 © 2002 IBM Corporation
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[Restoring IASPs

The system ASP must be restored first

¢ Then restore any independent disk pool
¢ Or pools must be manually created through iSeries Navigator

Special consideration for the RSTAUT command
¢ Use after you have recovered all of your independent ASP’'sASPs

Restoring iASPs © 2002 1BM Corporation
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Notes Restoring IASPs

Restoring an entire system that is using independent disk pools becomes a more complicated matter. The system ASP must be restored
first, then the any independent disk pool. Or an IASP must be manually created through iSeries Navigator or the Create Device ASP
(CRTDEVASP) command must be issued and a restore into the IASP be performed.

This requires knowledge of the original disk pool sizes and names. Also, if you are using the restore menu to recover user data, you should
consider not using the RSTAUT command until you have recovered all of your independent ASPs. An example recovery procedure of your
system would be as follows (do not forget to review the V5R2 Backup and Recovery Guide, SC41-5304):

Restore your SAVSYS

If you are recovering your system from an option 21 save, you may perform option 21 restore, which does the following steps: (You may want
to prompt for commands)

RSTUSRPRF

RSTCFG OBJ(*ALL)

RSTLIB SAVLIB(*NOSYS)

RSTDLO DLO(*ALL)FLR(*ANY)

RST ((/* )(/QSYS.LIB ’ *OMIT)(/QDLS ' *OMIT))

Perform the following steps for each IASP you need:

In OS/400 create your independent storage pools from iSeries Navigator or use the CRTDEVASP command.
RSTLIB SAVLIB(*NONSYS) ASPDEV/(youriasp)

RST OBJ(‘/dev/*)

Then perform RSTAUT USRPRF(*ALL). Note, If RSTAUT has been performed prior to recovering your independent ASPs, you must
RSTUSRPRF first, then use RSTAUT.

Restoring iASPs © 2002 1BM Corporation
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Linux & Windows NWSSTG on iASP | _ @

You have additional save and restore considerations compared to an OS/400
partition:

¢ Information under the QFPNSSTG in the system ASP

¢ The network storage space ((NWSSTG)) named under the /dev/IASPname directory

Restore the network server description as last recovery step

¢ Automatically link the network server description (NWSD) to the network server
storage space (NWSSTG)

If the NWSD is on a switchable IASP
¢ You may save the pointers and the network server description
¢ Restore NWSD to the other system in the cluster

¢ By switching the IASP, Linux & Windows becomes usable on the switched to system

© 2002 1BM Corporation
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Notes Linux & Windows NWSSTG on iASP

When a network server storage space is created on an IASP, it still creates its pointers in the QFPNSSTG directory which is stored in the
system ASP. This means to save and restore a network storage space that was created in an IASP, you must save the information under the
QFPNSSTG in the system ASP, and also the network storage space named under the /dev/IASPname directory. The following is an example
creating a Linux storage space:

CRTNWSSTG NWSSTG(LINUXSTG)NWSSIZE(3000)FORMAT(*OPEN)ASP(40)

This creates a network storage space called LINUXSTG in ASP40, which, in our example we have previously named ROCHESTER. The
actual storage space resides in User Defined File Sysem - /dev/rochester/linuxstg.udfs. It also creates an entry in /gfpnsstg/linuxstg/gfpcontrol
along with a /mount directory under /gfpnsstg/linuxstg.

To use a network storage space, you must also create a network storage description to link to the storage space. The following is an example
creating a Linux network storage description and adding the link to the network server storage space:

CRTNWSD NWSD(LINUXSVR)RSRCNAME(*NONE)TYPE(*GUEST)PARTITION(LINUX) +
ADDNWSSTGL NWSSTG(LINUXSTG)NWSD(LINUXSVR)

If the network storage space was created on a switchable IASP, you may save the pointers and the network server description and restore it
to the other system in the cluster, and by switching the IASP, Linux would be usable on the switched to system.

The following commands (shown on next page) will save the objects needed for Linux from System A, put them in a save file in the
switchable IASP, restore the objects to System B, then allow Linux to be active in the partition on system B. Note that System B would have to
already have a Linux partition configured, but the network server space and the network server description will be restored from System A.

© 2002 1BM Corporation

74



FO3GPO05.prz

Notes Linux & Windows NWSSTG on iASP

On system A:

CRTLIB LIB(MYLIB)ASP(*ASPDEV)ASPDEV(ROCHESTER)

SETASPGRP ASPGRP(ROCHESTER)

CRTSAVF FILE(MYLIB/SAVEFILE1)

CRTSAVF FILE(MYLIB/SAVEFILE2)

SAV DEV(/ROCHESTER/QSYS.LIB/MYLIB.LIB/SAVEFILE1.FILE)OBJ((/QFPNWSSTG/LINUXSTG"))
SAVCFG DEV(*SAVF)SAVF(MYLIB/SAVEFILE)

SETASPGRP ASPGRP(*NONE)

On system B:

After the IASP has ben switched to System B, the following commands will make Linux usable on System B (assuming that the partition
already exits):

Vary on or Make Available ( iSeries Navigator

SETASPGRP ASPGRP(ROCHESTER)

RST DEV(/ROCHESTER/QSYS.LIB/MYLIB.LIB/SAVEFILE1.FILE)OBJ((/QFPNWSSTG/LINUXSTG'))
RSTCFG OBJ(LINUXSVR)DEV(*SAVF)OBJTYPE(*NWSD)SAVF(MYLIB/SAVFILE2)

SETASPGRP ASPGRP(*NONE)

It is very important to restore the network server description last, as this will automatically link the network server description to the network
server storage space. At this point, varying on the network server storage description should bring up the Linux partition.

. © 2002 1BM Corporation
Notes: Saving and P
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Using BRMS for IASPs

Updated Edit Backup Control Group Entries screen
¢ Default values should not affect your current backup strategy

IASP recovery steps are included on the System Recovery Report

-

~

Edit Backup Control Group Entries RCHASM2D
Goup . . . . . . . TEST
Default activity . *BKUPCY
Text e . test
Type information, press
Auxi liary Weekl y Retain Save SWA
Backup Li s St or age Activity Object Wile Message

224 1l G Ve T *Blkugrp Properties - During Backup ﬂ

10 *EXIT : 3 : ; : ; i

20 *SAVSYS | Wherel Media Retentmnl Save File Retentmnl TSM Serer Hetentmnl Actmtg.rl

30 *1BM it N

40 *ALLUSR * SYSBAS lterns to Back Up or Action | Type | Track Object Detaill | Disk Poal | | Al

50 :ALLDLO X it Security data INone | [Svstern and basic diskpoals =l _

38 ) 'é'x:\‘$ ALLAVL i Configuration data [Mone & ALNG

B Al user data I = 1 [Cihohiects [
ot t om 1 All document data IMone | [REMOVE
F3=EXi T F5=Rette |1 Al directory data | QLibubiects =
F11=Di splay exits F12=Canc /
Advanced... | Save While Active. .. This screen is cropped for
presentation purposes
[ Unmalnt User-defined file systems
ok | cancel | ren |7

© 2002 1BM Corporation
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Notes Using BRMS for IASPs

The V5R2 BRMS (5722-BR1) Edit Backup Control Group Entries screen has been updated as shown to include a new Auxiliary Storage Pool
Device field. In the screen example, the IASP name is Libobjects.

This field will not appear on some backup items entries. Typically this occurs for backup items which cannot reside on auxiliary storage pool
devices. The Auxiliary Storage Pool Device prompt will be automatically filled in for entries of your existing backup control groups to reflect the

scope of the save across auxiliary storage pool devices.

These default values should not affect your current backup strategy and should be consistent with what was being saved by the control group

in V5R1.
e The *SYSBAS value on the *ALLUSR backup item saves all user libraries on the system (1) and any basic user (2-32) auxiliary storage pools.

e The *ALLAVL value for the *LINK backup items saves the links on the system (1) and any basic user (2-32) auxiliary storage pools as well as
the links on all available auxiliary storage pool devices.

Note: When saving directory and files, you should unmount any mounted user-defined file systems (UDFSs) prior to the save to assure the
objects in the mounted over directories are saved. UDFSs are automatically unmounted on auxiliary storage pool devices when the system is
in restricted state. UDFSs on the system or basic user auxiliary storage pools need to be explicity unmounted. Any unmounted UDFSes need

to be remounted after the
save.

Notes: Using BRMS for iASPs

© 2002 1BM Corporation
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IASP and Availability

IASPs represent a single point of failure in the system
Not a disaster recovery solution
Pre-V5R1 HSL adapters do not work with iASPs

IASP and balancing workloads

IASPs can co-exist with HABP solutions
e HABP solutions provide geographical dispersal of the data
¢ The IASP cannot be used for balancing workload

IASP Availability considerations © 2002 IBM Corporation
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Notes IASPs and Availability

Using only IASPs, there are some deficiencies in total system availability remain: for example:

IASPs represent a single point of failure in the system: If the disks in the IASP are permanently damaged, then the data is unrecoverable
so special care is need to ensure that the correct level of disk protection is chosen for the IASP. For critical data, tower level mirroring may be
appropriate. For less critical data, RAID protected disks may be the best solution. Additionally, a secondary IASP used for journaling should
exist in a separate RAID set to ensure that the latest updates are available if the data in a primary IASP becomes damaged or lost.

Not a disaster recovery solution: Because of loop limitations with HSL, the systems must be within 250 meters of each other (15 meters
with some configurations). The production and backup systems can be several thousand kilometers apart when replication is used. IASPs
are, therefore, not useful as a disaster recovery solution.

Pre-V5R1 HSL adapters do not work with IASP: If the IASP configuration involves an HSL loop, a V5R1 supported HSL adapter (such as
feature #2739 Optical Bus Adapter) is required. HSL adapters available prior to V5R1 (for example the #2695 Optical Bus Adapter) do not work
with IASPs. Models 830 and 840 systems with original HSL cabling can be upgraded to newer HSL features. Models 270 and 820 will require a
model upgrade to 830 or higher to support the required HSL technology.

IASP and balancing workload: Careful planning should be done to balance workloads across systems with IASP's when ever possible. The
way to achieve the is to use multiple IASP groups with separate applications or application instances. For example, if used with Domino, split
the Domino servers across at lest 2 IASP groups, with each system in the loop acting as the primary for only 1 of the groups.

IASPs coexists with HABP solutions: While it is true that IASPs provide additional availability tools on the iSeries server, IASP functions do
not replace High Availability Business Partner (HABP) solutions. Customers who simply want to increase availability at a lower cost can use
independent ASPs without adding disks for the backup system. Independent ASPs coexists with HABP solutions. Consider these
characteristics of IASP and HABP solutions:

e HABP solutions provide geographical dispersal of the data: The production and backup systems can be several thousand kilometers
apart. This is an important factor for effective disaster recovery. With an IASP solution, the systems must be within 250 meters of each other
because of the limitations of the HSL Loop. With some V5R1 configurations, the distance is limited 15 meters.

e An HABP solution provides switchover capability between two systems: The HABP approach for switchover and failover can be
complex. Monitoring is often performed at a high level, although newer versions of the HABP products now use IBMs cluster monitor. In
comparison, using switchable IASP with clustering provides a means to handle a complex requirement in a relatively simple way. The
heartbeat monitoring that is implemented with IBM clustering is very sophisticated. Once properly setup, the switchover or failover to the
backup system can be nearly seamless.

Notes: IASP Availability © 2002 IBM Corporation
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[iASP Scenarios

Non-switchable simple independent disk pool

Switchable independent disk pool
¢ Switchable tower
¢ Switchable IOP with logical partitions
¢ Switchable tower with logical partitions

Integrated xSeries Servers and independent disk pools

Linux and independent disk pools

Scenarios © 2002 IBM Corporation

80



FO3GPO05.prz

Notes IASP Scenarios

T |

The following foils provide several implementation and usage examples of independent disk pools. They range from the ultra-simple to
extremely complex. These are meant to demonstrate the flexibility and possibilities of independent disk pools in the day-to-day iSeries world.

The scenarios we will have a brief look at are:

¢ Non-switchable simple independent disk pool

e Switchable independent disk pool
= Switchable tower
- Switchable IOP with logical partitions
- Switchable tower with logical partitions

e Integrated xSeries Servers and independent disk pools

e Linux and independent disk pools

Notes: Scenarios © 2002 IBM Corporation
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Non-switchable simple independent disk pool }
{ — oo e®

Failure in one Database does NOT distrupt other Databases

While the system is active
¢ Can be independently taken offline

¢ Can be independently brought online
= no initial program load (IPL) required

Data can be offline until it is needed
¢ Shorten processing time for operations such as IPL and reclaim storage

e —
System disk pool

PSS
) OO

Payroll data  Order entry Company 1 Company 2 Company 3
data

Independent disk pools

© 2002 1BM Corporation
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Notes Non-switchable simple independent disk pool

In a single-system environment, a standalone, or dedicated, independent disk pool can be taken offline independent of other disk pools
because the data in the independent disk pool is self-contained. In this scenario, the user has five independent disk pools. They could
represent three different applications where the third application may have archived data. The system automatically creates the system disk
pool (referred to as Disk Pool 1 or ASP 1) which contains all system programs and system data.

Failure in one Database does NOT distrupt other Databases
The most important advantage of this isolation is that should an IASP fail, that database will not be available. All other databases will not be
impacted by this failure.

While the system is active

That is, all of the necessary system information associated with the independent disk pool's data is contained within the independent disk pool.
The independent disk pool can also be brought online while the system is active; no initial program load (IPL) required. Using independent disk
pools this way can be very useful, for example, if you have large amounts of data that are not needed for normal day-to-day business
processing. The independent disk pool containing this data can be left offline until it is needed. When large amounts of storage are normally
kept offline, you can shorten processing time for operations such as IPL and reclaim storage.

Data can be offline until it is needed

Data that does not need to be on-line can be brought offline until it is needed. This way the system does not have to maintain this data and the
internal structures that are associated with it. For example the system will have smaller database cross reference files for the data that is
online. Besides operational advantages, this also results in a shorter processing time for operations such as IPL and reclaim storage.

Notes: Non-switchable simple © 2002 1BM Corporation

independent disk pool
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[Switchable Independent disk pool

Switchable towers
¢ First tower can be switched between nodes A and B
¢ Second tower can be switched between nodes B and C

¢ Node D can only access IASP36, a private independent disk pool

Dev === M Day Dy
CRG 1 CRG1 CRG?2

Device
| —

domain -
i " |ASP 35 i
|ASP 33 IASP 34 ) IASP
| — | —— | ——
Switchable Towers Standalone [ASP

© 2002 1BM Corporation
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Notes Switchable independent disk
pool

In this example, the figure shows a cluster consisting of four nodes. Nodes named A, B, and C are defined to be in the same device domain.
There are two switchable towers - one contains IASP33 and the other contains IASP34 and IASP35. The tower containing IASP33 is on an
HSL loop that also contains nodes A and B. This first tower can be switched between nodes A and B. The tower containing IASP34 and
IASP35 could be on another HSL loop that also contains nodes B and C. This second tower can be switched between nodes B and C. Node D
is contained in the cluster, but is not a member of the device domain and therefore can only access IASP36, a standalone, or dedicated,

independent disk pool.

For details on cluster domains please refer to the IBM Redbook 'Clustering and IASPs for Higher Availability on the IBM iSeries Server’,
SG24-5149-01, or to the iSeries Information Center.

Notes: Switchable independent disk © 2002 IBM Corporation
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[Switchable Independent disk pool

Switchable IOP with logical partitions
e Four logical partitions on a single iSeries server

¢ |OP Y is on the shared bus
= |t can be switched between all of the nodes in the cluster.
= \When the IOP is switched

— Everything that is physically connected to
that IOP is also moved to the new primary node.

m Frimary
partitio

Device CRG 1

© 2002 1BM Corporation
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Notes Switchable independent disk pool »

1 -. |

In this logical partition example, the following figure shows a cluster consisting of four logical partitions on a single iSeries server. All four
nodes belong to the same device domain. IASP36 is composed of disk units accessible through IOP Y. IOP Y is on the shared bus so it can

be switched between all of the nodes in the cluster: A, B, C, and D.

Remember when the IOP is switched, everything that is physically connected to that IOP is also moved to the new primary node.

Notes: Switchable independent disk © 2002 1BM Corporation
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[Switchable Independent disk pool

| @

Switchable tower with logical partitions
¢ A combination of the previous two examples

W Primary
partitio

Dev Dev
CRG1 CRG1
Dev
CRG1

Switchable tower
'r'--_-l-"'

T

Device

dormain r—/
|IASP 36

e —

© 2002 1BM Corporation
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Notes Switchable independent disk
pool

e
The example, shown in this sheet, depicts a combination of the previous two examples. IASP36 is composed of disk units contained in a

switchable tower. The tower is on the same HSL loop as two systems, one of which is made up of four logical partitions. Assuming that nodes
C and D, and the second server, node E, are defined to be in the same device domain, the independent disk pool can be switched between

those three nodes.

Notes: Switchable independent disk © 2002 1BM Corporation
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[ Integrated xSeries Servers and independent disk pools

A real world example

ISeries 830 iSeries 840

Development §Viiched JDE OneWorld

2 Logical Patrtitions Disk Production
[CIuster

xSeries xSeries
Exchange & SQL File & Print

© 2002 1BM Corporation
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{ NOteS Integrated xSeries Servers and independent disk pools } _

.ﬁﬁ:}

This is a real world example of using Integrated xSeries Adapters and independent disk pools. In this environment the disks containing the
server storage for the IXAs and the IXAs themselves are in switchable towers and switchable independent disk pools. In the event of a failure
or during routine maintenance on the primary system the independent disk pool and the IXAs can be switched to the backup system. For
planned outages it allows the applications running on the IXAs to continue to be available. For unplanned outages you will have a determinable

time for recovery.

© 2002 1BM Corporation
notes: INtegrated poret

xSeries Servers and
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[Linux and independent disk pools

A higher available Linux system

Secondary system
with backup
Linux partitions

Primary system
with a production
Linux partitions

© 2002 1BM Corporation
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Notes Linux and independent disk pools

Linux on iSeries was introduced in V5R1. With the introduction of switchable independent disk pools you now can have a more highly available
Linux "system.” To use Linux with independent disk pools you need to use hosted or virtual dasd. The disk space for the Linux partition is
created using network server storage spaces. One of the selling points for putting Linux on an iSeries partition was the ease of backing up the
network server storage spaces and the ability to duplicate a Linux installation by copying the storage space. If that server space happens to be
on an independent disk pool then you can switch that disk pool to another system and bring up that Linux system on another partition. This
sheet shows a possible configuration

with Linux and independent disk pools.

If your Linux disk requirements are significanlty large then it is not practical to save the storage spaces and move them to a backup system. In
this case a switchable independent disk pool provides for a convenient and effective way to move a Linux system from one system to another.
If the network storage space is the only object on the switchable disk pool in the event of a hard failure there should be little recovery time

when switching the disk pool to the backup system and bringing it up.

Notes: Linux and independent disk © 2002 1BM Corporation
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Benefits of independent disk pools | <@

Availability
¢ Keep data available to an application even in the event of a single system outage
¢ An alternative process of replicating data from one system to another
e |solate disk unit failures within the independent disk pool

Server Consolidation of “branch office” type systems
Workload balancing across multiple servers through switching

Isolate low-use data with ability to bring online only when needed
¢ Reduce system start time

Reclaim storage by independent disk pool

Isolate data associated with specific applications

Save/restore management by independent disk pool

Perform application maintenance that does not affect entire system

© 2002 1BM Corporation
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Notes

The concept of “independent storage” is new to iSeries. For many years, iSeries customers, and AS/400 and System/38 customers before
that, have been used to working a single view of storage which was totally owned by the system to which it was attached.

User ASPs were introduced on System/38 to allow the disk storage attached to a single system to be grouped into separate pools. However,
these pools have always had a very close relationship to the System ASP and you could not have duplicate library names in different user
ASPs. In effect, all the storage attached to a system was a single namespace.

In more recent versions of OS/400, various file systems such as QOpenSys, QNetWare and QNTC were introduced and these were
generically known as the Integrated File System (IFS). By defining User Defined File Systems (UDFSs), the IFS objects could be stored in
different user ASPs. However, these were limited to only being available on the system to which the disk storage was attached.

In V5R1 of OS/400, the first move away from this single view of storage was introduced with the ability to switch IASPs between systems or
logical partitions. This initial introduction of IASPs was limited to IFS objects and as such, had limited use for most iSeries customers, being
primarily limited to Domino, webserving applications and Integrated xSeries Adapters or Servers.

Now, with the enhancements introduced in V5R2 to support the traditional library/object structure in the QSYS.LIB file system used by the
majority of iSeries applications, independent disk pools introduce many new potential advantages to most customers. These include:

Availability
¢ Keep data available to an application even in the event of a single system outage
¢ An alternative process of replicating data from one system to another
e Isolate disk unit failures within the independent disk pool

Server Consolidation of “branch office” type systems

Workload balancing across multiple servers through switching

Isolate low-use data with ability to bring online only when needed
¢ Reduce system start time

Reclaim storage by independent disk pool

Isolate data associated with specific applications

Save/restore management by independent disk pool

Perform application maintenance that does not affect entire system

© 2002 1BM Corporation
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[ Current Flash Copy

m | ocal, instant point-in-time copy of all iSeries disks
» Addresses outages due to backups
» Invoked from IBM TotalStorage ESS Specialist Primary
~ 'NOCOPY" option Series

= Benefits:
» Fast checkpoint
» Full system backups with minimal downtime

» Multiple platforms supported

m Considerations:

» Must quiesce (power off) primary server
= Up to 2-hour outage or more on primary server

» New complexities
» Manual processes - no CLI
» Recovery considerations Single ESS

» May impact disk performance
» For nightly backups, may not be faster than OS/400 Save-While-Active

| @

Backup
iSeries or
LPAR
(inactive)

Point in
time copy

© 2002 1BM Corporation
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IASP Flash Copy

iISeries Cluster and
Device Domain

SLIC, OS/400,

temporary objects’,
paging space, User
profiles, spool files® | |

Backup iSeries
(active)

SLIC, 0S/400,

temporary objects’,
paging space, User
profiles, spool files

Primary
iSeries

2

Pointin
time copy | -

Single ESS

1) Temporary space includes Qtemp libraries, index build space etc
2) There is a statement of direction to allow Spool files in an IASP in the future

© 2002 IBM Corporation
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[ IASP Flash Copy } e

= Benefits over Remote Load Source process
» No IPL to attach second copy of data to the backup server ( An IPL must happen at the
end of the process)
» Saving can start after around 5 - 10 minutes after the flash
» No issues with SLIC or OS/400. The second system has it's own copy
~ Saves will be done through OS/400. This will take advantage of the performance of our
save techniques including parallel saving.

~ Replication on the production server ( with HABP ) to another system can continue to run
without getting behind while the save is running

> Multiple IASP's can be attached and saved in a single process. This is a huge benefit
compared to current remote load source mirroring technique.

m Considerations:

» Must quiesce (vary off IASP )
=Around 10 minute outage on primary server
» New complexities - customer must be in an IASP environment to use it

» Manual processes to Flash- no CLI

» Recovery considerations

» Disk sizing for system ASP is very important - this requires the fastest disk on the
system as this is where memory paging, index builds etc happen.

e © 2002 IBM Corporatllon
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‘Summary

e \V5R2 brings IASP to stage 2
= 'Most' object support is enabled

e Switchable IASP adds to iSeries HA proposition
¢ Provides application consolidation

© 2002 1BM Corporation
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[Where to find more information

e Information Center

¢ Redbook SG24-6802 (available as Redpiece December)
= Additing new material Feb 2003

o ITSC
= |ASP Feasibility Study &Workshop(s)for IBM iSeries server™®

¢ HA info at http://www-1.ibm.com/servers/eserver/iseries/ha/
e [For customisation help CTCEMEA@FR.IBM.COM

© 2002 1BM Corporation
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[Multiple Database Support - Setup Example} @

AR,

Jadald

User profiles/ Job Descriptions

Jadasd

*SYSBAS
= 05400

|ASPs

® | icensed Programs
® \Work Mgt & User Definitions

|
MYCPY1

Database

EUROPE:

m Catalog

m Collections,
Libraries

MYCPY2

Database ASIA:
® Catalog

®m Collections,
Libraries

Contains Common Application Code

MYCPY3

Database US:
m Catalog

m Collections
Libraries

© 2002 1BM Corporation
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Notes Multiple database setup

This chart explains how to set up a consolidated environment on a single, not a partitioned system, where a common set of application code
is used to access individual files with the same names, but of which the data has to be kept separately for business reasons.

Three IASPs are defined on this system, each of which contains the data libraries of each entity in the company. Each IASP will therefore
contain the same libraries with the same tables, views and indexes, but with different data. In our example, for purposes of simplifying change
management, the application programs are stored only once in the system ASP. Also, for illustrating the different data, we show our database
names representing geographical areas - different than the IASP name in which the database resides.

The user profiles and their attributes are migrated from each system, and are associated with a job description that directs them to the IASP
device where their data resides. This is done by specifying the name of the IASP device on the Initial ASP Group (INLASPGRP) parameter of
the Job Description associated with each user profile.

This way, a user that signs on to the system will have access to the common application code, residing in the system ASP, and to his data
libraries, residing in the 1ASP.

If this system is running an application that needs to be enabled for support of different cultural values, it can still be achieved in this way, as
long as the individual set up of the cultural objects follows the design principles as detailed in the International Application Development
(SC41-5603) manual. In this case, multiple instances of the different cultural elements can be stored in the IASPs in their libraries, much as is
the case on a system without multiple database support.

The advantages of such a consolidation, which can maintain its naming schema, include:

* No need to change the naming of all data containers, data objects or data attributes to fit in a consolidated IT service delivery environment;
no secondary changes to the security setup either.

e Transparency for change and problem management including help desk support organizations.

FO3GPO05.prz

Notes: Multiple Database Support - © 2002 IBM Corporation
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[ Multiple Database Support - Setup Details } @
Initial Program: m*l M’I mﬁl

. m |dentifies DB libraries
User Profile to be worked with, \—

_ uses SETASPGRP |
[= Initid Program |
[= Job Description | ——
Job Description, IASP #1 IASP #2 IASP #3
per |ASP usex (9):
= INLASPGRP
| = L|§rary List=
| ASP Definition
v
System Value CodelLibrariesin Librariesper
X SYSBAS |ASP DB:
= PGMGLAPAR = DBGLAPAR
» = PGMOE = DBOE
= PGMPROD = DBPROD
= PGMMISC = DBMISC

FO3GPO05.prz
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Notes Multiple Database setup

This figure shows more details of using multiple IASPs on a single system. This example is intended only as what we believe to be an
implementation adhering to the principle of separate placing of processes and data.

The base assumption is to keep as much as possible the code libraries (programs, modules, environment descriptions) separated in the
system ASP, while the data libraries are contained in separate IASPS, as required by the business entities. This is as discuss earlier in the
notes for the foil: Multiple Database Support - Details.

The system value QUSRLIBL contains the names of the common code libraries and is used in the job descriptions associated with the
different user profiles; each user profile has an initial program that sets up the data libraries the user will work with.

In a multilingual environment, you can add the libraries, containing the MRI or any other culturally dependent objects, in the system ASP also.
These might also reside in the IASP.

Note: In an SQL environment use CONNECT to specify the right database. To achieve the fastest performance, make sure that the database
to which you perform an SQL CONNECT corresponds with your current library name space. You may need to use the SETASPGRP
command first to achieve this. If the SQL CONNECT function is not operating within the same library name space, the application will use
Distributed Relational Database Architecture (TM) support which can affect performance.

Notes: Multiple Database Support - © 2002 IBM Corporation
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Make disk pool avallible

b iSeries Navigator
File Edit “Wiew Help

bR XS E S

0 minutes old

| Ervvironment: My 45/400 Connections | Rchascld: Dizk Pool Groups

| Skatus |

& Optical Units +| | Disk ool Group [EETEE
=€ Disk Units % Group Flake !

g Al Disk Units
p By Location
E@ Disk Pools

' % Disk Pool 1
- 2! Explore

-G ool

Parity Set
H arty E_! i ) Create Sharkouk
Monconfigured Disk L ] o
Cusktomize this Yiew  k

EEI" Tape Devices

- Software craphical Yiew
[+ ¢ Fixes Inventory
ﬁ Calleckinn Sarvices Start Mirroring. ..
Logical Partitions add Disk it .
B ~dd a connection D;ElEtE' . b
() Install additional comporents Afestioe tenance
Jobs
Properties

Makes a disk pool available for use,

IInavailable

Aneailability
Graphical view

a
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Notes Make disk pool availible ) el

In the window we have right clicked the disk pool 33 icon. The menu shows the option to make the disk pool available or ‘vary theiASP on'.

© 2002 1BM Corporation
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Confirm availability

ﬁ{nnﬁrm Making Disk Pools Available - Rchascl4 - 0] =]

Thiz will make the following disk pools available. If additional
disk pools appear helow, some ofyour selections belong to disk
poaol groups and will be made available with all members of the
group. All the data an these disk poals will be availakle.

To make these disk pools available, click Make Available.

Disk Pool | Capacityl % Lsed | Free Space | Disk Units |
Q} Disk Pool 33 (Flake) 159.0GH  Unkno... Unknown 2
Make Availahle Cancel Help |7|

© 2002 1BM Corporation
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i\,

'Notes Confirm availability >

The confirm availability screen is then displayed. Clicking the make available button will start the vary on process. The pipe line will pump until
the IASP is varied on.

© 2002 1BM Corporation
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Switching Disk Pools

B iSeries Navigator
File Edit Yiew Help

Eih| .@"?J|i’! X |I:Iminutesu:uld

| Central Spztem: Rchazcld I Switchable Hardware: Snow

Manitors ﬂ Mame | Hardwar. .. | Type | Skakus | Available at
;! Endpoint Systems &) Flake switchabl,..  Primary Yaried off  Yes

‘ Syskem Groups

Extreme Support

Syskems with Partitions

B g Clusters

E‘h Mewport

g Modes

EI@ Switchable Hardware

Switchz By e
i Cpen

LA Swibche
EEI"E,I Wehstar Creake Shorkouk
=B My A5/400 Conneel  SUStomize Ehiis Yig [
- [l Rehascll Shart

Skop... igernent Central tasks

e T
B 4dd a connection
) Install additional cor

Mew Disk Poal. .. 3
&dd Exisking Disk Poal. ..

Delete, ..

Properties

a

Siitches the selected group ko a backup node.
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Notes Switching Disk Pools

T |

Once the disk is available it can then be switched. Expand the switchable resources icon and right click the switchable hardware. The switch

option is then displayed.
This assumes that a cluster has been setup on the system.

© 2002 1BM Corporation
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Disk unit numbering

B ] Adeld00a, au. b cor; Al Disk Urnits

=

- system assigns disk unit numbers

e 4001 -6047

- system assigns pool numbers

e 33-99

Disk U] Status ] Capac... ] Free 5. | Reser... ] % Busy ] Protection J Compression ] Type-Mode... | Unit N... ] Disk F
&7Dd020 Active 17GB 13GB 10MB 4% Parity Not compre... 6606-072-4 20 1
&’Dd021 Active 07GB O05GB 10MB 4% Parity Not compre... 9337-022-2 21 1
&7Dd022 Active 10GBE O07GB 1.0MB 4% Parity Not compre... 9337-023-2 22 1
&7’Dd023 Active 10GB ©07GB 1.0MB 4% Parity Not compre... 9337-023-2 23 1
&7Dd024 Active 07GB O05GB 1.0MB 4% Parity Not compre... 9337-022-2 24 1
&7Dd025 Active 07GB O05GB 10MB 4% Parity Not compre... 9337-022-2 25 1
&’Dd026 Active 10GB O07GB 10MB 4% Parity Not compre... 9337-023-2 2b 1
&’Dd027 Active 07GBE O05GB 1.0MB 4% Parity Not compre... 9337-022-2 27 1
&7’Dd028 Active 07GEBE O05GB 1.0MB 4% Parity Not compre... 9337-022-2 28 1
&’Dd029 Active 0.7GB O05GB 1.0MB 4% Parity Not compre... 9337-022-2
&7Dd030 Active 10GB O07GB 1.0MB 5% Farity Mot compre... 9337-023-2
&?Dd031 Active 1.0 GB 0.7 GB 10MB 5% Parity Mot compre.__.
&?Dd032 Active 1.0 GB 0.7 GB 1.0MB 5% Parity Not compre. ..
&?Dd033 Active 0.7 GB 0.5 GB 1.0MB 4% Parity Not compre._.
&’Dd034 Active 0.7 GB 0.5 GB 1.0MB 4% Parity Mot compre. ..
&7Dd035 Active 1.0 GB 0.0 GB 1.0MB 4% Party Mot compre. ..
&?Dd036 Active 1.0 GB 0.0 GB 10MB 4% Parity Mot compre.__.
&?Dd037 Active 0.7 GB 0.0 GB 10MB 4% Parity Mot compre. .
&?Dd038 Active 0.7 GB 0.0 GB 1.0MB 4% Parity MNot compre._.
&’Dd039 Active 0.7 GB 0.0 GB 1.0MB 4% Parity Mot compre. ..
&7Dd040  Active 0.7 GB 0.0 GB 1.0MB 4% Parity Mot compre. ..
7Dd041 Active 10GE O00GB 10MB 4% Parity Not compre. ..

IASPs

© 2002 IBM Corporation
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Notes Disk unit numbering

Disk units in an indenpendent ASP are numbered differently from normal internal drives located in SYSBAS. Drives in an IASP are numbered

from 4001.
The graphic shows there are 7 drives in disk pool 33 numbered 4001 to 4007.

© 2002 1BM Corporation
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What if a disk pool fills up ?

Additional Message Information

Message D ......: MCH2814 Severity .......: 30

Message type . . . .. . Escape

Datesent ......: 03/22/02 Timesent ......: 17:35:06
Message . ...: ASP resources exceeded.

Cause.....: Resources of ASP &1, ASP number 34, were exceeded.

The reason code is 2. The reason codes are:
0 - Unspecified reason code.
1 - ASP addresses are unavailable.
2 - The storage space of the ASP has been exceeded.
Recovery ...: Forreason code 2, either destroy some objects that reside
in the ASP or add an additional disk unit to the ASP.

i

© 2002 1BM Corporation
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Notes What if a disk pool fills up ?

It is possible to fill your IASP. An iIASP cannot overflow to SYSBAS. An error message will be issued and the IASP will stop. More disk must be

added before the iIASP can be restarted, or varied on.
This is a circumstance that you do not want to happen. There are threshold messages that can be set to warn you of the status of your IASP

capacity.

© 2002 1BM Corporation
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Operation Navigator disk pools view (&

¥ iSeries Navigator =10 x|

File Edit Wiew Help

& E| X|@ L) 0 minutes old

| E nvironment: My Connections | FchasmZd: Disk Poalz
EI! My Connections ;I Disk Pool | Capacity | %o Used | Skaktus
el [ Tl & Disk Poal 1 55,6 GB 49% Awailable
E-@ 1asPsys &3 Disk Poal 33 (Ryan) 6.4 GB 1% Available
-1 Basic Operations £ Disk Pool 34 (Benjamin) 6.4 GB 99% fwailable

% Wark Management
EBE' Configuration and Service

% Swskemn Values

=8¢ Hardware

All Hardware
Cammunications

% Syskem Adapters

LaM Resources

@ Warkstation Resources
Processor Information
----E.%j} Cryptography Resource
----- Cipkical Units

1) Disk Units

) All Disk Uinits

‘? By Location

-- Disk Pools

Disk. Pool Groups

F-EX Parity Sets

bt Monconfigured Disk =

] T e Phmt timimm
a | Bl= I -

| |1 -30cf 3 objects

B
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[ Notes Operation Navigator disk pools view

In the graphic you can see the Operations Navigator view of disk units. This shows disk pools in server IASPSYS.

© 2002 1BM Corporation
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Disk Pool wizard

# New Disk Pool - Welcome o ]

Welcome to the Mew Disk Pool wizard.

This wizard takes yvau th =udgh the steps to add a newe disk poal ta
systemn RCHASM20. It also allows you to start compression, start
device parity, and to include disk units in a parity set.

When you create a new disk pool, wou must add at least one disk
unit to the pool. This wizard includes the steps to add one ar more
disk units to the new disk pool.

You can cancel at any time by clicking Cancel.

© 2002 1BM Corporation
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[Notes Disk Pool wizard

There is a disk pool wizard to simplify the setup of independent disk pools.

© 2002 1BM Corporation
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Disk Pool type

Mew Disk Pool

Type of disk pool:
Digk pool:

Database:

X|

|F'rimarg.r

=]

[Mewiaspl

|Generated by the system =

Maote: Ifyouwant to create a switchahle disk pool, he sure to
use the appropriate clustering function before using this

wizard.

s

[ Protectthe data in this disk poal

e | Cancel |

Help |‘?|
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Notes Disk Pool type

i\,

The new disk pool panel appears and allows you to enter the name, the type of pool requested, UDFS, Primary or Secondary, and where the
pool should be created from. In the following example we will create a primary disk pool.

You can also check the box to allow for protection to be started for this new pool.
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Confirmation Window

® New Disk Pool - Seleck

Select the disk poals to which you wwant to add disk units. To add a

hesy disk pool ta the list, click New Paoal.

=101 x|

mewe Disk Poal...
Disk Pool |T~_.fpe Of Disk Paal Frotection
1 Basic Unprotected
[ (Hewiasm Primary Linprotected
Kl | i

| XCancel |
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[Notes Confirmation Window

The comfirmation window displays the state of your new creation, disk name, type and protection.
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Disk pool protection

#® New Disk Pool - Add to Disk Pool Newiasp o ] 4

Disk pool Mewiasp is protected.
This is disk poaol 1 of 1 dizk pools that you selected to waork wwith.

Tao add paritv-protected disk units to disk pool Hewiasp, click Add Parity-Protected Disks. To add
pairs af disk units to be mirrared, click Add Disks to he Mirrored. To remove, select the disk unit ar
units and click Remove. KNOTE: Ifthe disk unit you are selecting to remove is setto be mirrored, you

will need selectthem in pairs of equal capacity.

Selected disk units:
Disk Unitl Capacity | Type-mModel-Level | anerl serial Numherl Protection | Parity Setl Cam

4 | 2|

FEmove Add Dizsks to be Mirrored... Add Parity-Frotected Disk. ..

ﬁ Back | *Next |/Finish | x Cancel
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[Notes Disk pool protection

Select disks for protection. Add them either with mirroring, RAID or no protection.
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New disk pool -add disks

Disk Pool Newiasp - Add Disks x|

To add disk units to disk pool Mewiasp, select the disk unit or units and click Add. Click Help for
more information an why some disk units are nat be eligible.

Available disk units:
Disk Unitl Capacityl Type-hodel-Level | Tl:nwerl Serial Numherl F'rl:utec:til:nnl Parity Eetl Camg
Ddood 64 GB B713-074-4 Fro1  B8-02966A3 Parity 1 Mo
Ddoo?y 64 GB B713-074-4 Fro1  E8-018B205 Parity 2 Mo

Ao
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[Notes New disk pool -add disks

Selected disks have been tagged to be parity protected.
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New disk pool summary

# New Disk Pool - Summary - 10| =]

The followving shiowes howe the canfiguration you specified will look after the disk units are added. If
this is not correct, click Back and make any necessarny changes.

Ifthis is correct, click Finish to begin adding the disk units.

Disk Pool |Type OF Disk Poal | Balance |Prd.zction |capacity  |Disk Unit P
@?1 Basic Mo Unprotected 558 GH

Parity 6.4 GB &) Dd001

Parity 6.4 GB € Ddonz

Parity 8.6 GB € Ddo03

Parity 6.4 GB &) Ddo0s

Parity 6.4 GB & Dd00G

Parity 8.6 GB € Dyons

Parity 6.4 GB € Dyong

Parity 6.4 GB € Dd010
@ (Mewiaspy  Priman Mo Linprotected B.4 GH b

Parity 6.4 GB ¢ Ddoo4 Y
Kl | i

T v Finish | x Cancel
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[Notes New disk pool summary

A summary screen appears showing the type of protection selected and for which disks.
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New Disk Pool - status/completion C

& New Disk Pool Status -0 x|

atarting Levice Farity Frotectiorn...
Ireloding Cisk Lnits..

Staming Compressian. ..
B Adding Disk Units...
Assigning Disk Pool Group...

FPercent Complete 1%

|

¥ The action you requested has comp x|

@ The action you regquested has completed successilly

Ql

FO3GPO5.prz
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{ Notes New Disk Pool - status/completion } %i;, J

A stutus window will appear showing disks are being added to your new pool. This process can be lengthy, similar to adding disks to an ASP
and starting protection for normal disks.
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Create secondary/UDFS disk pools

Mew Disk Pool

Type of disk pool: ISecundarg.r

Disk pool: [Mewiazsp

Frimary: a3 (Manswitch)

Mote: Ifyou want to create a switchahble disl-:{%a

ol, be sure to

use the appropriate clustering function hefare’using this

wizard.

[¥ Protectthe data in this disk pool

]2 Cancel |

Help |‘?|

Mew Disk Pool x|

Type of disk pool: |UDFs =l

Disk pool: [Newiasp

Mote: Ifyouwantto create a switchable disk pool, be sure to
uze the appropriate clustering function before using this
wizard.

[ Protectthe data in this d[%z pool

] | Cancel | Help |‘?|
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[ Notes Create secondary/UDFS disk pools

Creation of secondary or UDFS disk pools follows the same process as for Primary disk pools.
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Create a cluster

¥ iSeries Mavigator
File Edit W“iew Help

ﬂ|éﬂﬁ,|}<|@ﬂ 5 minutes old

I Ervviranment: by A5 /400 Connections I by &5 /400 Connections
I__—_l@ Management Central (Rechascl4) | | Mame | Signed On Lser Descripkion |

E Task Activity B rchascll Manage this server,
@ Scheduled Tasks B rchasclz Manage this server,
DEF"_'"':":""S B Rchascls Manage this server,
Mnnltc!rs ﬂ Rchascld Manage this server,
fg Endpoint Systes B Rchascls Manage this server,
= Ey:tem G;DUDS " B rchascls Manage this server,
- wkreme Suppat

: .I:ll:l " ﬂ Rchascl? Manage this server,
Swskems wikh Partitions )

A ﬂ Rchascla Manage this server,

EI! "”F'.S,l'ﬂ Explore

=@ Rch ©PEN
Rch  ‘Sreate Sharbouk

ch Customize this Yiew F

R
Rch
ach m
dd Existing Cluster, ., ll

. [/ |E nvironment tagks
Propetties " "
B 4dd a connection (@) Install plug-ins
) Install additional components Bl Change all of vour server passwords ﬁh Qpen iSeries Mavigator service tools windoy
(@) Install additional components k ? Help for related tazks

w X

Starks the Mew Cluster wizard,

FO3GPO05.prz
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Cluster wizard

;New Cluster - Welcome

-

=101 %]

Wielcome to the Mew Cluster wizard.

This wizard takes you through the steps to create and start a simple
cluster. A simple cluster consists of one or two cluster nodes. A cluster
node is any server thatis a member of a cluster. When you are creating a
sirmple cluster, the serveryou are creating the cluster an must be ane of
the nades.

B : New Cluster - Specify Cluster Name

Each cluster must have a unigue name.
Before you can successfully create and start yaur cluster, you neec
ensure your systems and your switchahle software are set up corr
Click Details for more information.

What do you want to name this cluster of servers?

The name can be up to 10 characters.

You can cancel at any time by clicking Cancel.

Cluster name:; INewpnn

| *Next | |/ | XCanceI

4 Back | ) et l: | v | X cancal

=100 x]

? Help

B
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[Notes Cluster wizard
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Cluster node and IP

“ . New Cluster - Specify Node =101 %]

You can specify up to two IP addresses for each node in a cluster. Ta
ensure cantinuous availahility, the hode will automatically switch to the
second IP address ifthe first is unavailahle.

Wihat is the primary node in the cluster?

MHode name:

|rehascld Browse. .
Sener:

|rehascld Browse...

Cluster interface IP address 1:

[10.10.10.4 Browse. .

Cluster interface IP address 2

[11.11.11.4] Browse. .

? Help

T

4= Back | *NEH’\L VFinish | xoancel
)

FO3GPO05.prz
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Backup Node signon

- Mew Cluster - Specify Ba

Do yvou weant to specifiy a backup node in the cluster?

=101 i

¥ Yag

= Mo

— Backup node

MHode name:

[rchascla Browse... |
Server:

[rchascla Browse... |
x

System: IRCHASCLE Browse... |
Liser |D: IQSECDFR

Password: I******* Browse.. |

]2 Q Cancel |

4m Back | mp nest o Finich | X cancel | ?Help

T
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[Notes Backup Node signon
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Check for switchable resources

. New Cluster - No Switchable Software Found - 10| x|

Switchahle software is any server software that is automatically
started an the backup node ifthe primary node is unavailakble.

Mo switchable software products that meet the formatting
requirements supported by this wizard were found.

For information about the format supported by this wizard and more
advanced formats, click Help.

4m back | Mext ]/FiniSh | x Cancel ? Help

7
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Cluster creation

| @

_iEix

The cluster is bheing created.

Creating cluster

o

m e | o/ Finish | x.;:ance|| y EL
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Creation summary

i - New Cluster - Summary ;IQIEI

Cluster Mewport has been created with the following settings. Click

Finish.
Zluster: I+ et
Modes:
Rchascld
Rchascl3

Switchahle Hardware:

Switchahle Software:

4m Bk | mp et D(l Finish

x Zannel ? Help

7
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[Notes Cluster summary
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Review cluster

BiSeries Navigator
File Edit “Wew Help

=10l x

R P2 | X

|EI rinutes old

| Central Spstem: Rchazcld

| Clusters: Mewpart

EI--@ Management Central (Rchascld)
o Task Activity

-T2 scheduled Tasks

Definitions

Manitors

;! Endpaint Sywstems

‘ Syskem Groups

Extreme Support

Syskems with Partitions

B g Clusters

: Switchable Hardware
----- # Switchable Software
- Switchable Data

Marme | Descripkion

.} Modes Configure and manage clusker nodes
ﬁﬁwitchable Hardware Configure and manage clusker hardware
Eﬁwitchable Software Configure and manage clusker applicati. ..
"?—? Switchable Data Configure and manage cluster data
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[Notes Review cluster
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Create switchable group

B iSeries Navigator
File Edit “Wiew Help

=101 x|

G R ORI

0 minutes old

| Central System: Rchascld | Newport: Modes
EI@ Management Central (Rchascl4) | | Node | Skakus | Address 1 | Address 2 |
TEL Task Activicy o Rehascl4 Started 17.17.17.4  10.10.10.4
-T2 scheduled Tasks o Rechascls Started 10.10.10.3  9.5.123.68
-[El Definitions

Monitors

;! Endpoint Swskems

i Syskem Groups

Extreme Support

Syskems with Partitions |

¢ @ Clusters
EIE_I Mewpork
- [y Nodes
..l # Switchat Explore
Switchat  “PEM

Create Shorbout
T ey ariaqement Central bazk s

! Add a connection

(@) Install additional com m
=

roperkies

Add a switchable hardware group ko the selected cluster.

a2
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[Notes Create switchable group
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New Group wizard

._._'Fﬁ New Group

=101 x|

- Welcome

Welcome to the Mewy Switchable Hardware Group wizard.

This wizard takes ywou through the steps to create a new switchahle
hardware group and add & disk pool to it for cluster Mewport.

You can cancel at amy time by clicking Cancel.

Next | @/ Firist | X cancel | P Heip

7

4= Back
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Primary Node

-@? MNew Group - Specify Primary Node - |0] x|

You need to specify which node semves as the primary node far the
swvitchahle hardware group.

Which node is the pritmany node for the switchable hardware group?

Prirmary node: A

T

4= Back mp Mext ng o/ Finich | X cancel | ?Help
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[Notes Primary node
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Group Name

@? Mew Group - Specify Primary Name

=10 =]

You need to specify the name of the switchable hardware graup.

What do vou want to name the switchable hardware group?

— Switchable hardware group

Marme: |Snow

Description: l&vew cold device resource group

Advanced... |

ﬁ Back

|

*Next d |/Finish X cancel ? Help | ?
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[Notes Group name
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Create or add to pool

!'ﬁ;:‘h New Group - Create New or Add Existing Disk Pool o ]

Yol can add an existing switchahle disk poal ar create a nevw one.
The Mewy Disk Fool wizard helps you create a nesy disk pool.

Cio wou want to create a new disk pool?

i+ Yoo create a new switchahle disk poof

" Mo, add an existing switchahble disk pool

Existing disk poal:

T

ﬁ Back ? Help

*Nem L\! |/Fini5h | XCanceI
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Select Pool and database

$» New Group - Disk Pool Type =101 x|

Select the type ofthe new disk poal:

" UDFS

[+arme:

¥ Primary

Marre: [Flake

Database name:; |[Systerm-generated =

IP Adddress: |

" Secondary

Iarme: |

MWarme of Prirmary: [HONSWITCH |

T

4. Back | *Nemtl o/ Firish | X cancel | ?Help

FO3GPO05.prz
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[Notes Select pool and database
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Pool Protection

._._'Fﬁ MNew Group - Protect Data in New Disk Pool - 0] x|

To protect the data in the disk pool, you need to add protected disk
units to the disk pool. Protected disk units can have device parity
protection ar mirrored protectian.

Do wau svant to protect the data in the disk poal?

& ¥es protect the data in the disk pool;
= Mo

7

ﬁ Back

*NEH%I o/ Firich | X cancel | P Heip
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Switchable hardware summary

.fﬁ New Group - Sunmmary

The followving shows the complete configuration of cluster Mewpaor. Click
Finigh to add the switchahle hardware group to cluster Mewport.

Zluster: Mevwport
Hodes:
Rchascld
Rrchascl3

Switchable Hardware:
S oy

Switchable Software:

=101 %]

E

« Eack ..................... Ne}d ......... V FInISh ’4 x Cance| | ? HEIp
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[Notes Switchable hardware summary }
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[ Key Interfaces

DASD Configuration

ASP Device Processing
= CRTDEVASP

= CHGDEVASP
= DSPDEVD
= VRYCFG

Name Space Processing
= SETASPGRP

= QYASPOL

Device CRG Processing
= |/Fs to create cluster, add nodes, set up device domain,etc.
= CRTCRG
= ADDCRGDEVE
= CHGCRGDEVE
= CHGCRGPRI (switch over)

Library Processing
= CRTLIB
= QGYOLOBJ
= QHSMMOVL
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[ Notes
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SETASPGRP Command } (@

SETASPGRP

Command Keywords
ASPGRP(*CURUSR,*NONE, name)
SYSLIBL(*CURRENT, *SYSVAL)
CURLIB(*CURRENT, *CURUSR,*CRTDFT, name)
USRLIBL(*CURRENT, *CURUSR, *SYSVAL,
*NONE, names)
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[ Notes
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