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Agenda

= |Series V5R2 Java™ Performance

= Performance analysis tools

= Key Tuning Tips and Techniques
» WebSphere
» Java

» Java Database Connectivity (JDBC)
= Resolving Common WebSphere and Java Problems
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1ISeries V5R2 Java Performance
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V5R2 Java Performance
What's New?

Misc. Java/JVM improvements

| mprovementsto Java commands

Judt In Time (JIT) compiler performance improvements
Support for IVM Profiler Interface (JVMPI)
Performance Explorer (PEX) changes for Java

POWER4 hardwar e allows greater scalability
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Misc. Java/JVM Improvements

JDK 1.4 support added (1.1.6 and 1.1.7 removed)

Java locking improvements
= Lock deflation
= Pathlength improvements

Object allocation pathlength improvements

Garbage Collector enhancements
= Heap compaction allows the Java heap to shrink in size

User classloader cache

= Avoids bytecode verification if class aready |loaded by User class oader
= Avoids recreation of JVAPGMSs, when class has already been |oaded
= The 0s400.define.class.cache.file property enables this option

© 2003 IBM Corporation
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Java Command Improvements

CRTIJVAPGM
= now multithreaded for quicker Direct Execution compiles

ANZIVM
= New for V5R2
= Can be used to help resolve object leaks

© 2003 IBM Corporation
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The JIT Compiler has become...

Stronger

= Asagenera rule of thumb, J'T outperforms Direct Execution by 15% in V5R2, once the
system "warms up"

Smarter
= Register alocation looks at entire method to minimize load and store operations.

= Model dependent code generation
e Resulting JT code will be different for a POWER4 i Series then asStar i Series

M ore flexible

= A new execution mode, Mixed Mode Interpreter (MMI) is introduced

e Quicker startup time then standard J T (but still worse than fully DE'd code)
» Javaclassis interpreted until the VM determines that it is a common path within the code, then will run the JIT
» Code executed only on startup will probably be interpreted

e Can be tuned with the property 0s400.jit.mmi.threshold
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JIT Startup vs. Throughput (for a large Java application)
Startup Throughput
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JIT Memory Consumption (for a large Java application)
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JVMPI - Overview

Java Virtual Machine Profiler Interface (JVMPI) isnew for V5R2 on iSeries

= JVMPI by itsdlf is not exciting to the end user
= JVMPI isan API that can be used to build profilers

I nstructions on how to invoke the profiler

= In QSH, java-XrunMyProfiler MyApp, where MyProfiler is the profiler (J-Probe,
Optimizeit, JProf, etc.

= From CL, JAVA CLASS(MyApp) PROP((0s400.xr un.option MyProfiler))

JVMPI events

JVM Wire Profiler
running JVMPI Protocol front-end

MyApp

Controls

© 2003 IBM Corporation
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JVMPI - Profile Agent sends controls to JVM

The profile agent sends a request to the JVM through a JVMPI defined interface

= The profile agent wants to be notified asynchronously when an event happens
e EnableEvent(), DisableEvent(), RequestEvent(), etc

= The profile agent wants the VM to execute something
e DisableGC(), EnableGC(), RunGC(), etc

= The profile agent wants the VM to perform an action
e SuspendThread(), ResumeThread(), etc

= The profile agent wants information about the VM
e GetCurrentThreadCpuTime(), GetThreadStatus(), GetThreadl ocal Storage, etc

© 2003 IBM Corporation
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JVMPI - JVM sends events to the profile agent

A list of eventsthat the JVM can send to the profile agent
e method enter and exit
e object dloc, move, and free
e heagp arenacreate and delete
e GC gart and finish
e INI global reference alloc and free
e INI weak global reference aloc and free
e compiled method load and unload
e thread gart and end
e classfile dataready for instrumentation
e classload and unload
e contended Javamonitor wait to enter , entered, and exit
e contended raw monitor wait to enter, entered, and exit
e Javamonitor wait and waited
e monitor dump
e hegp dump
e object dump
e request to dump or reset profiling data
e Javavirtua machineinitialization and shutdown
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Performance Explorer (PEX) Changes

Database tables have been changed
= Some old queries will need to be rewritten (if you run them manually)
= Must use new PTDV to access V5R2 data

New or updated event types
= Native JIDBC <-> CLI events added (*DBSVRCNN, *DBSRVREQ)
= Lock / unlock events use * LCKSTR and *UNLCK
= Thread create, start events report parent, child thread id
m Class load/unload events contain class loader and optimization level
= Wait/notify/notifyAll events contain class information

Filtering support has been added for Java methods

Many Java events now contain five levels of stack information

© 2003 IBM Corporation
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POWER4 Hardware

POWER4 32-way Scalability
vs. 24-way iStar and sStar

Times Improved
compared to V4R5 iStar 24-way

SPECjbb2000 VolanoMark Intentia Movex

B V4R5 500 MHz iStar 24-way baseline
V5R1 600 MHz sStar 24-way
] v5R2 1.3 GHz POWER4 32-way
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WebSphere and Java Related Performance Tools

© 2003 IBM Corporation



IBM eServer iSeries

Performance Tools

verboseGC

DMPJVM

ANZJIVM

Performance Explorer (PEX)

Performance Trace Data Visualizer (PTDV)

WebSphere Resour ce Analyzer
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Java and WebSphere Related Performance Tools

verboseGC
Simple way to monitor GC behavior, check for object leaks

Enable with -verboseGC option on Java command line, or viaWAS GUI

Example output
m GC 5: garting collection, threshold allocation reached.
m GC 5: live objects 31739457; collected objects 33663346; collected(KB) 4177772.
m GC 5: queued for finalization O; total soft references 622; cleared soft references 5.
m GC 5: current heap(KB) 9066464; current threshold(KB) 2097152.
m GC 5: callect (milliseconds) 9232.
m GC5: current cycle alocation(KB) 950219; previous cycle allocation(KB) 4194338,
m GC 5: total weak references 3987; cleared weak references 0.
m GC 5: total final references 118763; cleared final references 2267.
m GC 5: total phantom references O; cleared phantom references 0.
m GC 5: total old soft references O; cleared old soft references 0.
m GC 5: total INI globa weak references O; cleared JNI global weak references 0.
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DMPJVM

DMPJVM (Dump Java Virtual Machine) is a standard OS/400 command

= Dump information about the VM for a specified job
e The classpath
e Heap information
e Garbage collection information
e Thread information
e Class|oader list
e Current Object list

= Use DMPJIVM to debug problems "on the fly"

e Red timelock information to detect deadlocks
e Garbage collection gatistics to detect memory leaks
e Smple debug

= May need to do CHGJOB JOB(*) DFTWAIT(300) before running DMPIVM on busy Java
jobs to avoid timeout.

© 2003 IBM Corporation
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DMPJVM - Spool File Data

Dump information about the JVM for a specified job

= The DK level: javaverson=1.3
= The classpath used for the VM

= Heap information
e Garbage collector parameters
» Initial size: 1048576 K

» Max size: 240000000 K

e Current vaues
» Heap size: 5645408 K
» JIT heap size: 494896 K
» VM heap size: 716600 K
e Garbage collection information
» Garbage collections. 427
» Last GC cycletime: 779 ms

© 2003 IBM Corporation
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DMPJVM - Spool File Data (continued)

= Thread information

e Thread: 00000002 Thread-0

e TDE: B004300003235000

e Thread priority: 5

e Thread status. Waiting

e \Wait object: com/ibm/gs'sm/server/ManagedServer
e Thread group: main

e Runnable: javallang/Thread

e Stack:
» javallang/Object.wait()V+1 (Object.java:420)
» com/ibm/ws/runtime/Server.awaitShutdown()V +35 (Server.java: 1687)
» com/ibm/g s/sm/server/ManagedServer.main([Ljava/lang/String;)V+38 (ManagedServer.java:172)
» com/ibm/ws/bootstrap/WSL auncher.main([Ljavallang/String;)V+713 (WSLauncher.java:158)
» com/ibm/ws/bootstrap/WSL auncher.main([Ljavallang/String;)V+713 (WSLauncher.java:158)

e L ocks:
» None
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DMPJVM - Spool File Data (continued)

m Class |oader list / Current Object list
«0 Default class | oader

—
=
=

=5

« Loader hj ect s A ass nane

-0 15623710 [C

0 756654 javal/util/ Vector

-0 318020 java/ util/ Stack

0 14293745 javal/lang/ String

«0 635734 [Lj ava/ util/ Hasht abl e$Ent ry;
0 1192987 [ Lj ava/ | ang/ (oj ect;

0 498741 javal/ util/ Hasht abl e

-0 5 j aval/ | ang/ Thr eadG oup

0 6088 j aval/ | ang/ d ass

© 2003 IBM Corporation




flun]]
Ii
I

IBM eServer iSeries

ANZIVM

ANZJIVM (Analyze Java Virtual Machine) isa standard OS/400 command
= New in V5R2

= Dumps areport diagnosing the differencesin the VM over specified amount of time

e Can automatically run the garbage collector before each snapshot

e Groups statistics by object type

e Sortsthe report by either the number of allocated objects difference (for aleak of alot of small objects) or
the size of the allocated objects difference(for aow leak of large objects)

[
1
T
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T

= Generates a spool file with results

= Use ANZJIVM to debug problemson alive VM
e |[tsmain useisto debug object leaks

© 2003 IBM Corporation
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ANZJVM - Spool File Data (subset)

Mon Sep 23 13:42:09 2002

Job: 044252/ (EJB/ TRADESERVE

Interval: 60 (SEQ

Total garbage collection cycles prior to running: O
Total garbage coll ection cycles after running: 0
QC forced: YES

TIME G- FORCED GC Wed Dec 31 17:59:59 1969

TIME G- FORCED GC Wed Dec 31 17:59:59 1969

0 Default class | oader

1 comii bm ws/ cl assl oader/ Conpoundd asslLoader
2 coni i b ws/ boot st r ap/ Ext A assLoader

3 sun/ n sc/ Launcher $Appd assLoader

4 sun/ m sc/ Launcher $Ext A assLoader

Nunber of pass one objects in the GC heap
| Nunber of pass two objects in the GC heap

| | Change in the nunber of objects in the GC heap

| | | Pass one object size (K)

| | | | Pass two obj ect size (K

| | | | | Change in object size (K

| | | | | | In global registry
I

I
I
I
I
I
|
I
I
0 592340 593326 986 26062 26106 44 NO java/lang/String
0
0

| | | | | | d ass nane
1042837 1043791 954 147246 147303 57 YES [C
341041 341269 228 13641 13650 9 NO java/l ang/ Stri ngBuffer
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Performance Explorer (PEX) and Java

The two most important uses of PEX with Java are
= Collecting Trace Profile data to determine where CPU time is spent
= Collect Java specific event data

PEX ispart of OS400

Performance Tools/400 (PT1) provides a capability to print reportsfor review and
manual interpretation. Required for creating Trace Profilereport.

IBM makes a no-chargetool available at AlphaWorks named PTDV
(Performance Trace Data Visualizer). PTDV can analyze and visualize Java
gpecific eventsin a PEX trace.

= http://www.al phaworks.ibm.com/tech/ptdv

© 2003 IBM Corporation
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PEX Trace Profile

To create PEX definition for Trace Profile:

= preV5R2: ADDPEXDFN DFN(TPROF5) TYPE(* TRACE) JOB(*ALL) TASK(*ALL)
MAXSTG(100000) INTERVAL(5) TRCTYPE(*SLTEVT) SLTEVT(* YES)
BASEVT((* PMCO))

= \V5R2: ADDPEXDFN DFN(TPROF5) TY PE(* PROFILE) PRFTY PE(* JOB) JOB(*ALL)
TASK(*ALL) MAXSTG(100000) INTERVAL(5)

To collect data:
= STRPEX SSNID(mytprof) DFN(TPROF5)
= ENDPEX SSNID(* SELECT) - walit until you have around 100,000 or more events

To createthereport:

= PRTPEXRPT MBR(mytprof) TY PE(* PROFILE) PROFILEOPT(* SAMPLECOUNT
*PROCEDURE)

© 2003 IBM Corporation
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PEX Trace Profile - example output (subset)

Per f ormance Expl orer Report 9/ 23/ 02 15:22:3
Profile Information Page 5
Library . . : QPEXSPEC
Member. . . : SJAS0908A
Description : *BLANK
Hi st ogram Hit Hit Cum Start Map St mt Narre
Cnt % % Addr Fl ag Nor
*E 4927 3.5 3.5 FFFFFFFFFE9QDOBEO ++ 0001EO0 JAVADEEP/j avaxresol vei nterfacebl a
* 3060 2.2 5.7 FFFFFFFFB39D3250 ++ 005E30 JAVACC/ sweepReuseSegnent __ 27JavaThr eadS
st en3CCol | ect or FP6JavaVMJ T2Uc
* 2881 2.1 7.8 FFFFFFFFFE9C75F0  ++ 000030 JAVABLA/ mar kO dNewGCSt or e__FP10JavaChj e

t PP10JavaOhj ect Uc

2159 1.6 9.4 FFFFFFFFB17539B0  ++ 002650 QUMUGA/ pSpi nWai t __11QuMit exGat eFv

1339 1.0 10.3 FFFFFFFFB39CDB04  ++ 0006E4 JAVAGC/ mar kGrayCol | ect or__6JavaGCFP10Ja
albj ect PL0JavaThr ead

1313 0.9 11.3 FFFFFFFFFEAEDEDO ++ 0007C0 JVAOBILK/ j aval ocknoni t or ent er weak

1231 0.9 12.2 17A377697F01CD10 == 0 QSQROUTX/ XTPRCCES

© 2003 IBM Corporation
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Java Related PEX Trace Events

PEX will create arecord for particular events
= Method entry/exit
= Java Object Creates and Deletes
= Java Locks
= WebSphere Events
m efC.

Some events (method entry/exit) require special " hooks"

= |f running Direct Execution, hooks can automatically be inserted, with the ENBPFRCOL
parameter on the CRTJVAPGM command

= |f running JIT, hooks can automatically be inserted with the Java property 0s400.enbpfrcol set
to'l',

Can generate large amounts of data

© 2003 IBM Corporation
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Performance Explorer Filtering - Overview
New in V5R2

Filtering allows you to reduce the amount of PEX data collected

For Java, you can reduce the Java method entry/exit eventsin the PEX collection
= Methods from one or more packages
= Methods from one or more classes
= |ndividual methods

Simplifies analysis by only containing infor mation relevant to the Java methods
In question
= Or can exclude methods

Triggers not available for Java at thistime

© 2003 IBM Corporation
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Add PEX Filter (ADDPEXFTR)

Type choices, press Enter.

Filkte: - 2 % & & 5 5 8 8 8 8 3 8 2 MARILTER Name
Program trigger:
Program . « o & 0 @ o4 & & a4 s Name
Library « « « & & ¢ & & & & * L IBL Name, XLIBL
Module o o & & & & & & & & & & Name
Procedure . . + « & « =« & = » *PEP
TUPE + & & & » & = & & £ 5 5 s *PGM *PGM, *3RVPGM
Trigger option . . . . . . . . ¥ENTRYEXTT ®ENTRYEXIT, *ENTRY

More. ..
Fa=Exit F4=Prompt F5=Refresh Fi12=Cancel F13=How to use this display
F24=More keys

MA a 05/037
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File Edit Yiew Communication Actions Window Help

(ADDPEXFTR)

Type choices, press Enter.

Java filter:
Relational operator . . . . . *EQ

Java package . . . . . . . . . java.lang

Java class . . . . . . . . . . String

Java method oW W W W e e EHLL

+ for more values _

More. ..
Fa=ENit F4=Prompt FS5=Refresh Fi12=Cancel F13=How to use this display
F24=More keys
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Eile Edit Yiew Communication Achions ‘Window Help

EEEELLECE

Start Performance Explorer (STRPEX)

Type choices, press Enter.

> LUGGROUP Name
Option *NEW *NEW, *INZONLY, *RESUME

Definition . e R R LUGDFN__ Mame, ¥SELECT
aekber ¢ ¢ § © § o§ § §© @ ¥ § @ & NgFilter Mame, *MNOME, XSELECT

Session ID

Bottom
F3=Exit F4=Prompt F5=Refresh F12=Cancel F13=How to use this display
F24=More keys
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Five levels of stack in Java PEX data

SELECT count(*), varchar(n.gjvnam, 30), P.QPRPNM FROM qaypetidx |i,
gaypejva j, qaypejvci c, gaypejvni n, qaypeproci p WHERE i.grecn =
j.qrecn and j.gjvpca = c.QJVCKY and C.QJVCNI = N.QJVNMO and
].QJVSkey3 = p.gprkey and varchar(n.gjvnam, 512) like '‘%TimeZone%'
GROUP BY varchar(n.gjvnam, 30), p.gprpnm

COUNT ( * )
148

363

*kk*kk*kk k% End
COUNT ( * )
148

363

*kk,k*kkk*k*%x End
COUNT ( * )
363

148

*kkkkk*k*%x End
COUNT ( * )
148

363

*kk*kk*k k)% End
COUNT ( * )
148

363

*kkkkhk*k*k End

VARCHAR

javal/util/ S npl eTi meZone

java/util/ S npl eTi meZone
Of data *xkkkkk*k*x

VARCHAR

javalutil/Sinpl eTi meZone

javal/util/ S npl eTi meZone
Of data *kkkk*k*k*%

VARCHAR

javal/util/ S npl eTi meZone

javalutil/Sinpl eTi meZone
Of data *kkkkkk*k*%

VARCHAR

javal/ util/Si npl eTi neZone

java/util/ S npl eTi meZone
Of data *xkkkkk*k*x

VARCHAR

javalutil/Sinpl eTi meZone

javal/util/ S npl eTi meZone
Of data *kkkkk*k*%

© 2003 IBM Corporation
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java-util-Cal endar-getlnstance()Ljava-util-Cal endar;
LE Create_Thread2_ FP12crtth_parm:t

Procedure nane
java-util-GegorianCal endar-<init>()V
start Thread FPv

Procedure nane
#efmr
java-util-Ti meZone-get Defaul t () Lj ava-util - Ti meZone;

Procedur e nane
java-util-Si npl eTi mreZone-cl one() Lj ava- | ang- (bj ect ;
j avaat t acht hr ead

Procedure nane
j avadet oi nt er pret er
start Thread__27JavaThr eadSyst ent3CCol | ect or Fv
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Performance Trace Data Visualizer

Performance Trace Data Visualizer
= Tool for visualizing PEX trace data
= Designed for working with Java programs, but will work for al ILE languages

= Runsin client-server mode, with data and logic residing on the i Series and presentation on the
PC

= Originaly an internal Java performance team tool, but is now externally available with limited
support

e http://www.a phaworks.ibm.com/tech/ptdv

Used for Low-level analysis of problems:
= Path length
= Java Object leaks
= Excessive exception handling
m Excessive Javalocking

= Functional problems/program understanding

© 2003 IBM Corporation
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PTDV Screen Shot

E%EWFLIH - Performance Trace Data Yizuahzer for iSenes

File Window

[~]Trace Information

st | Cumulative Procedure Information

Export| Copy to clipboard | View All Columns || Show Hide Columng||Search

Procedures called:
Frocedure Mame # Invocations| = Inline CP...| Cumulative .. Inline Objec..| Cumulative ..

=Unknawn=.<unknown= 66,568
DEMOD. carn-ibm-itso-roch-wasagjb-_OrderEntryClerk_BaseStub-indalll.. 1,752 ff| 1 EPS

DEMOD com-ihm-itso-roch-wasaejb-OrderEntryClerkBean-findAlltems QL.

DEMOD com-ihm-itso-roch-wasaejb-CustomerBean-refreshilcom-ibm-it...

DEMOD. com-ihm-itso-roch-wasaejb-_OrderHome_BaseStub-createdljay...

JITC tzemlets-ltemSessionSerdlet-outputteminformation(Ljava-io-Printvrit...

DEMOD com-ihm-itso-rach-wasaejb-OrderBean-ejh Createdljava-lang-Stii...

DEMOD com-ibhm-itso-roch-wasaejb-_OrderPlacement_BaseStub-placed...
DEMOD . com-ihm-itso-rach-wasaejb-EJSIDBCFersisterDistrictBean-load!...

JITC tsenilets-CanSendet-doPostiLjavas-semnvlet-hitp-HitpSerdetRequestLj...

DEMOD com-ihm-itso-roch-wasaejb-_ StockHome_ BaseStub-findByPrima...

DEMOD. com-ihm-itso-roch-wasaejb-EJSRemoteOrderFlacement-placer...

JITC tzemlets-SuperSendet-flexlogiljava-lang-String;

DEMOD. com-ihm-itso-rach-wasagjb-OrderPlacementBean-placeQrderil|...

DEMOD com-ibhm-itso-roch-wasaejb-OrderBean-ejh Store Ot

| Trace ready -

© 2003 IBM Corporation
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PTDV Detalled data

Allows you to view all running jobs and threads and see which are doing the most
wor k

Shows you a call trace for each thread, and shows amount of time, and cycles used
by each method call

Summarizes information at trace, job, thread, and method level

Detailed infor mation on objects -- e.g. number of creates, locking behavior,
lifetime

© 2003 IBM Corporation
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Resource Analyzer - Overview

Resource Analyzer isa GUI performance monitor for WebSphere Application
Server

= Available for WebSphere Application Server, Advanced Edition Version 4.0.x

Once the user turns on data collection
= Datais collected continuoudly by the application server

= The datais retrieved, as needed, by Resource Analyzer

The Resource Analyzer provides accessto a wide range of performance data for
two kinds of resour ces

m Application resources (for example, enterprise beans and Servlets)

m \VebSphere run-time resources (for example, Java Virtual Machine (JVM) memory, application
server thread pools, and database connection pools)

© 2003 IBM Corporation




IBM eServer iSeries

Resource Analyzer is used for the following analysis:

= Monitor real-time performance, such as response times for servlet requests
or enterprise bean methods

= Detect trends by analyzing logs of data over time

= Determine the efficiency of a configuration of resources (such as the
amount of allocated memory, the size of database connection pools, and
the size of a cache for enterprise bean objects)

= Gauge the load on application servers and the average wait time for clients

© 2003 IBM Corporation
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Resource Analyzer can monitor the following information

EJB infor mation - Number of active beans, method statistics, cache and pool infor mation

Database connection pools - Number of connections, aver age wait time, number of threads,
number of times connection used

System (IM'S) - Number of physical connections, Number of connection handles
JVM run time - Total memory available to JVM, amount of free memory

Servlet session manager - Total number of HTTP sessions, aver age time to perform request,
aver age concurrent active HTTP sessions

Thread pools - Object Request Broker (ORB) pool, web container pools thread information

Transaction manager - Average number of active transactions, duration of transactions,
number of methods per transaction

Web applications - Number of loaded Servlets, aver age response time for requests, number of
requestsfor the Servlet

© 2003 IBM Corporation
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Notes: The Analyzer collects and reports performance
data for the following resource categories:

Enterprise beans. Data for this category reports load values, response times, and life cycle activities for enterprise beans. Examples include the average number
of active beans and the number of times bean data is loaded or written to the database. It reports information for enterprise bean methods, which are the remote
interfaces used by an enterprise bean. Examples include the number of times a method was called and the average response time for the method. It also reports
information on the size and usage of a cache of bean objects (enterprise bean object pools). Examples include the number of calls attempting to retrieve an object
from a pool and the number of times an object was found available in the pool.

Database connection pools. Data for this category reports usage information about connection pools for a database. Examples are the average size of the
connection pool (humber of connections), the average number of threads waiting for a connection, the average wait time in milliseconds for a connection, and the
average time the connection was in use.

J2C Connectors. Data for this category reports usage information about the J2EE (Java 2 Enterprise Edition) Connector Architecture that enables enterprise beans
to connect and interact with procedural back-end systems, such as Customer Information Control System (CICS), and Information Management System (IMS).
Examples are the number of managed connections (physical connections) and the total number of connections (connection handles).

JVM run time. Data for this category reports memory used by a process as reported by the JVM. Examples are the total memory available and the amount of free
memory for the JVM.

JVMPI run time. In addition, the Resource Analyzer makes use of a Java Virtual Machine Profiler Interface (JVMPI) to enable a more comprehensive performance
analysis. This profiling tool enables the collection of information about the Java Virtual Machine (JVM) that runs the application server. See Enabling JVMPI data
reporting.

Servlet session manager. Data for this category reports usage information for HTTP sessions. Examples include the total number of sessions being accessed,
the average amount of time it takes for a session to perform a request, and the average number of concurrently active HTTP sessions.

Thread pools. Data for this category reports information about the pool of Object Request Broker (ORB) threads that an application server uses to process remote
methods and the Web container pools that are used to process HTTP requests coming into the application server. Examples include the number of threads created
and destroyed, the maximum number of pooled threads allowed, and the average number of active threads in the pool.

Transaction manager. Data for this category reports transaction information for the container. Examples include the average number of active transactions, the
average duration of transactions, and the average number of methods per transaction.
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Resource Analyzer - Screen Shot
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WebSphere Tuning Tips and Techniques
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WebSphere Tuning Tips and Techniques - Topics

Use the latest version of WebSphere
Setting initial GC size

Configuring queues
m HTTP Sarver
= Web Container
m Data Source

Configuring caches
= Prepared Statement
= EB

Datasources and JDBC
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Use the latest version of WebSphere
WebSphere Advanced 5.0 provides better performance than 4.0.x and 3.5.x

L oad the latest WebSphere fix pack
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Notes: Use the latest version of WebSphere

. Results were measured on a 170/2385 system

. Trade2 JDBC and Trade2 EJB benchmarks

. WebSphere 3.0.2, 3.5.0, 3.5.1, and 3.5.2 were on a V4R5 system

. WebSphere 3.5.3 was measured on both V4R5 and V5R1

. WebSphere 4.0 AE was measured on V5R1

. WebSphere 4.0.3 AE on V5R2 was estimated via measurements with WAS 4.0.2 with software enhancements to be
included with WAS 4.0.3

. The IBM HTTP Server (powered by Apache) was used starting with the V5R2 measurements
. * - Results are projected from Trade2.7, which is 20% heavier then Trade 2.5
Notes/Disclaimers:

WebSphere Application Server Trade2 Results
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Setting initial GC size (for WebSphere applications)

Set theinitial GC sizeto:
= 64MB for 1-2 way systems
= 256MB for 4-8 way systems

= 512MB for 12 way and above
m Rule of Thumb: set initial GC sizeto 64MB per processor, increase as needed

Thisistwice the recommended initial GC size for non-WebSpher e applications.
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Configuring Queues

BT
» i
[

Database

Clients

> o
%

HTTP Server Use the Admin Use the Admin
Administration ~ Console to change Console to

- Use the Web Container change Maximum
performance Max Threads Connections Pool
tuner to change (formerly known Sjze

Max Active as Max

Threads Connections)
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Configuring Queues (cont.)

WebSphere Queues
m Bigger doesn't necessarily mean better performance
m Testing isthe premier way to tune the queues

m Tune from Back To Front

e Data Source
e \Web Container
o HTTP Server

= Where able, restrict pool from dynamically growing

Guidelines
= Set HTTP threads somewhat higher than the maximum application concurrency
= Set the Servlets queue size to alower value

= Set the DataSource queue size to an even lower value

Excellent Whitepaper:
m http://www.ibm.com/softwar e/webserversappserv/3steps perf tuning.pdf
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Prepared Statement Cache

When a database query is made, there are two phases
= Prepare phase - Parse the SQL text and put in aformat the database understands
= Execute phase - Execute the query

WebSpher e and DataSour ces

= WebSphere handles statement caching for you with a Prepared Statement Cache

e After closing a PreparedStatement alocated through DataSource, WebSphere will keep it open under the
coversin the Prepared Statement Cache

e One prepared statement cache per DataSource
» Two separate connections using the same DataSource will use the same prepared statement cache
» One connection cannot use a prepared statement from a different connection

Rule of thumb: Set statementCacheSize to:
smtCacheSize = (number of smts per connection) * (max number of connections)
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EJB Cache

Tunethe cache settings (absolute and preferred limits, size, cleanup interval) to
avoid passivation of objects.

To estimate therequired value for the absolute limit property,

multiply the number of entity beans active in any given transaction by the total
number of concurrent transactions expected.

Then add the number of active session bean instances.

Tip: remove stateful Session beans when finished with them
= |nstances of stateful session beans have affinity to specific clients.

= Reduce Container cleanup by explicitly removing after use;
nySessi onBean. renove() ;
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Java Tuning Tips and Techniques
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Java Tuning Tips and Technigues - Topics
System level optimization
Initial heap size setting

Execution mode

© 2003 IBM Corporation



I

IBM eServer iSeries

Ll
I
-H

Il!i

| ||
Il

T

System Level Optimization

Set MAXACT for the*BASE pool

= The maximum number of threadsthat can use the processor concurrently. |t the activity level istoo low,
the threads may transition to the ineligible condition. If the activity level istoo high, excessive page
faulting may occur.

= |t isimportant to increase this value for systems that are executing alarge number of threads. If set too low,
may dowdown or even hang the system. Note. The value applies to number of threads not jobs

= |ncreasing this value will reduce or eliminate thread transitions into the indligible state.

e |nitial choice of value should be (arbitrarily) high, then asimplementation proceeds, monitor, and
decrease the value if necessary.

e Consder aseparate pool if non-Javawork in *BASE
m Can set and monitor viaWRKSY SSTSASTLVL(*INTERMED)

Apply the latest Java PTFs
= Performance improvements may be included
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Initial Heap Size Parameter

Tuning theInitial Heap Sizeis the way to tune the Garbage Collector (GC) on
1Series
When starting the JVM, theinitial heap sizeis specified

= -Xms option on Java command line (Ex: Java-Xms256m MyClass)

= |nitial Heap Size should be called "garbage collection threshold” on the iSeries
e Everytime the VM creates objects of thissize, it will run the GC.

Thisvalue should be tuned for each application

= |f thevalue istoo high
e The heap will grow too large, resulting in ahigher cache miss ratio and increased paging
e The VM would need alarger amount of memory to run
e The GC would have to collect more objects and scan more memory every timeit runs

= |[f thevalueistoo low
e The GC will be kicked off too often, resulting in alot of CPU cycles dedicated to the GC
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Initial Heap Size Parameter (continued)

Measure GC efficiency by measuring the time spent performing GC

= Get PEX trace profile, and print the report using * PROGRAM.

e ook for JAVAGC program
e Rule of thumb islessthen 10 percent of tota CPU time should be spent in JAVAGC.

= <or> Run with the -verbosegc option on the VM command line
e Will dump out how long the GC ran during each collection

Rule of thumb for Initial Heap Size (Java programs)

Processors Initial Heap Size

1 32 MB
2 64 MB
4 256 MB

8 or more 512 MB

© 2003 IBM Corporation




IBM eServer iSeries

Execution Modes

Direct Execution (DE)
m Java classes or jar files are compiled into hidden, static programs

Just in time compilation (JIT)
= Performs all compiles dynamically as the classes are used

Mixed-Mode Interpreter (MMI) execution
m Uses Direct Execution or Interpreter until a method is deemed a common path

= J'T compileis then performed on the method

Characteristic

Direct execution (DE)

Just-in-Time (JI'T) Compiler

Mixed-Mode Interpreter
(MMI)

Execution speed

In V5R2, DE is slower then
JIT. Primarily due to
optimizations can not
extend past the class

Faster for most programs and
dynamic environments, once the
application warms up

Just about same as JIT
compiler

Bring up speed

Fast if the code is
pre-compiled; slow if is not
pre-compiled

Slower then pre-compiled DE, due
to compilations being performed on
all methods dynamically

Somewhere between JIT and
DE, due to some (but not all)
methods being JIT compiled

Ease of use

More user management

Invisible to user

Invisible to user
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JDBC Tuning Tips and Techniques
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JDBC Tuning Tips and Technigues - Topics
What is JDBC
Which driver to usewith iSeries

Misc. Tipsand Techniques
= in Backup section

© 2003 IBM Corporation



IBM eServer iSeries

What is JDBC?

JDBC isJava's call-level interface for SQL data access
= Based on X/Open SQL CLI (Call Level Interface)

DBM S-independent interface

m Generic SQL database access framework which provides a uniform interface on top of a
variety of different database connectivity modules

m Allows programmers to write to a single database interface
m Enables DBM S-independent Java application development tools and products

= Allows database connectivity vendors to provide avariety of different connectivity solutions
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Which JDBC Driver to use?

]
I
-f}

Toolbox Developer Kit (Native)
Driver Driver
Driver Type Network enabled, Direct access
Type 4 Type 2
DB server QZDASOINIT QSQSRVR
same as ODBC Call Level Interface
Statement caching *SQLPKG System-wide statement
cache
Recommended Use when database Use when database
Usage does not reside on resides on same
same machine as client| machine as client, for
better performance
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Summary

More time available?
Goto - Resolving Common Java and WebSphere Performance Problems
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Java and WebSphere Performance Summary - key points

The JVM continuesto be improved each release.

Starting in V5R2, running with the JI'T will result in best performance.
Toolslike ANZJVM continue to be added and improved to help resolve
performance problems. They are being added for good reason, so consider where

they may help you in the future.

PEX database files have changed for V5R2. You may need to update " manual”
queries and will need the latest version of PTDV from alphaWorks.

Five levels of stack in V5R2 Java PEX event data can be very useful to get " quick
and dirty" information.

Move to WebSphere Application Server 5.0 (or Express) for best WAS
performance

1Series continues to demonstrate leader ship in industry standard benchmarks.
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More Questions ?

© 2003 IBM Corporation



IBM eServer iSeries

Backup
JDBC Tips and Techniques
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Code Examples for Selecting JDBC Driver

Native Driver for server Javato DB2 UDB for 400

e Register/Load the Driver
j ava. sql . Dri ver Manager . regi sterDriver (new

com i bm db2. j dbc. app. DB2Dri ver());

e Connect
Connection ¢ = Driver Manager. get Connecti on("j dbc: db2:// nySystent', p);

Toolbox Driver for client Javato DB2 UDB for AS400

e Register/Load the Driver
j ava. sql . Dri ver Manager . regi sterDriver (new

com i bm as400. access. AS400JDBCDx i ver ());

e Set the properties

Properties p = new Properties();
p. put ("extended dynamc", "true");

e Connect
Connection ¢ = DriverMnager. get Connecti on("j dbc: as400:// nySystent, p)
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JDBC Database Subsystem Settings

| ncrease the number of QSQSRVR initial jobs (Native JDBC)

= Use avalue equal to the approximate number of expected concurrent transactions, plus
something for the Application Server.

= Used for Native JDBC, default 5

= CHGPJE SBSD(QSY SQSY SWRK) PGM(QSY SQSQSRVR)
= |ncreased number dightly increases overhead

= Ensure maximum number of usesis at default (200)

| ncrease the number of QZDASOINIT initial jobs (T oolbox)
= Used for Toolbox JDBC, default 1

= CHGPJE SBSD(QSY SIQSERVER) PGM(QIWSQZDASOINIT)
= Same rules as above
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Tips for Improving JDBC Performance

Utilize PreparedStatement objects
= Egpecialy for repetitive execution of SQL Statement (allows for re-use)
= Cache prepared Statements for subsequent operations
= Statement caching built-into WAS using DataSource object

Ensureyou close all open statements, when the application has finished
processing them

Reuse and pool database connections
= Creating and setting up a connection is expensive.
= Database connection pooling is built-in to WAS 3.0 or later
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Tips for Improving JDBC Performance (continued)

Select only columns needed for application
= Do not specify "SELECT *", unless all columns are needed

Specify the ordinal number of the column instead of column name
= Column name must be resolved before processing

= Column number will not have any extra processing

Use blocked operations
= When retrieving alarge result set
= When inserting multiple rows within a database table

Create character columnsas UNICODE (CCSID 13488), if allowable
= No conversion is heeded between Java and database data
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Tips for Improving JDBC Performance (continued)

Avoid the use of packed and zoned decimal
= Best to use primitive types (int and double)
= Minimizes object creates

Minimize the use of getString(), especially on objectsthat do not need to be
treated as strings

= Performs an object instantiation

Use the appropriate commitment control level
= Use the minimum acceptable to ensure data integrity of application
= Higher levels require more processing and locking

Utilize stored procedures
= Allows Javato call embedded SQL programs
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Tips for Improving JDBC Performance (continued)

Use Batch Updates (part of JDBC 2.0 specification)

Sends a set of updates to DB to be executed at the same time.

Example:
dbConn. set Aut oComm t (f al se);

Statenent stnt = dbConn.createStatenent();
stm . addBat ch("I NSERT | NTO test VALUES (10,'Text 1',1,2
st .addBatch("I NSERT | NTO test VALUES (11,'Text 2', 3, 1"
stnt.addBat ch("I NSERT | NTO test VALUES (12,' Text 3',2,2

N N N

int[] updCnt = stnt.executeBatch();
dbConn. comm t () ;
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WebSphere Tips and Techniques
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DataSources and JDBC

Reuse DataSour ces for JDBC connections
= A DataSource is obtained through a INDI naming lookup
= Obtain the DataSource in the Servlet.init() method and cache it

Use JDBC connection pooling
= Avoids acquiring and closing JDBC connections

Release JDBC resour ces when done
= Failure to do this can cause long waits for connections

= Ensure code is structured to close and release under all conditions (even in exceptions and
error conditions)
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DataSource and JDBC Example
Using JDBC theright way:

public class GoodJDBCServl et extends HttpServlet {
private javax.sql.DataSource ds = null; /'l For Caching the DataSource

/'l Get the DataSource (Exception Handling renoved for clarity)
public void init(ServletConfig config) throws ServletException {
super.init(config);
Context ctx = new Initial Context();
/'l Store the DataSource for use by every instance
ds = (javax.sql.DataSource)ctx. | ookup("jdbc/ SAMPLE") ;
ctx.cl ose();

}

/1l Get a pool ed connection

public void doGet (Htt pServl et Request request, HttpServl et Response response) throws
Servl et Exception, | OException {

try { // Get connection and execute Qery
Connecti on conn = ds. get Connecti on( USERI D, PASSWORD) ;
Prepar edSt at ement pStnt = conn. prepareSt at enent ("sel ect * from SCHEMA. SOVETABLE") ;
ResultSet rs = pStnt.executeQery();

} finally { // Always close both the preparedStatenent and the Connection
if (pStmt!=null) pStnt.close(); // Note: Wap this statement In try. .catch
if (conn!=null) conn.close(); // Note: Wap this statenent in try..catch
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Resolving Common Java and WebSphere Performance
Problems
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Resolving Common Problems

Object Leaks

High CPU consumption

| nactive CPU

Excessive Object Creates
Excessive Exception Processing
Excessive Locking

Preparing Statementsin WebSphere Applications
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Object Leaks
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Symptoms
= |ncreasing paging rates as application runs
= Degrading response times

Verification
= Examine -verboseGC output for number of active objects and heap size
= Collect *GBGCOL SWEEP PEX events and perform manual queries
= Run DMPJVM multiple times and compare number of objects and heap size

Debug
= Use ANZIVM to determine which objects may be leaking
= Collect *OBJCRT PEX events and perform manual queries for object type and 5 levels of stack

= Collect *JVAENTRY, *VAEXIT, and *OBJCRT PEX eventsto use with PTDV for object
type and larger stack sizes
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High CPU Consumption

Symptoms
= System CPU utilization too high

Verification
m Use WRKACTJOB to monitor VM CPU Uutilization

Debug

= Collect PEX Trace Profile data and view printed report for "inline" CPU consumption.
Improve performance of listed methods if they are in your application.

= Collect *IVAENTRY, *JVAEXIT PEX eventsto use with PTDV for inline and cumulative
CPU analysis. Improve the performance of methods using the most CPU, or recode to avoid
calling expensive methods.
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Inactive CPU

Symptoms
= Asthe amount of input isincreased, the throughput stays about the same
= The CPU seems to max out well below 100%

Debug

s Use WRKSY SSTSto verify MAXACT is set high enough to avoid thread transitions to
Ineligible state

= |f running WebSphere, attempt to tune the WebSphere queues outlined earlier
= ook at thread stacks reported by DMPJIVM for waiting threads

= Collect *LCKSTR PEX events for manual queriesto determine objects being locked on and 5
levels of stack

= Collect *IVAENTRY, *JVAEXIT, *LCKSTR, *UNLCK PEX eventsfor use with PTDV to
determine objects being locked on, length of locks, and larger stack sizes

= Collect * THDWAIT PEX events for manual queries

m Collect * VAENTRY, * WAEXIT, *THDWAIT, *THDNFY, *THDNFYALL PEX eventsfor
use with PTDV
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Excessive Object Creates

Symptoms
= Higher CPU than expected in VM

Verification
m Check if PEX Trace Profile shows > 10% of timein JAVAGC

Debug

= Collect *OBJCRT PEX events for manual queries to determine most popular objects created
and 5 levels of stack. Try to reduce object creates through object re-use or other code
modifications.

= Collect * IVAENTRY, *JVAEXIT, *OBJCRT PEX events for use with PTDV to determine
most popular objects created and more levels of stack.
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Excessive Exception Processing

Symptoms
= Higher CPU than expected in VM

Debug

= Collect *OBJCRT PEX events for manual queriesto determine objects created with names like
"XY ZException" and 5 levels of stack.

= Collect *IVAENTRY, *JVAEXIT, *OBJCRT PEX events for use with PTDV to determine
exception objects created and additional levels of stack information.

© 2003 IBM Corporation



ty

IBM eServer iSeries

L]
L

[Jusm]]
Il

Excessive Locking

Symptoms
= High CPU in OS/400 spinWait routines
= CPU not scaling with load

Detailed Debug
= ook at thread stacks reported by DMPJIVM for waiting threads

= Collect *LCKSTR PEX events for manual queries to determine objects being locked on and 5
levels of stack

= Collect *WVAENTRY, *JVAEXIT, *LCKSTR, *UNLCK PEX eventsfor use with PTDV to
determine objects being locked on, length of locks, and larger stack sizes

= Collect * THDWAIT PEX events for manual queries

m Collect * IVAENTRY, *VAEXIT, *THDWAIT, *THDNFY, *THDNFYALL PEX eventsfor
use with PTDV

© 2003 IBM Corporation



IBM eServer iSeries

Preparing Statements in WebSphere Applications

Symptoms
= CPU in VM greater than expected
= CPU increases too much when additional 1oad added

Verification
= Routines doing parsing show up high in PEX trace profiles
= Resource Analyzer Prepared Statement Cache monitoring shows discards

Debug
m |ncrease size of cache until discards are gone. Allow room for growth if load may increase.
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Tuning WebSphere Prepared Statement Cache -
Using Resource Analyzer to Detect Problem

% Resource Analyzer __:;;1_ - O] =]
File Actions Logoing Repors Qptiohs  Help
| 42 0 e ol B mEE EZl

|® WebSphere Administrative Domain| | wvigw Data  ¥iew Chart
=) HGWELLS

=5 Trade2743_Server a0y
-1 Enterprise Beans an
=" Database Connection P 1
G‘E;I:L radeSample Datas ED: Legend
ook JVM Runtime 401 @ PrepStmt Cache Discards
- Gerdet Session Manage T
-1 Thread Pools 207
------ A" Transaction Manager 0 , , ,
-t wWeb Applications G083 38 PM B0T:08FM 602329 P
Marme Cescription Yalue |Select| Scale
mMum Creates  |Total number of connections created o [ 1.0
murm Destroys | Total number of connections destroved o [ 1.0
murm Allocates |Total number of connections allocated 3s4629) [ (000
Mum Returns  |Total number of connections returned t...| 354628 [ 1.0
Faults Mumber of connection timeouts in the ... o [ 1.0
l| | v | |FrepStmt Cac... |Mumber of prepare statements discard...| 414927 v |1.0E-4

1 groupsis) |Ecnuntern{5} |Hefreshrate:1[lsec Table size: 40 View Data As: Raw Value  Logoing: OFF
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end-to-end Technical Support - the Key Links

How to engage Technical Sales Support
v External Support:

v http:/AMww.ibm.com/support
¥ Sizing Tool - http:/Mww.ibm.com/serviet/EstimatorServiet

INTEGRATED APPLICATION SERVERS

IBM (@ server iSeries

NEW TOOLS TO MANAGE E-BUSINESS, INNOVATIVE TECHNOLOGY, APPLICATION FLEXIBILITY.

http:/AMww-1.ibm. com/servers/eserver/|ser|es/educatlon/kev html

http://publib. boulder |bm com/pubs/html/as400/infocenter.html

IBM @server iSeries University

http://mww.ibm.com/servers/eserver/iseries/education/

®

©ZE oA

Redhooks
IBM @server iSeries Technology Center

http://AMmmww.redbooks.ibm.com
http://Mmww.ibm. com/servers/eserver/|ser|es/serV|ce/|tc/educ htm

Sarved by Lotus® Dom.ino“"‘ with iSeriesB power . . ' Edmﬁm? at ﬁfg %&m{ gﬁ' a{mﬁ-g
http:/Mww.ibm.com/eserver/iseries/support

http:/Mww-1.ibm.com/servers/eserver/iseries/education/pie/

1
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WebSphere Application Server Performance References

WebSphere Application Server for iSeries™ Performance Considerations

m WebSphere 5.0 and WebSphere 5.0 Express
e http://www-1.ibm.com/serverseserver/iseries/ sof tware/websphere/wsappserver/product/performancewss0.html

= WebSphere 4.0
e http://www-1.ibm.com/serverseserver/iseries/software/websphere/wsappserver/product/performanceA E40.html

m WebSphere 3.5.x
e http://www-1.ibm.com/serverseserver/iseries/software/websphere/wsappserver/product/performanceA E35.html

1Series Perfor mance Capabilities Reference

= \VVBR2
¢ http://ca-web.rchland.ibm.com/perfor m/per fguideup/V5R21Per fGuide/V5R21Per fGuide.pdf
e http://ca-web.rchland.ibm.com/perform/perfgui deup/v5r2perfgui de/vsr2perfguide.pdf

= VOR1
e http://ca-web.rchland.ibm.com/perform/perfgui deup/vor1perfguide/vorlperfguide.pdf

WebSphere Application Server - Performance Home Page
= http://www-3.ibm.com/software/webservers/appserv/performance.htmi
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References

WebSphere
m Series
e http://www.ibm.com/servers/eserver/iseries/software/websphere/wsappserver/

m | Series WebSphere Performance White Paper
e http://www.ibm.com/servers/eserver/iseries/ software/websphere/wsappserver/product/PerformanceConsiderations.html

= PartnerWorld for Developers
e http://www.iseries.ibm.com/devel oper/websphere

= |[BM WebSphere
e http://www.software.ibm.com/webservers

e http://www.software.ibm.com/webservers/appserv

= \WebSphere White Papers
e http://www.ibm.com/software/webservers/appserv/whitepapers.html

iSeries Performance Tools
= http://www.ibm.com/servers/eserver/iseries/perfmgmt/

Redbooks/Redpaper sRedpieces
= http://www.redbooks.ibm.com/
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References

1Series 400
= http://www.ibm.com/as400/infocenter
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8 IBM Corporation 1994-2003. All rights reserved.
References in this document to IBM products or services do not imply that IBM intends to make them available in every country.
The following terms are trademarks or registered trademarks of International Business Machines Corporation in the United States, other countries, or both:

AS/400 IBM(logo)
AS/400e iSeries

e (logo) business 0S/400

IBM WebSphere

Lotus, Freelance Graphics, and Word Pro are registered trademarks of Lotus Development Corporation and/or IBM Corporation.
Domino is a trademark of Lotus Development Corporation and/or IBM Corporation.

C-bus is a trademark of Corollary, Inc. in the United States, other countries, or both.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

ActionMedia, LANDesk, MMX, Pentium and ProShare are trademarks of Intel Corporation in the United States, other countries, or both.

UNIX is a registered trademark of The Open Group in the United States and other countries.

SET and the SET Logo are trademarks owned by SET Secure Electronic Transaction LLC.

SPECjbb®2000, SPECjAppServer®2001, SPECweb®99, and SPECweb®99_SSL are registered trademarks of the Standard Performance Evaluation Corporation (SPEC).
Other company, product and service names may be trademarks or service marks of others.

Information is provided "AS IS" without warranty of any kind.

All customer examples described are presented as illustrations of how those customers have used IBM products and the results they may have achieved. Actual environmental costs
and performance characteristics may vary by customer.

Information in this presentation concerning non-IBM products was obtained from a supplier of these products, published announcement material, or other publicly available sources and
does not constitute an endorsement of such products by IBM. Sources for non-IBM list prices and performance numbers are taken from publicly available information, including vendor
announcements and vendor worldwide homepages. IBM has not tested these products and cannot confirm the accuracy of performance, capability, or any other claims related to
non-IBM products. Questions on the capability of non-IBM products should be addressed to the supplier of those products.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only. Contact your local IBM office or IBM
authorized reseller for the full text of the specific Statement of Direction.

Some information in this presentation addresses anticipated future capabilities. Such information is not intended as a definitive statement of a commitment to specific levels of
performance, function or delivery schedules with respect to any future products. Such commitments are only made in IBM product announcements. The information is presented here to
communicate IBM's current investment and development activities as a good faith effort to help with our customers' future planning.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput or performance that any user will experience
will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve throughput or performance improvements equivalent to the ratios stated here.
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