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The zEnterprise System – Best in Class Systems and Software Technologies

The zEnterprise System is made of up three components that work together to bring you the revolutionary best in class systems and software technologies.  It is a system of systems that unifies IT for predictable service delivery.  

The IBM zEnterprise 196 (z196)
Is the world’s fastest and most scalable system.  
Ideal for what you run today -- large scale data and transaction serving and mission critical applications
Following the 10 year anniversary of Linux on the mainframe (2010) we understand it to be the most efficient platform for Large-scale Linux® consolidation 
We continue to invest in leveraging a large portfolio of z/OS® and Linux on System z applications (NOTE TO PRESENTER:  Stress this point as it is important to get across to customers that zEnterprise is NOT about moving applications off of the mainframe !!!) 
Capable of massive scale up, over 50 Billion Instructions per Second (BIPS)

The zEnterprise BladeCenter Extension (zBX)
The zBX is a new System z infrastructure build to house our high performance optimizers and select IBM POWER7 and IBM x86 general purpose blades.  
Blades will allow us to expand our application portfolio with more AIX and Linux applications
The new IBM Smart Analytics Optimizer in the zBX will allow customers to accelerate the time to gain insight and reduce cost.  The WebSphere DataPower appliance (SODed for 1H11) can help simplify, govern, and enhance the security of XML and IT services by providing connectivity, gateway functions, data transformation, protocol bridging, and intelligent load distribution. 
Connectivity between the z196 and the zBX is with dedicated high performance private networks – one for data and one for support.
(Scale out to a trillion instructions per second is based on :  Aggressive zBX BIPS  Power 7 3gHz core is about 1.2 X a z core and would most likely run at 50% utilization.  There are 8 cores/blade and up to 112 available blades per zBX.  Therefore 1.2 * 1200 zmips*75% utilization* 8 cores/blade * 112 blades = 967 BIPS or .96 TIPS.   System z + zBX > 1 TIPS)   

IBM zEnterprise Unified Resource Manager
The Unified Resource Manager is the revolutionary piece of this solution.  It is really the glue that brings this all together and represents the real innovation (in addition to the tremendous innovation on the z196).  Unified Resource Manager provides platform, hardware and workload management.  Unified Resource Manager unifies the management of resources and allows the extending of System z governance across the infrastructure.  It’s important to recognize that the zManager provides value to heterogeneous running only on the CEC, meaning a z/OS and z/Linux workload. The use of Linux on System z is growing rapidly and the zManager makes deploying a workload on Linux on System z much easier than ever before. 

Transition:  Let’s look a little closer at the z196 
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… and the Value Extends to the Heterogeneous Platforms

Right hand side of chart:
There can be special purpose processors installed in the zBX:
IBM Smart Analytics Optimizer
WebSphere DataPower appliance SOD to be available 1H11
There will also be select general purpose processors that can be managed 
BladeCenter PS701 Express
IBM x86 – SOD to be available 1H 11
A zBX can be made up of one to four racks – don’t say you have 4 zBXs attached to the CEC – it’s just one.  There can be up to 112 blades installed in the zBX.  
There is no System z software running in the zBX and it doesn’t have any MIPS or MSU rating.  It will have Passport Advantage software licensed to the blades.
The zBX high availability strategy consists of redundant data/management/power infrastructure at the rack level
There is an optional rear door heat exchanger for the zBX and also optional acoustic panels
Left hand side of chart:
The zBX will have a System z machine type of 2458.  There are 2 models – the one that attaches to the z196 is the Model 002.  (The Model 001 attaches to the System z10.)  
The zBX is designed with Integrated IBM Certified components – customer doesn’t need to order and build themselves – they are driven by the System z order for the zBX.  This means the customer doesn’t need to figure out what BladeCenter chassis is required nor know what features are needed, nor do they have to assemble these all together.  The zBX is built and shipped straight from the IBM manufacturing plant.  The only option the customer needs to consider is the quantity of optimizers or blades they want to install.
And the zBX will be covered under ‘traditional’ System z hardware maintenance services (24x7 with System z Support Specialist Representative) and that maintenance strategy is extended to the IBM Smart Analytics Optimizer and the installed blades.  And with the Unified Resource Manager the zBX and it’s components will have automated call home for hardware/firmware problems, concurrent hardware repair, concurrent firmware fixes and driver upgrade. 
Operating Systems supported will now include AIX 5.3 and 6.1 as well as Linux on System x when the IBM x86 blades become available. 
zEnterprise Unified Resource Manager will provide simplified management for the zBX.  	 
Configuration management firmware will provide auto-discovery of hardware and do configuration and loading of hypervisors.
The HMC will become the central point of management for heterogeneous workloads.
Applications will not require any changes to run on the blades – if it runs on that same level of software somewhere else

And again .. All of this will be managed by the Unified Resource Manager on the HMC.  

Transition:  Let’s look a little closer at the zBX.  
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Over the last several months, we have been working with customers to deeply understand the complexion of their business applications, challenges, issues and goals for the future; we have been able to see that these workloads fall into one of several recognizable patterns. The first pattern is Core Applications, these are System z based applications that have all data and business logic based on z (z/OS and/or Linux on z). Most other patterns tend to build off Core Applications as a base, such as Multi-Tier Web Serving or Data Warehouse & Analytics where the workload is heterogeneous in hardware infrastructure and software componentry, but begins with data and often business logic on System z.  In addition, in an SAP configuration, data typically resides on DB2 for z/OS for security, consistency and availability requirements but application logic is often hosted on Linux for z, AIX or Linux on System x.

In addition, zEnterprise provides an infrastructure that ideally supports many configurations of SAP.  Data resides in DB2 on z/OS for security, consistency and availability but Application Serving can be hosted on Linux for System z, AIX or Linux on Intel, providing flexibility in cost and complexity.

Although not a workload in and of itself, additional patterns customers are exploring include Cloud and Server Consolidation. The actual workloads within these patterns can be a combination of many applications.

zEnterprise is ideal for deployment across all of these workload patterns. 
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Decision logic within systems is also referred to as “business rules” – you can think of conditional statements that are used to make decisions such as pricing for insurance or loan underwriting, eligibility approvals for social or health services, or product recommendations for online purchases. Business rules are typically found inside application code, in the form of if-then-else statements, although they may also be stored elsewhere for documentation purposes (such as in procedural manuals and other documents), or in process models, or even they may even be in the minds of subject matter experts who need to be involved in dealing with specific operational situations.

In order to effectively manage change, organizations need to be able to easily and dynamically adjust business rules; this allows systems to behave with more intelligence, precision and consistency, enables increased automation of activities, transactions, processes, and customizes actions based on situational context.  Unfortunately, when business rules are embedded within application code, the ability to make changes to it is difficult and costly.  As you can see here, this results in a number of issues including: [see list in right side box].

[CLICK] By having business rules scattered and embedded in all of these different places, organizations find themselves under pressure to deal with change and the constant evolution of decisions.  These pressures can be summarized in three ways [see 3 time bombs in red].

There is, however, a better way to deal with business rules…[next slide]
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Business Rules Management Systems (BRMS) are integrated application development and execution platforms, allowing organizations to define, deploy, monitor and maintain the variety and complexity of decision logic that is used by operational systems.  BRMS allow decision logic to be extracted and managed separately from core application code, so that it can be easily understood, maintained and re-used across the organization.  
By externalizing rules from application code, business experts can define and manage decision logic, reducing the amount of time and effort required to update decision logic in production systems, and increasing the organization’s ability to respond to changes in the business environment.
[click]
A BRMS includes three primary components:
A repository allowing rules to be externalized from core application code – the repository allows decision logic to be managed as an enterprise asset,  making it easier to understand and update decision logic, along with consolidating decision logic from disparate applications and information silos so that it can shared and re-used across the organization.
Tools allowing business experts to define and manage decision logic that was previously buried in code.  These tools give business functions the ability to definenapplication behavior, while also providing the ability for business and IT to work collaboratively on application development and maintenance.
A runtime engine allowing production systems to access and execute decision logic managed within the BRMS – the “rule engine” allows complex and inter-related rules to be executed based on specific business context, using a combination of data inputs, sets of applicable rules, and execution algorithms that define how to process the data and rules in order to provide an output. 
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WODM – WebSphere Operation Decision Management – 7.5
       WBE
       ILOG BRMS
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This is an overview of specialty engine use to date.  They are listed in order of availability.
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WebSphere® DataPower® 1 appliance in the zBX -- Purpose-built hardware for simplified deployment and hardened security

What is it?
The IBM WebSphere DataPower appliance (SOD) integrated in the zEnterprise System, can help simplify, govern, and enhance the security of XML and IT services by providing connectivity, gateway functions, data transformation, protocol bridging, and intelligent load distribution. 

What makes putting the appliance into the zBX different than running it standalone attached to the z196?
Security:  VLAN support provides enforced isolation of network traffic with secure private networks. And integration with RACF security.   
Improved support:  Monitoring of hardware with “call home” for current/expected problems and support by System z Service Support Representative.
System z packaging:  Increased quality with pre-testing of blade and zBX.  Upgrade history available to ease growth.  Guided placement of blades to optimize.  
Operational controls:  Monitoring rolled into System z environment from single console.  Time synchronization with System z. Consistent change management with Unified Resource Manager.   

Transition: So let’s review how putting these pieces together can create this ‘system of systems’
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WebSphere Application Server is a cross-platform solution, as we stated earlier.  The question often comes up about WAS on Linux for System z.  The picture above shows how that can play in a System z environment.
Linux for System z is not z/OS, which means it does not have the facilities of z/OS such as WLM, RMF, SMF, SAF.  But Linux for System z does run on the System z hardware within a logical partition, so it does receive the passive benefits of the hardware platform and the virtualization technologies we discussed earlier.
And while Linux for System z can not participate in a Parallel Sysplex (that’s z/OS only), it can receive indirect benefit from being on the same server platform as a z/OS Parallel Sysplex.  That’s next.
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WebSphere Server can actively run on the blades within the zBX, and can be arranged into a cell that crosses the entire zEnterprise if needed
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