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主机灾备解决方案回顾



主机灾备解决方案回顾 ---- GDPS家族
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GDPS/PPRC用户怎么做？

• GDPS/PPRC：是一种基于跨站点的Parallel Sysplex与同步磁盘复制技术
（Metro-Mirror，即PPRC）的灾备解决方案，为用户提供同城距离内
的业务连续性。

• GDPS/PPRC支持两种配置方式：

– Active/Standby
– Active/Active

• 一些实施GDPS/PPRC Active/Active配置的用户：

– 关键数据都是用PPRC进行同步，且激活HyperSwap
– CF Structure都做duplex处理

– 由于光纤线传输的时延，会对联机的吞吐以及批量窗口造成影响，
因此两个站点之间的距离一般不超过20KM。



GDPS/XRC和GDPS/GM用户怎么做？

• GDPS/XRC和GDPS/GM：是一种基于异步磁盘复制技术的灾备解决方案，
站点间没有距离限制。

• 所使用的异步磁盘复制技术要求在异地重启切换过去的负载，这个过
程大约需要30-60分钟

– 停机一致性处理

– 交易一致性处理

• 问题：GDPS/XRC和GDPS/GM都无法达到秒级的异地恢复时间（RTO）



双活概念与定位



Active/Active所解决的问题
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Active/Active概念图
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演示者
演示文稿备注
D/R Tiers as Defined by SHARE 92
Reference:  http://publib-b.boulder.ibm.com/Redbooks.nsf/RedbookAbstracts/tips0340.html?Open

Six categories of D/R solutions defined by SHARE 92 are not just a categorization as such, but are also a recognition of a trend from rather loose to very tight D/R requirements.  It is not so long ago that most installations thought they were well covered with a PTAM (Pickup Truck Access Method) based solution.  However, now that data storage requirements are no longer measured in Megabytes but in Terabytes, it becomes obvious that the logistics and reliability of a PTAM solution become unmanageable, that the associated data loss is unacceptable and that a recovery process measured in days has an overwhelming financial impact due to lost business, loss of company credibility and loss of shareholder value. 
We classify GDPS as “Tier 7” due to its continuous availability characteristics.  
No re-IPLs are needed if you have a two site Parallel Sysplex with HyperSwap.  
No data recovery activities are needed since GDPS is designed for data consistency.  
Management of Planned as well as Unplanned outages 
Management of tapes, servers, and applications, as well as disk

This graph is used to give a general idea of recovery cost.  The more resources invested, cost,  the shorter the time to recover.  
_____________
In 1992, the SHARE user group in the United States, in combination with IBM, defined a set of Disaster Recovery tier levels. This was done to address the need to properly describe and quantify various different methodologies for successful mission-critical computer systems' Disaster Recovery implementations. Accordingly, within the IT Business Continuance industry, the tier concept continues to be used, and it is very useful for describing today's Disaster Recovery capabilities. They need only to be updated for today's specific Disaster Recovery technologies and associated RTO/RPO.  The Seven Tiers of Disaster Recovery solutions offer a a simple methodology of how to define your current service level, the current risk, and the target service level and target environment. 

Tier 0 - No off-site data
Businesses with a Tier 0 Disaster Recovery solution have no Disaster Recovery Plan. There is no saved information, no documentation, no backup hardware, and no contingency plan.  Typical recovery time: The length of recovery time in this instance is unpredictable. In fact, it may not be possible to recover at all.

Tier 1 - Data backup with no Hot Site
Businesses that use Tier 1 Disaster Recovery solutions back up their data at an off-site facility. Depending on how often backups are made, they are prepared to accept several days to weeks of data loss, but their backups are secure off-site. However, this Tier lacks the systems on which to restore data.   Examples of Tier 1 Disaster Recovery solutions include Pickup Truck Access Method (PTAM), Disk Subsystem or Tape-based mirroring to locations without processors, IBM Tivoli Storage Manager

Tier 2 - Data backup with a Hot Site
Businesses using Tier 2 Disaster Recovery solutions make regular backups on tape. This is combined with an off-site facility and infrastructure (known as a hot site) in which to restore systems from those tapes in the event of a disaster. This tier solution will still result in the need to recreate several hours to days worth of data, but it is less unpredictable in recovery time.   Examples include:  PTAM with Hot Site available, IBM Tivoli Storage Manager

Tier 3 - Electronic vaulting
Tier 3 solutions utilize components of Tier 2. Additionally, some mission-critical data is electronically vaulted. This electronically vaulted data is typically more current than that which is shipped via PTAM. As a result there is less data recreation or loss after a disaster occurs.  Examples include:  Electronic vaulting of data, IBM Tivoli Storage Manager - Disaster Recovery Manager

Tier 4 - Point-in-time copies
Tier 4 solutions are used by businesses that require both greater data currency and faster recovery than users of lower tiers. Rather than relying largely on shipping tape, as is common in the lower tiers, Tier 4 solutions begin to incorporate more disk-based solutions. Several hours of data loss is still possible, but it is easier to make such point-in-time (PIT) copies with greater frequency than data that can be replicated through tape-based solutions.   Example include:  Batch/Online Database Shadowing and Journaling, PPRC-XD, FlashCopy, FlashCopy Manager, Peer-to-Peer Virtual Tape Server, Asynchronous Cascading PPRC, IBM Tivoli Storage Manager - Disaster Recovery Manager, eRCMF, iSeries IASPs with FlashCopy

Tier 5 - Transaction integrity
Tier 5 solutions are used by businesses with a requirement for consistency of data between production and recovery data centers. There is little to no data loss in such solutions; however, the presence of this functionality is entirely dependent on the application in use.   Examples include:  Software, two-phase commit

Tier 6 - Zero or little data loss
Tier 6 Disaster Recovery solutions maintain the highest levels of data currency. They are used by businesses with little or no tolerance for data loss and who need to restore data to applications rapidly. These solutions have no dependence on the applications to provide data consistency.  Examples include:  PPRC, XRC, GDPS/PPRC Storage Manager, Peer-to-Peer VTS, Asynchronous Cascading PPRC, PPRC Migration Manager, eRCMF, GeoRM, AIX Logical Volume Mirroring, iSeries IASPs with PPRC

Tier 7 - Highly automated, business-integrated solution
Tier 7 solutions include all the major components being used for a Tier 6 solution with the additional integration of automation. This allows a Tier 7 solution to ensure consistency of data above that of which is granted by Tier 6 solutions. Additionally, recovery of the applications is automated, allowing for restoration of systems and applications much faster and more reliably than would be possible through manual Disaster Recovery procedures.   Examples include:  GDPS/PPRC, GDPS/XRC, GDPS/PPRC with Open LUN Management, GDPS/PPRC with HyperSwap, HACMP/XD, ESS support of GDS for MSCS, iSeries High Availability Business Partner software




双活最新技术方案介绍



IBM® GDPS® Active/Active continuous availability发布

• IBM United States Services Announcement
611-023, dated May 24, 2011

– http://www-01.ibm.com/common/ssi/cgi-
bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS611-023&appname=USN

• IBM® GDPS® active/active continuous availability is the next 
generation of GDPS and a fundamental paradigm shift for 
near continuous availability solutions. 

演示者
演示文稿备注
业务持续高可靠方案

http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS611-023&appname=USN�
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发布要点之：概览

• GDPS Active/Active：

– 建立在无距离限制的两个站点之上

– 两个站点同时运行同样的应用，使用同样的数据

– 跨站点间负载监控与分发

– 整合了一系列IBM产品与GDPS控制软件



发布要点之：Statement of Direction

• IBM intends to deliver, over time, additional configurations 
that comprise GDPS active/active continuous availability. In 
addition to the Active/Standby configuration, which was 
announced today, IBM plans to make available the 
Active/Query configuration which will provide the ability to 
selectively query data in either site. 



GDPS Active/Active方案定位

• GDPS/Active-Active：满足用户关键业务的异地快速恢复目标

– 计划外站点切换的秒级业务恢复（RTO）

– 计划外站点切换的秒级数据丢失（RPO）

– 业务负载的不中断跨站点切换

– 无任何距离限制

– 并不意味着要取代本地高可用性方案（如Parallel Sysplex方式的应
用部署）
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Workload Distributor Structure
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Data Replication Structure
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Controller Structure
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组成GDPS/Active-Active环境的软件

• Operating systems 
required/supported
– z/OS V1R11 (including Tivoli 

Directory Server for z/OS) 

• Applications/MiddleWare
– DB2 for z/OS v9
– IMS v11 
– WS MQ v7.0 

• Replication
– InfoSphere Replication 

Server (DB2) V10
– InfoSphere IMS Replication 

for z/OS V10.1

• Management and monitoring
– GDPS/Active-Active 1.1 (new)
– NetView for z/OS Next
– System Automation for z/OS Next
– IBM Multi-site Workload Lifeline v1.1 (new) 
– IBM Tivoli Monitoring 6.2.2 
– OMEGAMON products (Optional for some 

details about subsystems) 
• OMEGAMON XE on z/OS v4.2.0 
• OMEGAMON XE for Mainframe 

Networks v4.2.0
• OMEGAMON XE for Storage v4.2.0
• OMEGAMON XE for DB2 Performance 

Expert (or Performance Monitor) on 
z/OS v4.2.0  

• OMEGAMON XE on CICS for z/OS 
v4.2.0

• OMEGAMON XE on IMS v4.2.0
• OMEGAMON XE for Messaging v7.0





谢谢謝謝



Backup Charts
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