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— CICS Transaction Server V4.2
o MR EEEE

— DB2 for z/OS V10
o N BB R

— WebSphere MQ V7.1
FEHLRE G

— WebSphere Operation Decision Management V7.5
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CICS Transaction Server for z/OS V4.2
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CICS Transaction Server for z/OS V4.1 Consumers
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= Y Hr64f7)ava 6z 4T IR EE
 Java stack and heap are now allocated in above the bar storage
* Improve scalability of single CICS region for Java applications

* Industry standardization
=NV A &g bR lava 6 SDK % ] A zEnterpriseflL ik

— Exploits new z196 instruction set

IBM JDK for z/0S
— Imp roved GC Standard JSE [> 2/0S Extensions
(All JDKs must provide this) (Provided with z/0OS JDK)
— Improved JIT inl Iul
. . pe . Just In Time (JIT) Compiler
— S I g n Ifl Ca nt pe rfo rm a n Ce I m p rove m e nts (Strong awareness and exploitation of underlying hardware architecture)
‘ L LL Ll
System z Hardware and z/OS Operating System
" % zﬁ \EE H/JJ V IVI /fT }I j:E‘ This JDK used in IBM
‘ products on System z '
. . . . N K] ‘ ‘
— Application isolation and scalability hs 2108 oS ﬁim s b
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T Apache Axis2 1 JH A )Web Service b FHESE
— Java SOAP pipeline

» Alternative to the existing CICS Web Services pipeline
— Similar support to existing CICS Web services pipeline

* Provider (inbound) and requester (outbound) applications
 WS-Addressing and MTOM/XOP
— Runs within CICS JVM server environment

 Can access existing CICS programs files etc. using JCICS class
library
. H
— KEEASOAP XML Mty TAEAT tHzAAPH AL BEA% A0 21

BN AR 6 Web Service 5 |3 (1) 110 A 2451k
— ZEAFH4idavalf I CICSHE 7 H % 5Web ServicetEZEA2 H.
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Function CICSTS | CICSTS CICS TS
3.2 4.1 4.2

ECI Yes Yes Yes

requests

3270 Txn No Yes Yes

routing

STARTs No Yes Yes

DPL Yes Yes Yes

Function No No Yes

Shipping

CPSM No Yes Yes

SYSLINKSs
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Hr i YWebSphere MQ Adapter 32 £ riMmal

— MQ V7 APl commands for message properties, publish subscribe, and
asynchronous consume

0T Y WebSphere MQ QSG Unit-Of-Work{k 55
— CICS TS4.13ZFFWMQ group attach

* |f CICS has any outstanding UOWs with the WMQ server, need to reconnect
to that specific WMQ server to resolve them

— CICS TS4.25MQ 7.1 3 FFiZEF 2| QSGAT = [ A 71 PR 28 Kk Pk & R 5E i UOW

""" 1
In-doubt UOW
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Why is this transaction suspended?
Where was this transaction routed to?

What was the point of origin for this transaction?

11

2011 IBMETH B BREPFH LS 9298




R . EEEG HHE
AT an —7— h e
CICS AR &t & B 13 S 11 CICS Explorer

ePreviously... Now ...

[& R CICs Explorer [BE[X]

Explorer  Edit Window Help

i i~ [ | 7 Resource | € c1cs sm

Web [ Project Explorer 2 = O llis Threadsafe &2 e

=) 5, 7 | [PA/BIPLORES j v3.CSV/-84799336 /DSCHMDLY_COUNT_AVG-des
EExPLcREBJk .08 [a g

125

+ B CICACE2S
+ @ CIcAcB30
® 5 cicaces:

.« CICS Explorer
vallabie to CICS TS V3 and V4 users)

Task features (plug ins) for

S0 1484 1480 q3gp

HCE Q)
fo= 2l HCEQ (; 2

; _CICS Transactlon Server_;V3 & V 4 e, )

«;z” DCos (1)
" DCo7 (1)
&” DeoN (2)
= B cicaces:
(_-):‘ C5GM (2)
& P (3)
F Csm2 (21)
5" CoMI (25)

«Config Mandgement

|-
:, e »
& HeExX (147)
&7 HOIN (12)

; :ICS Performance AnaIyze :

CICS 3270

2 Bwind... | @2z C @ nick_.. | TE) SHA... &)http:... | E)Buep... | (A Janl..

)
. = NS
| Etean... | €188C-. | @]Husi., | &)Bueh.. | @tean.. | @)cs.. | @sev.. | @ Mao.. B[LI@®, 27
; <
P Hurslo | @)YouT... | @)devel.. | @psod.. | A deeu... ﬂm Eﬁgg z;;‘:;:;:;g
®

>

MiEcIipse

2011 IBMEH R MR E R FLE LS = ™



演示者
演示文稿备注
Over the years, we have introduced a wide range of tools to suppport, extend, and optimize CICS, with important contributions from all of the  IBM Software Group brands. Whether integrated with CICS Transaction Server, or available at extra charge, these tools have a variety of user interfaces: ISPF, CICS 3270, Web, and Eclipse, so today, users often need to use multiple interfaces to perform a particular task.

For the past year, the CICS development team has been designing, prototyping, developing, and testing a common tooling environment, The CICS Explorer is the result of that work. It will be the focal point of future tooling for CICS, with all key CICS development, operational and management tasks accessible from within this single user interface.

Move to slide 5
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CICS Explorer...
€2 IBM CICS Explorer BETA =]
Explorer Edit Project Operations Administration RTA WLM - Search Window Help
- - [ ] Systemz/0S ::cCICSDA [ cIcS 1A E WebSphere... |{:~ CICS SM |
4 cicsple -0 CICSpIe] ~ O || &) Regions ﬁ}P Files fé'g Bundles r Bundle Parts (E JVM Servers r.ﬂ 0SGi Bundles rﬂ 0SGi Service rﬁ IPIC Connec («‘5’ MQ Connecti r‘-';“‘ EP Adapters r% Tasks &2 =08
Server: TONY || CNX0211T Context: JTPLEX1. Resource: TASK. 18 records collected at 16-Mar-2011 17:46:02 BL S Task e ox -
= & JTPLEXL (2/2) Region Task ID Transaction ID | Run Status User ID Terminal ID LU Name Priority Class Name Suspend Time[i]
19 wKez261 (IYK2Z2G1) IYK2Z2G1 0000414 CVwu [0 SUSPEWDED CICSUSER 1 DFHTCLOO 0:00:00
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iﬁlg Resource Group ES = E I_ITVI.('?7')|‘:'2 annnns T rkIRA r_<lepPENNER TSI ISER 740N NEHT T NN NN - nd I_IM
< 1 >
CMNX0211I Context: JTPLEXL. Res ™ |
& M Events (Ifl Properties l/@ Error Log ( System Log (ﬁ z/0S Job lfqn Search 2 w7 B9 - = ¥ =8
e Tasks associated with task "0000410" in region "IYK2Z2G1" - 2 results
Mame: | retjt 0% Tasks Transaction ID Region Start Time Run Status Suspend Time Suspend Reason Prev Hop Count
MName Descript... | Change . | = % 0000410 CECI IYK272G1 2011-03-16T17:4... [ SUSFENDED 0:00:16 ZCIOWAIT a
% 0000057 CSMI IYK2Z22G3 2011-03-16T17:4... [ SUSFENDED 0:00:16 IS_RECV 1
£ p— Ba) | @
: 0F (1) CNX01001 Connected user JTILLIL to hast winmvs2c.hursley.ibm.com on port 30801 : . @ - John's Pegasus Plex
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— CICS Transaction Server V4.2
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— DB2 for z/OS V10
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— WebSphere MQ V7.1
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— WebSphere Operation Decision Management V7.5
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演示者
演示文稿备注
These are the topics we’ll cover.  
We’ll take a short look at some of the challenges you face in managing ever-growing DB2 environments and how they affect your use and management of DB2 Utilities.  

We’ll look very briefly at the ways that IBM responds to your needs and the needs of the market overall to address your DB2 Utility management challenges.

The majority of our time together today will cover details of new DB2 10 for z/OS support and detailed examples.  

Next page please.
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演示文稿备注
If you are a DBA or involved at all in the management of your DB2 environment, you’ll probably have some, if not all of these issues facing you.
Data growth is a huge concern – especially when it comes to the effective management of growth.  It impacts your IT environment, your performance levels, your budget, your staff and their time – and the challenge keeps growing.

Overall DB2 Performance or response time from your critical DB2 applications has not remained stationary – those needs increase as applications become more global, your business expands, users multiply – but you need to keep your performance levels consistent, if not improving. 

There is a constant pressure to reduce operating costs – for example in utilities – this comes down to reducing CPU and elapsed time as one area. 
You have more databases and more types of databases that impact your staff and resources, where administration. Becomes more of a challenge and the ability to automate some of the routine tasks becomes a necessity.

Next page
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If you are a DBA or involved at all in the management of your DB2 environment, you’ll probably have some, if not all of these issues facing you.
Data growth is a huge concern – especially when it comes to the effective management of growth.  It impacts your IT environment, your performance levels, your budget, your staff and their time – and the challenge keeps growing.
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If you are a DBA or involved at all in the management of your DB2 environment, you’ll probably have some, if not all of these issues facing you.
Data growth is a huge concern – especially when it comes to the effective management of growth.  It impacts your IT environment, your performance levels, your budget, your staff and their time – and the challenge keeps growing.
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There is a constant pressure to reduce operating costs – for example in utilities – this comes down to reducing CPU and elapsed time as one area. 
You have more databases and more types of databases that impact your staff and resources, where administration. Becomes more of a challenge and the ability to automate some of the routine tasks becomes a necessity.
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Applications DBA Tools, z/OS Console, ...
Application Interfaces Operational Interfaces
(standard SQL dialects) (e.g. DB2 Commands)
I l
r' 1
DB2 for z/OS
[ 1™ -4 [ - B -4
IBM
Data Buffer I Log Smart
Manager Manager Manager Analytics
Optimizer
Superior availability Superior
reliability, security, z/0S on performance on
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I AR LT 6 IR 45 %%
A Universal Message Bus for access to data

wherever it exists to support your business o

l O ,
Provides a comprehensive range of N

Messaging capabilities to support your oy kep  Re

Business requirements for

data integration —

-- Managed File Transfer O
-- messaging integration patterns =
-- reliability and availability QoS Pervasive
-- SOA foundation Device

Provides appropriate data access
and data privacy controls to help
meet audit and regulatory requirements
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Sysplex Shared Queue Message
Availability:

Goal is to provide as near as possible
continuous message data access under
ALL failure scenarios (These scenarios
include Application/Transaction failures,
Application Execution Env. failures, Qmgr
failures, CF failures, DASD failures,
Network failures, CEC failures)

Sysplex Shared Queue Message Capacity:
Goal is to provide Terabytes of affordable
message capacity such that MQ is capable
of meeting all business requirements for
reliable message storage when processing
applications are unable to run for
whatever reason
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— The transaction cost is between 28 and 34% LESS on the z196 compared to

the z10
Private Queue, Non-Persigtent In-Syncpoint
Transaction Rate
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Private Queue, non-persistent, Out-of-Syncpoint

Achieved Transaction Rate, Private Queue 2KB Non-Persistent Workload Out-of-Syncpoint, Low-Contention
z196 30-way, z/0S vlrl2, Hiperdispatch(ON), RMF(OFF), TRACE(A)
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500000
400000
300000
200000
100000

Transactions / Second

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Queue Pairs
=1 Requester/Server ==2

per Queue Requester/Servers
per Queue

This measurement shows that MQ is able to exceed 550,000 transactions per second on a single queue
manager running on a 30-processor LPAR

? and was repeated with similar results on a 64-processor LPAR.
(Note that with current MQ V7.0.1, we max out in this scenario at 330,000 tps)

Each transaction involves a requester task putting a message, a server getting the message and putting a

reply and the requester getting the specific reply message - i.e. 2 MQPUT/MQGET pairs.

So a single queue manager is able to support a message rate of 1.1 million messages / second !!
27
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Shared Queue, non-persistent, In-Syncpoint

Transaction Rate Achieved, scaling gqueue managers + queues.
2KB Non-Persistent In-Syncpoint Shared Queue

z/0S vi1rl2, CFCC 17, 30-way LPAR, 16-way CF

70000 < < < i_____i____i_.——i—-—-—i

Transactions/Second
w b
o O
o O
o O
o o
A

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Queue Pairs

==1 QM, Many ==2 QM, many =<3 QM, many
Structures structures structures

This measurement is run against a single coupling facility with the maximum number of single CF processors defined
(16), but using up to 15 application structures within that coupling facility.

Both the LPAR and the CF are running at 90% of capacity at the peak transaction rate.
Currently investigating 75,000 tps ? 150,000 messages/second ? CF CPU constraints

Persi¥stent messaging results suggest that we can sustain the above rate ? 150K msgs/sec - with 5-6 Qmgrs
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3 LPAR Test - DB2 3 LPAR Test - SMDS
64KB Non-Persistent Messages In-Syncpoint - DB2 64KB Non-Persistent Messages In-Syncpoint - SMDS

©
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Queue Pairs Queue Pairs
NP SISScaling— NP SISScaling— "V NP SIS Scaling — € NP SISScaling— NP SISScaling— "V NP SIS Scaling —
3 gmgr 6 gmgr 9 gmgr 3 gmgr 6 gmgr 9 gmgr

e Early Test Results on 2196

e Tests show comparable CPU savings making SMDS a more usable feature for managing your CF
storage

e SMDS per CF structure provides better scaling than DB2 BLOB storage

29
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— Partner IP address

— Partner Queue Manager name
— SSL Distinguished Name
— Asserted identity (including *MQADMIN option)
— Derived identity from DN mapping
o BRI AN ITE AT A% AT DUAE 5 — I TR A TP ik 22 48
— SET CHLAUTH(*) TYPE(BLOCKADDR) ADDRLIST(9.20.*, 192.168.2.10’)
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Channel Access Blocking Points

o Access Control Lists

{\"‘ Channel blocking and
| | T mapping

Listener blocking . .

31
2011 IBMEH AWK ERFLE LS




ISR ® 2 EEEsG TN
' ————
PR

o R
— CICS Transaction Server V4.2

o b REHE
— DB2 for z/OS V10

VA RN K
— WebSphere MQ V7.1

o EHLRFEGI%E
— WebSphere Operation Decision Management V7.5

2011 IBMIH G EBEEPFE LS i o




[l
il
"I||

EE® V BEEt LI -

» KA >
A AT A BT I B3R R BT B o< o
HED S SEIHG 3 1) T1E R R FEICMET . TR 5 A

S

RILTT A 7R

\\\ HIE B B AR
(%)
@

“RIABRMG I SEIZ T, 5 TN 2B P e SLIR AL RFIGERL.. R K TFHITS &
TERFE DR ZF/FRIR LA A5). 7

James Taylor, “Becoming a Decision-centric Organization”, 2011
2011 IBMEHSABRE S FELS 9298




]

% U BEE LTI -

e —
B E: What we need ?
FELI XTI ]I 20 5 5576 ) R 1 7 4 2

s [ A
R ERIEAERE TS T FERI S B4 BT, A
RSB L] | L e

CHANGE

NZ3: )25z e
AR LRI 2 I E SRS T AL B | o
L. LI

CONTROL

y & y -
RIERERIFIIEIE o 1t ks 17 e G 1S ( 14

2011 IBMEH S ERIRERFELE LS




||mp
IAHL
i

EN B LA -

S —
Redefined Application Change Cycle

Implement

Business - IT Developer
Decisions / Policies Functions / Tasks / Flow
Days / Weeks Weeks / Months
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演示者
演示文稿备注
To summarise we can see that the main benefit of externalizing the rules execution is to redefine the application change cycle.
This enables us to separate the lifecycles of changes to the application code from changes to the rules that implement our business policies.
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User Tools

: \
\
7 l
if the yearly repayment of 'the loan' is more than
the yearly income of 'the borrower' * 0.3
then
add "Too big Debt-To-Income ratio" to the 1

messages of "the loan' ; .
reject 'the loan' ; Rule Repository

L 1
\l
\V/

Is this customer eligible for
aloan?

Oy

Execution
components
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A technology for creating,
maintaining and deploying
rule based business decision

= Reduces the time to deploy
changes

= Improves the understanding of
how decisions are made

* Increases opportunities for logic
automation

= Favors the reuse of business logic

No, for the following reason:
Too big Debt-To-Income ratio



演示者
演示文稿备注
In a common approach of the BRMS you walk through the following steps:
Authoring
You author your Business Rules, based on Business Object Model & vocabulary
Decision Service definition & Deployment
You define the signature of your Decision Service with the list of parameters and types. 
Example Loan Validation Service
Input 
Loan Request
Customer
Output
LoanResponse 
You deploy your Decision Service logic runtime meaning a executable ruleset
Integration
You decide the incarnation of your Decision Service: OOTB WS or custom by integrating  Execution components as EJB MDB, Sessions, POJOs.
You can test your Decision Service on your model.
Run
You invoke your Decision Service directly or from your client application by example a Web portal. 
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Rule Execution Server for WAS on z/0S

WAS for z/0S
v Y[ v )

User COBOL
Application

\ 4

Invocation

Notification

~

DB2 File System zFS
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zRule Execution Server for z/OS — CICS TS 4.x
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Application :
Invocation

Notification
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Events
captured - Transform into an

MQ
HTTP

event format ot _—
- WBE XML . WOPDI\/I \
- Add application vent Pattern
Detection .
context

WODM
Decision
Server

CICS Events help you to

e Observe business processes
® Recognize suspicious activity
e Drive new processing
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