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演示者
演示文稿备注
This chart illustrates one of the key basic facts about WebSphere Application Server -- it is a cross-platform family.  It runs on several different operating systems on several different hardware platforms.
Assuming that the decision has been made to use WebSphere Application Server as the Java runtime environment, how does one approach the question of where to host it?
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A question often asked is this: “WebSphere Application Server is based on accepted open standards.  ‘WebSphere is WebSphere’ people say.  How can the platform itself make a difference?”
It’s true that “WebSphere is WebSphere” -- by that we mean that the open standard specification support for WebSphere Application Server is the same across all the operating systems.  So, for example, Version 7.0 on Windows has the exact same specification support as Version 7.0 on z/OS.
Note: such was not always the case.  But starting with V6.0 it became true.
The important thing to understand is that the open standards are about interfaces, not implementation.  Vendors are free to implement the function in any way they choose provided the various interface specifications are adhered to.  And so it’s at the level below the specification line that platform differentiation takes place.
That will be the focus of this presentation.  The very short answer to “Why WAS on z/OS” is this: “Because of z/OS.” 
It’s all about the way in which WAS on z/OS is written to exploit the features and functions of System z and z/OS platform.
By the way, that exploitation is not exclusive to just z/OS … the other platforms have their own platform-specific exploitation code.  But those platforms don’t have the same features to exploit that z/OS does.
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We’ve established that “WebSphere is WebSphere” across the platforms at the specification line and above, and that the platform exploitation that takes place is below that line.  So ultimately the question is: what are the attributes of the platform and how does WAS exploit them?  As mentioned, our focus will be on z/OS.
We’ll also strive to map those attributes to business value as at the end of the day that’s what this is about -- providing value to the core business to meet the objectives of the business.
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Here we’re drawing into focus the relationships that exist between a solution (WAS in this case) and the underlying hardware and operating systems:
The first is to what degree the solution directly and actively exploits the functions of the operating system.  As we stated, had WAS z/OS been delivered as a packaged set of Unix processes that ran under USS, there would have been very little active exploitation of z/OS functions such as WLM.
The second is the degree of direct and active exploitation of the hardware platform by the operating system.  Here we wish to point out that z/OS is not designed to be a semi-portable operating system that runs on many different hardware platforms.  z/OS is designed to be run on System z hardware.  That means the operating system is tightly integrated with the hardware.  The hardware and operating systems are designed to work closely together.  There’s a rich set of low-level exploitation that get taken advantage of by, for example, the JDK for z/OS.
Finally, there are the benefits that bubble up to the solution passively.  That is, just by running there (by “just showing up”) a solution receives some benefits.  An example of this would be the systems management of z/OS in areas such as backup and recovery, or capacity planning, which ultimately benefits the solution but the solution is not actively reaching out and making use of anything to receive the benefits.
The yellow box at the bottom of the chart is important to note.  There is a difference in operating systems and hardware platforms.  z/OS may very well be suitable for the business needs; or other solutions may suit the business.  The key is to understand the merits of the platform and understand how they might map to key business objectives.  If the choice is for WAS z/OS then we’re happy.  But if a careful analysis yields a different conclusion that is better for your business, then that is good as well.


 fjo -p
":I!l

W R 5 2

\ BEEG LK
. L

IBATHE System z /Ml 2/0S _EHIFEFFLEW T JLAA A J5 RGBS L5«

B 1

-*| WebSphere Application Server PEERRIBETH R RIS RE 1
TUARAN R IE K E BT

'J SeREserieEs EE [
\ Passive Receipt .
! of Benefits

andsxsiotationor opsye oy was | BIEERIBOHREE T ER RN EL &

E' : i LPAR SEBLRRHT . AZLF KRBT

Operating System

Attributes and Capabilities ﬁ% 'ﬂ:‘: ? %
N &=

-------

Hardware Attributes

and Capabilities TR

A< H TCP HEAL

AEE R (WLM)
Intelligent Resource Director (IRD) (FHREHVE B )

g expioatonor by opsys 5 IRAC RS R R AR
IR AR R

BRMARFEHEH TR
AEFR KA R REST

BATEBR BRI B IR EHE

2011 IBMEH AWK ERFLE LS

)

N=

IR A A

96


演示者
演示文稿备注
Passive benefits are those that are associated with the platform and operating system, but are ones that are not directly taken advantage of by the solution.  For WAS those can be categorized in two ways: the hardware benefits and the operating system benefits.  The chart offers some bullets that give you a sense of the case we make on behalf of System z and z/OS.
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We start out with a high-level description of the virtualization capabilities of the platform.  The topic of virtualization can get very detailed very quickly, and there are several forms of virtualization technologies available in the world.
The key point here is that logical partitioning on System z is done very low -- just above the hardware layer -- and has been around for a long time.  This is not “new” technology.  That means it’s stable technology.
The LPAR technology on System z has matured to the point where the hardware “sharing” that takes place is carefully regulated so no partition can monopolize more than its granted.  There is complete isolation between the LPARs -- operating system, network, and memory.  
One of the key things that System z virtualization provides is a virtualization of the I/O subsystem capacity.  One LPAR can’t consume more of that than allowed, which means other LPARs that have higher I/O needs can get what they need.  Again, no monopolization.
We readily grant that there are other virtualization technologies out there.  There are even some that do a kind of hardware layer virtualization.  But none are as mature as System z virtualization.
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Workload Manager (WLM) is a function of the z/OS operating system and is a key part of the management of resources within z/OS, and is a key component that’s actively exploited by WAS.
Here we’re looking at passive exploitation.  We’ll explore the active exploitation in a bit.
WLM monitors a wide range of system metrics and compares those values -- using all sorts of complex heuristics -- against performance goals you’ve established for the system.  The result is that WLM manages the resources of the system to achieve your goals.  Lower priority work items can not “steal the system” -- WLM will not allow it.  If higher priority work isn’t meeting its goal, WLM will reduce resources to lower priority work and give it to the higher priority work so the goals can be met.
This is how z/OS manages a system to such high utilization numbers.  It’s by intelligently allocating system resources to work based on your goals.
And don’t forget that WLM can advise IRD to move resources from LPAR to LPAR.
The picture starts to come through -- intelligent monitoring of work and goals and the re-allocation of resources … all dynamically done.
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There another element of virtualization and dynamic operations and it comes in at the networking level.  Down at the hardware level there are physical adapters, and they can service one or many LPARs on the system.  
TCP on the z/OS system has the facility to virtualize IP addresses.  Some may be dynamic virtual IPs that have the ability to move to another LPAR in the Sysplex in the event the initial hosting TCP 栈 is lost.  That’s a way to provide availability of a listening IP by virtualizing that IP behind the physical adapters and making it dynamically movable across LPARs if configured that way.
Between the DVIPA and the target WAS z/OS (or any TCP socket application for that matter) there can be another layer called “Sysplex Distributor.”  That is a TCP connection placement mechanism that gets placement advice from WLM.  WLM determines what target is best able to take the connection at that point in time.
Numbered block #5 shows the case where there’s an outage of some kind on the first LPAR and the DVIPA is automatically moved to a configured backup LPAR.  The Sysplex Distributor function is also moved non-disruptively, all of this transparent to the outside world, and transparent to the applications.


uu-p

ﬁﬂ/z%/ TR -
HTER. B EEIRF RS BRINIR,

— LPAR —

HAh LPAR

Ir Ir Ir Ir Ir Ir 1Ir 1Ir

— LPAR

RMF Fll SMF

NHETRE N T RS MHRT RS

Ir Ir 1L

BIERZAN:

(z/0s, TCP, WLM, JES, %54

BIRA IR
(cPu. PIFEXI/0)

\ BEEG LK
- L

REE T AT AR R AR

SMF

RGH TRIZXB ARSI EN—FIIRE.

EAURE R TR Tt RAEAER, UERT:
AR
BRI
SBRERTH 5

RMF

1 SMF BEARTRERETE RS K7 —F D8,
TR EAR A ER G ER

WRZFEERH /T,

SEBRFYE. HyperVisor L IRD

2% B 7 saT BA

2011 IBMEH AWK ERFLE LS

¥: WASz/0S B3hF FHSMF.

H A5 2 Te] e A

L T


演示者
演示文稿备注
Two other functions of z/OS are SMF and RMF.  Both are system monitoring and reporting functions.  Both help administrators have a very clear view of what’s going on in the system.  WAS z/OS actively exploits SMF as we’ll see later.  WAS z/OS receives passive benefits from RMF because that facility helps you manage the platform better than can be done with other platforms.
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WAS z/OS is implemented as a series of started tasks, which means that managing the environment -- starting, stopping, etc. -- should be very familiar to your current z/OS staff.
We draw your attention to the highlighted block.  System automation tools on z/OS are capable of performing a great many tasks without operator intervention.  Because WAS z/OS is implemented as started tasks, and it operates as such, system automation tools can be used to monitor and manage the WAS z/OS environment.
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zAAP stands for “zSeries Application Assist Processor” … they are specially-designated processor engines on the System z machine that the JDK can use to offload Java work.  By doing that you gain two benefits -- potentially lower software license charges; and capacity on your GPs that would otherwise have been used for Java.
WAS itself really knows nothing about this.  This is a function of the Java z/OS JDK, which has code to interact with the system dispatcher so Java work gets switched to the zAAP. 
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WAS z/OS has an application server architecture that is unique to the WAS family.  Rather than consisting of a single JVM, it consists of multiple, each in its own address space:  a controller region (CR) and one to many servant regions (SRs).  This is configurable by you; the default behavior being one CR and one SR.
One of the key advantages of this structure is that it separates pure “plumbing” code from user application code.  That allows the plumbing code to run in a more protected address space.  And it protects the plumbing code from JVM outages caused by misbehaving user applications.
The chart offers a description of what function is contained in which region.  WLM sits in the middle of this and performs several key functions, which we’ll explore now.
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Work coming into a controller region may take many forms.  Some of the work may be of higher priority than other work.  The WAS z/OS CR/SR structure provides a way to segregate the work to individual servant regions so WLM can prioritize the allocation of system resources to achieve the goals.  In this picture higher priority work goes to one SR and gets more system resources; lower priority work goes to the other SR and WLM grants it relatively less system resources based on the defined goals.
A single JVM appserver structure would not provide this ability.  It would require creating multiple application servers and routing to the server based on priority.
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SMF is a mechanism that allows subsystems on the platform to write activity records into a repository that may then be used for analysis.  The chart shows the SMF record types written by the various subsystems, including WAS z/OS.
With WAS z/OS V7 the SMF support has been enhanced to provide better information at a lower cost of overhead.  There’s an excellent white paper at the URL shown on the chart that gives all the details of this new record type.
The key value of SMF is this -- it provides a much better view of what’s going on within the system than might otherwise be available.  That information can be used for understanding usage patterns, planning for additional capacity, and for accounting chargeback purposes.
Knowing who’s using what resources is an important element of running the I/T operations.  SMF allows you to do just that.
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WOLA is a new cross-memory communication mechanism that is really an extension of the Local Comm structure we talked about in the previous slide.  By extending the Local Comm structure it allows WAS to talk out to external address spaces, and for them to talk into WAS.
Focus on the “z/OS Batch” block … imagine batch programs being able to drive into WAS and re-use WAS EJB assets as part of their batch processing.  That’s just one example of a usage pattern that before WOLA would have had to be done with less efficient technologies.
Performance measurements show this technology capable of sustaining many times the comparable throughput for other mechanisms such as web services.  Good performance improvements are seen even for other local communication techniques.
There’s a white paper on Techdocs -- WP101490 -- that provides more on this function.  If this strikes you as a compelling opportunity for co-location exploitation, please pull that paper and read through it.
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We turn our attention to the question of availability and scalability.  On the System z platform the heart of this is Parallel Sysplex and the data sharing capability in the middle of that.
Parallel Sysplex is a clustering technology that has a shared data facility in the heart of it.  That’s done with the Coupling Facility, which maintains shared data structures, cache instances and locking information.
What this means is that data subsystems such as DB2, MQ, CICS and IMS can participate in a data sharing arrangement across the Sysplex.  This creates a single logical data model even though multiple data subsystem instances are present.  The data is accessible from any one of the participating data instances.  Issues of data locking are managed within the coupling facility.
With that structure in place then WAS z/OS itself can cluster on top of that.  The applications are now duplicated across a logical cluster, with local access to data.  Within the WAS z/OS cluster there are high availability mechanisms to failover key services if one part of the cluster is lost.
HA is very broad topic and we can’t go into every one of the details here.  The key is that Parallel Sysplex and data sharing isn’t some new flash-in-the-pan technology.  It’s been around for a while and it’s proven and reliable.
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Here is the high-level view of the high availability story for z/OS and Parallel Sysplex, and the way WAS z/OS exploits those capabilities.
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It’s worth reminding the reader that high availability is more than just technology.  There are really three categories of disciplines that must work together in concert to provide HA.
The message is that System z and z/OS provides significant contributions in the technology space and the monitoring and management space.  And System z staffs traditionally have well-defined process controls already in place.
Bottom line … System z is widely considered to be the platform for high availability.
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Here's a list of functionality for both the Feature Pack for Modern Batch and WebSphere Compute Grid.  Note the hyperlinks to pages that show more detail.  
These are functions you could write yourself.  Again, the custom middleware trap is down that path.
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A very common question that comes up is how WAS on z/OS can be managed from a staff perspective.  Often we see cases where WAS on another platform already exists and there’s a set of trained administrators familiar with WAS, but are not z/OS administrators.  Similarly, there are z/OS system programmers who are deeply skilled in that area, but not familiar with WAS.  So where’s the line to be drawn?  This chart helps explain a working approach this separation of duties.
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A question often asked is this: “WebSphere 应用服务器 is based on accepted open standards.  ‘WebSphere is WebSphere’ people say.  How can the platform itself make a difference?”
It’s true that “WebSphere is WebSphere” -- by that we mean that the open standard specification support for WebSphere 应用服务器 is the same across all the operating systems.  So, for example, Version 7.0 on Windows has the exact same specification support as Version 7.0 on z/OS.
Note: such was not always the case.  But starting with V6.0 it became true.
The important thing to understand is that the open standards are about interfaces, not implementation.  Vendors are free to implement the function in any way they choose provided the various interface specifications are adhered to.  And so it’s at the level below the specification line that platform differentiation takes place.
That will be the focus of this presentation.  The very short answer to “Why WAS on z/OS” is this: “Because of z/OS.” 
It’s all about the way in which WAS on z/OS is written to exploit the features and functions of System z and z/OS platform.
By the way, that exploitation is not exclusive to just z/OS … the other platforms have their own platform-specific exploitation code.  But those platforms don’t have the same features to exploit that z/OS does.
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This chart illustrates one of the key basic facts about WebSphere Application Server -- it is a cross-platform family.  It runs on several different operating systems on several different hardware platforms.
Assuming that the decision has been made to use WebSphere Application Server as the Java runtime environment, how does one approach the question of where to host it?
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Now we get back to our pie chart showing the six categories of management activity and the two “suites” we spoke of earlier – “Manage” and “Automate.”
To accomplish the kind of automatic and dynamic goal management requires that you have the “Automate” suite licensed to the elements of your zEnterprise system.  It’s a no-charge feature to z/OS but carries a charge for Power blades.
While it is possible to do some level of monitoring with just the “Manage” suite, what we’ll discuss in this unit requires “Automate” … so going forward we assume that is present.
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We start out this unit by asking you to imagine you’re zManager and you’ve been given responsibility for managing workloads across different virtual servers on the zEnterprise system.  What types of information do you imagine you would need?
The chart suggests a few things that would help:
. The ability to gather performance information from the hypervisors so the some knowledge of what virtual servers are operating and what consumption of the real resources are taking place at the level of each virtual server
. Some awareness of what’s taking place within the virtual servers would be helpful.  This would include information about the operating system and what that OS sees as its resource utilization
. You would need some way to understand what constitutes a workload and how to identify work as being associated with one workload or another.
. You would need some way to understand what the relative priorities were between defined workloads on the system.  Everything can’t be “high priority” because then nothing is; and if everything is of equal priority then the value of differential workload management is diminished.  So the ability to discern what those relative workload priorities are would be important.
. If you had the responsibility of trying to manage the system so the defined priorities were met, you would need some way to make adjustments to meet those goals.  Reporting on the attainment of goals is one thing, managing to those goals is the next step.
As you might well imagine, we will now take a tour through the zManager’s “Platform Performance Management” function to show you how those pieces of information are provided to zManager so it can go about managing to the performance goals.
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In any given system of virtual servers there’s a lot of work taking place.  Before zManager can begin to manage work to any defined goals, it must first have some way of understanding how to logically group virtual servers into associated workloads, and how to identify that a given piece of work that starts up or enters the system is part of a defined workload.
This is a fairly large and potentially slippery topic if you don’t have some background in workload management.  So when we get to that section in this unit we’ll cover how “workloads” are defined, how you indicate the relative priorities between activities, and how you help zManager identify work and assign it to your workload and priority definitions.  
We’ll offer a very cursory peak at this point, then go into more detail later:
A “workload” is a collection of virtual servers logically grouped into a definition that zManager will consider running related work.
A “service class” is a definition that provides zManager some understanding of the priority you wish to assign work that runs under that service class.
“Classification rules” tell zManager how to understand which service class to assign work to.  When the work is assigned to the service class, then zManager may begin to understand how to manage it to the defined goal.
z/OS is a considered a “virtual servers” to zManager and as such a z/OS LPAR may be part of a broader workload definition comprised of other z/OS LPARs as well as non-z/OS virtual servers.  Therefore it’s important we have a way to tell WLM in z/OS about the priorities of the work in a workload its participating in.  How this is done will be explained later as well.
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We start out this unit by asking you to imagine you’re zManager and you’ve been given responsibility for managing workloads across different virtual servers on the zEnterprise system.  What types of information do you imagine you would need?
The chart suggests a few things that would help:
The ability to gather performance information from the hypervisors so the some knowledge of what virtual servers are operating and what consumption of the real resources are taking place at the level of each virtual servers
Some awareness of what’s taking place within the virtual servers would be helpful.  This would include information about the operating system and what that OS sees as its resource utilization
You would need some way to understand what constitutes a workload and how to identify work as being associated with one workload or another.
You would need some way to understand what the relative priorities were between defined workloads on the system.  Everything can’t be “high priority” because then nothing is; and if everything is of equal priority then the value of differential workload management is diminished.  So the ability to discern what those relative workload priorities are would be important.
If you had the responsibility of trying to manage the system so the defined priorities were met, you would need some way to make adjustments to meet those goals.  Reporting on the attainment of goals is one thing, managing to those goals is the next step.
As you might well imagine, we will now take a tour through the zManager’s “Platform Performance Management” function to show you how those pieces of information are provided to zManager so it can go about managing to the performance goals.


|
k]
|;||II
£

V BMEG LITA

e

IF WebSphere Java %%

2011 IBMETH B BREPFH LS 9298




EF® BN LK

WebSphereZ 4MjJavatls — z/0S

HESERJavaZs P z/OSHLE

H R B A RS 4

TR E4E - CMPSC
FFTomcat/letty FINFH RS- 3%
Infocenter

pdf SCHEAE Y, [

COBOL - Java 25 A & DB2 E#LFE

iHitz/0S R13 1 JZOS HlJavad I 2 I

2011 IBMETH B BREPFH LS 9298



演示者
演示文稿备注
We start out this unit by asking you to imagine you’re zManager and you’ve been given responsibility for managing workloads across different virtual servers on the zEnterprise system.  What types of information do you imagine you would need?
The chart suggests a few things that would help:
The ability to gather performance information from the hypervisors so the some knowledge of what virtual servers are operating and what consumption of the real resources are taking place at the level of each virtual servers
Some awareness of what’s taking place within the virtual servers would be helpful.  This would include information about the operating system and what that OS sees as its resource utilization
You would need some way to understand what constitutes a workload and how to identify work as being associated with one workload or another.
You would need some way to understand what the relative priorities were between defined workloads on the system.  Everything can’t be “high priority” because then nothing is; and if everything is of equal priority then the value of differential workload management is diminished.  So the ability to discern what those relative workload priorities are would be important.
If you had the responsibility of trying to manage the system so the defined priorities were met, you would need some way to make adjustments to meet those goals.  Reporting on the attainment of goals is one thing, managing to those goals is the next step.
As you might well imagine, we will now take a tour through the zManager’s “Platform Performance Management” function to show you how those pieces of information are provided to zManager so it can go about managing to the performance goals.
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演示者
演示文稿备注
We start out this unit by asking you to imagine you’re zManager and you’ve been given responsibility for managing workloads across different virtual servers on the zEnterprise system.  What types of information do you imagine you would need?
The chart suggests a few things that would help:
The ability to gather performance information from the hypervisors so the some knowledge of what virtual servers are operating and what consumption of the real resources are taking place at the level of each virtual servers
Some awareness of what’s taking place within the virtual servers would be helpful.  This would include information about the operating system and what that OS sees as its resource utilization
You would need some way to understand what constitutes a workload and how to identify work as being associated with one workload or another.
You would need some way to understand what the relative priorities were between defined workloads on the system.  Everything can’t be “high priority” because then nothing is; and if everything is of equal priority then the value of differential workload management is diminished.  So the ability to discern what those relative workload priorities are would be important.
If you had the responsibility of trying to manage the system so the defined priorities were met, you would need some way to make adjustments to meet those goals.  Reporting on the attainment of goals is one thing, managing to those goals is the next step.
As you might well imagine, we will now take a tour through the zManager’s “Platform Performance Management” function to show you how those pieces of information are provided to zManager so it can go about managing to the performance goals.
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演示者
演示文稿备注
Class loading visualization
•	Shows all loaded classes
•	Shows load time
•	Identifies shared classes

Garbage Collection visualization
•	Visualizes heap usage and gc pause times over time
•	Identifies memory leaks
•	Suggests command-line and tuning parameters
•	Same recommendation logic as GCMV

Environment reporting
•	Detects unsupported Java options
•	Detects options which may hurt performance or serviceability
•	Useful for remote diagnosis of configuration-related problems

Method Profiling
•	Always-on profiling offers insight into application activity
•	Identifies the hottest methods in an application
•	Full call stacks to identify where methods are being called from and what methods 	they call
•	No byte code instrumentation, no recompiling

Java Lock analysis
•	Always-on lock monitoring
•	Quickly allows the usage of all locks to be profiled
•	Helps to identify points of contention in the application that are preventing scaling

Health Center New Features 
Can be started in a ‘sleeper’ mode
Data collection can be disabled to reduce overhead
File I/O visualised
Native memory visualised
Method profile timeline
View Large Object Allocations and their request sites
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演示者
演示文稿备注
Graphical Display of Data
Allows graphing of all available data: pause times, heap size etc
Allows zoom, cropping and change of axes value and units
Allows comparison of multiple files

Analysis of Recommendations
Provides tuning recommendations based on data and flags errors.
Analysis can be limited using cropping.
Values and units used in analysis can be changed by changing axes values and units

Garbage Collector and Memory Visualizer (GCMV) new features
Accurate analysis of Java heap size and workload to identify memory leaks 
•New templates to simplify analysis of various problem types
•Support for verbose gc logs from Sun 6 JVM
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演示者
演示文稿备注
Overview:
•	Overview of the heapdump including size and total number of objects.
•	Provides links to continued analysis

Path to GC Roots:
•	Provides the reference chain that prevents an object being garbage collected.

Dominator Tree grouped by Class Loader:
•	Lists the biggest objects using a “keep alive tree”. Grouping by Class
•	Loader limits the analysis to a single application in a JEE environment

MA New Features
•	Stack trace with object references
•	Eclipse Equinox bundle explorer (also works with OSGI bundles for WebSphere)
•	Memory Wastage
–	collections
–	duplicate strings
–	substring/char arrays
–	constant value primitive arrays
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