Univar USA (2) – Consolidation and New Workloads on the Mainframe
Speaker: Kevin Campbell, Chief Application Architect

There were several factors that came into play when we made the decision to re-invest in our Mainframe environment and to consolidate much of our distributed environment to that platform.  
Starting about 10 years ago, we saw that there would be merit from a relational database to support analytics – information warehouse type queries.  At that time the most cost-effective route for us appeared to be the Oracle database system on a Unix platform.   Over the years, as more and more users were added to the audience, more and more requirements were put upon us to gather more data from the transactional system.  So what started out as a manageable process became more and more difficult to support.  
On top of that, four years ago we decided to overhaul our e-commerce systems.  What this meant though was we now had added still more boxes on the floor of our datacenter.  Each of them incrementally doesn’t appear to be an expensive step, but there comes a point where you stand back and you realize that suddenly you’ve got a farm of servers and a web of cables and implicit in all that, is the need to administer all of the infrastructure pieces that have to be there just to make it work.  
Then we turned around and we looked at the scalability and the cost per transaction that we saw from our Mainframe environment.  We looked at what the Mainframe cost us in terms of hardware and software and in terms of support personnel.  And then we looked at the one million plus transactions every day that 2,000 of our employees generated, and we start to do the math and you realize that the per transaction cost is really very modest – and, said to ourselves – how can we make the distributed workload look more like the mainframe workload from a manageability and a cost per transaction basis.  
When you start to cast the net broader and ask yourself:  What would your datacenter look like without all those racks of equipment?  The picture that starts to emerge then is much more compelling from an ROI perspective.  
Taking our Domino infrastructure that currently is deployed on multiple Windows servers, taking our web application servers, our integration brokers and redeploying that on Linux on VM; we get to highly utilize our resources and we get all sorts of manageability benefits that come from the VM environment as well. The flexibility and the cost effectiveness of the zSeries as a host for Linux workload really can’t be overstated.
For Univar, the ROI model that we have used for this consolidation takes into account all of the hard costs that we’re comfortable with predicting; the elimination of hardware leases, the elimination of software maintenance - suggests that we should see a return on our migration investment within three to four years.  What that doesn’t try to quantify are the soft benefits such as simplifying the process we currently have to move data from platform to platform.  It doesn’t attempt to quantify the costs inherent in maintaining all of that.  Also - eliminating racks of equipment - we have drastically reduced the cooling and power supply demands on our datacenter.  All of these are what we regard as soft benefits that are well worth having, but which we didn’t attempt to quantify.  
There are plenty of other people in the same business that we are so we have to be able to differentiate ourselves in the quality of service that we give to our customers and the efficiency with which we operate. The most cost effective, on a per transaction basis platform for us is still in the mainframe environment
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