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Part E16

Using ETO with Shared Queues and VGR

ETO was initially designed to provide dynamic terminal support for a 
single IMS system. WIth IMS Version 6, it is now possible to use ETO with 
multiple IMS systems, working in a parallel sysplex, to provide a single 
IMS transaction processing entity. This presentation considers the issues 
arising when using ETO within an IMS sysplex with Shared Queues and 
VTAM Generic Resources, and offers advice for achieving a successful 
ETO implementation in these environments.
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SQs Structure in CF

Tran1 MsgToTran1 Tran1 MsgToTran1

CQS Interest Table

CQS1

Transaction Tran1
Transaction Tran2
Transaction Tran3

CQS Interest Table

CQS2

Transaction Tran1
Transaction Tran4
Transaction Tran5

TRANSACT CODE=Tran1,MSGTYPE=A
TRANSACT CODE=Tran2,MSGTYPE=A
TRANSACT CODE=Tran3,MSGTYPE=A

IMS1 IMS2

Stage 1 Definitions (Transactions)

TRANSACT CODE=Tran1,MSGTYPE=A
TRANSACT CODE=Tran4,MSGTYPE=A
TRANSACT CODE=Tran5,MSGTYPE=A

Available

MPP (Class=A)

Busy

MPP (Class=A)

Stage 1 Definitions (Transactions)

.... and ......... and .....

IMS Systems register interest in the CF for 

Transactions ...

Interest RegistrationInterest Registration

IMS Technical Conference

CQS Interest Table
CQS1

LtermLterm ETOLterm1ETOLterm1
LtermLterm StaticLterm2StaticLterm2

IMS1

ETOLterm3

ETOUser3
ETO Signed Off (Significant Status)

ETONode1

ETOUser1

ETOLterm1ETOLterm1

ETO Signed On

StaticTerm2

StaticLterm2StaticLterm2

Static Logged On

ETO Node1

StaticTerm2Static Logged Off 
StaticTerm1

StaticLterm1

SQs Structure in CF

ETOLterm1 OutputMsg1

Transaction Tran1
For users of Fastpath 
EMH, FP Registration 

takes place at first 
EMH transaction input 
(or signon/logon with 

output (or input) in 
process)

SS

Interest Registration (cont.)Interest Registration (cont.)

Terminals = LTERMs
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MVS1 VTAM

IMS1

ETONode1

UserA

LtermA

StaticTerm2

LtermB

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

ETONode1 IMS

VGR Structure in CF

LU Name

StaticTerm2 IMS
IMS1
IMS1

StaticTerm2
Logon

ETONode1
LOGON & 
/Sign UserA

LOGONLOGON
and SIGNON

Logon APPLID = IMS

VTAM  in Network Node

Terminal Affinity can be Terminal Affinity can be 
owned by IMS owned by IMS 

GRAFFIN=IMS (default) GRAFFIN=IMS (default) 

or by VTAMor by VTAM

GRAFFIN=VTAMGRAFFIN=VTAM

VTAM Generic ResourcesVTAM Generic Resources

IMS Technical Conference

VGR Structure in CF

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

StaticTerm2 IMS IMS1

MVS1
VTAM

IMS1

UserA

LtermA

StaticTerm2

LtermB

Significant Status
Significant Status

StaticTerm2
Logoff

ETONode1
/Signoff
Logoff

ETONode1 is removed

LOGOFFLOGOFF
and SIGNOFF

* STSN (set & test sequence number) terminals include SLUP, FINANCE, ISC

SS

SS

VTAM Generic Resources (cont.)VTAM Generic Resources (cont.)

With ETO, non-STSN* With ETO, non-STSN* 
Terminal Affinity is Terminal Affinity is 
alwaysalways deleted at  deleted at 

LOGOFFLOGOFF

V

U

L
L
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Synonym LTERMs
Multiple Sign-ons with same Userid

Part BPart B

IMS Technical Conference

Synonym LTERMsSynonym LTERMs

In a single IMS system, each LTERM has a unique name
But in an IMSplex, the same LTERM name can exist and 
be active in multiple systems

For example -
ETO user logs and signs on multiple times with same userid

each logon is to a different IMS system
Applications in multiple systems issue CHNG call to same 
LTERM with AUTOLOGON

One particular potential cause is the use of a Session 
Manager
Synonym LTERMs can be a good thing if used for 
printers, but are otherwise a problem to be avoided 

Synonym LTERMs
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Node2

Lterm2

Node4

Lterm4

CQS Interest Table
Lterm Lterm2
Lterm Lterm4

IMSFE2

CQS2

IMSFE1

CQS1

CQS Interest Table
Lterm Lterm1
Lterm Lterm3

Node1

Lterm1

Node3

Lterm3

SQs

Node1/Lterm1
/SIGN ON 
ABC123

Node4/Lterm4
/SIGN ON 
ABC123

Node2/Lterm2
/SIGN ON 
ABC123

Node3/Lterm3
/SIGN ON 
ABC123

No problems, 
assuming 
sensible use of 
cloned systems

since a node (and 
its LTERM) can 
only be logged on 
to a single system 
at any point in 
time

Multiple SIGN-ONs with Same USERIDMultiple SIGN-ONs with Same USERID

Static Static 
TerminalsTerminals

IMS Technical Conference

SQs

Node1 & Node2 Node1 & Node2 
BothBoth

Register InterestRegister Interest
in LtermAin LtermA

IMS 1

Node1

UserA

LtermALtermA

CQS Interest Table
Lterm LtermALtermA

CQS 1

CQS Interest Table
Lterm LtermALtermA

CQS 2

Node2

UserA

LtermALtermA

IMS 2

Node2
/Sign UserA

Node1
/Sign UserA

Depending on naming Depending on naming 
conventions, it is quite conventions, it is quite 

possible to getpossible to get
Synonym LTERMsSynonym LTERMs

ETOETO  
terminalsterminals

Multiple ETO SIGN-ONs with Same UseridMultiple ETO SIGN-ONs with Same Userid
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Appl Pgm

Reply Message
Node_2_ReplyLtermALtermA

GU for 1st segment
GN for 2nd segment
     ...
ISRT  to IOPCB

SQs Structure in CF

LtermALtermA Node_1_Reply

LtermALtermA Node_2_Reply

IMS 1

Appl Pgm
GU for 1st segment
GN for 2nd segment
     ...
ISRT  to IOPCB

Reply Message
Node_1_ReplyLtermALtermA

Node1 (USERA)

TRANX abc LtermALtermA

IMS 2

Node2 (USERA)

TRANY xyzLtermALtermA

Each system processes a transaction from “LTERM A”
Both replies are queued to 
“LtermA”
Each IMS with registered 
interest will be notified
Each IMS will respond .....

ETO Multiple SIGN-ONs (cont.)ETO Multiple SIGN-ONs (cont.)

IMS Technical Conference

Node2 might Node2 might 
receive bothreceive both

Node1 & Node2Node1 & Node2
messagesmessages

Node2

UserA

LtermA

Node_1_MsgNode_1_Msg

Node_2_MsgNode_2_Msg

IMS 2

CQS Interest Table
Lterm LtermA

CQS 2

Node2
Node_1_Msg
Node_2_Msg

LtermALtermA Node_1_Msg

LtermALtermA Node_2_Msg

Node1

UserA

LtermA

CQS Interest Table
Lterm LtermA

IMS 1

CQS 1

Node1 
 

Assume IMS2 responds first .....

ETO Multiple SIGN-ONs (cont.)ETO Multiple SIGN-ONs (cont.)
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1. Single Frontend IMS

2. Compatibility Mode
 

3. Smart ETO SIGNON Exit

System SolutionsSystem Solutions

Avoiding Problems with Synonym LTERMs Avoiding Problems with Synonym LTERMs 

The end users can take responsibility for not 
signing on multiple times

or else suffer the consequences

Alternatively, there are system solutions

 Solutions Overview Solutions Overview

IMS Technical Conference

SQs

Node1

UserA

UserA

CQS Interest Table
Lterm UserA

IMS Frontend IMS Frontend 
CQS 1CQS 1

IMS Backend 1

CQS 2

Appl Pgm (TranA)

GU
ISRT to IOPCB

CQS Interest Table
Transaction TranA

IMS Backend 2

CQS 3

GU
ISRT to IOPCB

CQS Interest Table

/Sign UserA

Transaction TranA

Appl Pgm (TranA)

U

L

All logons and 
sign-ons are to 
same system

problem 
eliminated

IMSIMS

IMS IMS

Solution 1. Single Frontend IMSSolution 1. Single Frontend IMS
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Solution 2. ETO Compatibility* ModeSolution 2. ETO Compatibility* Mode

IMS Frontend  2

CQS 2

Node3

Node3

Node3

Node4

Node4

Node4

CQS Interest Table
Lterm Node3
Lterm Node4

IMS Frontend  1

Node1

Node1

Node1

Node2

Node2

Node2

CQS 1

CQS Interest Table
Lterm Node1
Lterm Node2

Node1

SQs

Nodenames 
are always 
unique
And so 
LTERM 
names will 
also be 
unique

V

L

U

V

L

U

V

L

U

V

L

U

 Compatibility Mode 
is where LTERMname = 

USERname = NODEname.
This is normally set by 
using the SIGNON Exit.

*

/SIGN
   UserA

/SIGN
   UserA

/SIGN
   UserA

/SIGN
   UserA

Node4Node3Node2

LTERMsLTERMs

IMS Technical Conference

Solution 3. Smart ETO Sign-on ExitSolution 3. Smart ETO Sign-on Exit

Node 1
/Sign UserA

UserA signs-on 
twice

ETO Sign-on Exit 
sets unique 
USER/LTERM 
names

referencing 
system-dependent 
user table
using sysid

Node1

UserFE1A

UserFE1A

Signon/Output Creation Exits

CQS Interest Table
Lterm UserFE1A

IMS1

CQS 1

L

U

UserA UserFE1A
UserB UserFE1B
UserC UserFE1C
UserD UserFE1D
UserE UserFE1E

V

ETO Signon ETO Signon 
ExitExit

User Table 1

Node2

UserFE2A

UserFE2A

Signon/Output Creation Exits

CQS Interest Table
Lterm UserFE2A

IMS2

CQS 2

L

U

V

UserA UserFE2A
UserB UserFE2B
UserC UserFE2C
UserD UserFE2D
UserE UserFE2E

V

/Sign UserA
Node 2

ETO Signon ETO Signon 
ExitExit

User Table 2
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Part CPart C

Significant Status with ETO
Reminder of Basics
“Messages on Queue” at Sign-On
Conversations

IMS Technical Conference

V
G
R

E
T
OXX

SS

Reminder of the BasicsReminder of the Basics

With ETO and SQ
Messages waiting on LTERM Queue at SIGNOFF do not 
represent significant status (User Structure can be 
deleted)

With ETO and VGR (for Non-STSN terminals)
Significant Status is transferred to USER at SIGN OFF

but may be deleted if using GRAFFIN=VTAM
Terminal Affinity always deleted for ETO at LOGOFF

(For static terminals with,  GRAFFIN option 
determines action)

FF Response Mode

Conversational Mode

FP Response Mode

Preset Mode

Test Mode

Exclusive Mode

Significant
Status

SS

Fundamental Fundamental 
ProblemProblem

VGR maintainsVGR maintains
TERMINAL AffinityTERMINAL Affinity
ETO maintainsETO maintains
USER “Affinity”USER “Affinity”

ie. significant status
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Static Terminal Logoff with Messages on SQStatic Terminal Logoff with Messages on SQ

Node1
/SIGN OFF
/RCL

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

Node1 IMS IMS2 

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

Node1 is removed

SQs in
CF

VGR
Structure
in CF

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

Node1 IMS IMS1 

IMS1
Node1

V

LtermA L

IMS1
Node1

V

LtermA L

IMS2
Node1

V

LtermA L

LOGON IMS
/SIGN ON

Assuming No 
Significant Status 

Registered Interest Registered Interest

Node1

User can Logon/Signon at same terminal to any cloned IMS system 
(assuming no VTAM Affinity) and receive waiting messages

LtermA MsgX LtermA MsgXLtermA MsgX

StaticStatic

IMS Technical Conference

Node1/SIGN OFF /RCL

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

Node1 IMS IMS1 

Node1
V

SQs in
CF

VGR
Structure
in CF

IMS1

UserA

UserA

Node1
V

U

L

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

Node1 IMS IMS1 

Registered Interest

Assuming No 
Significant Status 

ETO Sign-Off with Messages on SQETO Sign-Off with Messages on SQ

Any User who Logs on and Signs on to any IMS system and builds 
LTERMname=“UserA”, will receive waiting messages

ETOETO

UserA MsgX

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU nameLU Name

Node1 is removed

UserA MsgXUserA MsgX
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UserA

UserA

Node1
V

U

L

IMSx

UserB

UserBx

Node2
V

U

L

Node3

Node3

Node3
V

U

L

ETO Sign-On with Messages on SQETO Sign-On with Messages on SQ

When LTERM name derived from USERID alone
User can get messages from previous session
But there is danger of getting Synonym Lterms

Users must be responsible for not doing multiple 
sign-ons

When LTERM name derived from USERID and 
System Information

User can only get messages created on “this system” 
But avoids Synonym Lterms

When using ETO Compatibility Mode
User can always get messages from previous session 
but only at same terminal

same as for Static Terminals
No danger of Synonym Lterms

IMS Technical Conference

SQs Structure in CF

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

Node1 IMS IMS1

VGR Structure in CF

LU Name

TranA SPASPA MsgAMVS1
VTAM

IMS1

Node1

UserA

UserA

CCBCCB

Node1
LOGON
/Sign UserA
Enter Conv (TranA)

V

U

L

LOGON
SIGNON
Start Conversation

Logon APPLID = IMS

VTAM  in Network Node

Conversational Mode (1)Conversational Mode (1)

 
INPUT

Message
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SQs Structure in CF

MVS1
VTAM

IMS1

Node1 (non-STSN)

UserA

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

VGR Structure in CF

LU Name

UserA

UserA

Significant 
Status

Node1 is removed if ETO

User Structure User Structure 
retained with retained with 
“Conversational “Conversational 
Status” (at sign-off)Status” (at sign-off)
For ETO, terminal For ETO, terminal 
affinity deleted by affinity deleted by 
IMS (at logoff)IMS (at logoff)

U

L

Assumes 
GRAFFIN=IMS

SPA MsgA

 
REPLY

Message

Conversational Mode (2)Conversational Mode (2)

USER signed off
Session CLSDSTed

Transaction runs

Session breaks 
for example, due to 
ETO timeout

CCBCCB
SS

IMS Technical Conference

The Potential ProblemThe Potential Problem

With VTAM Generic Resources (VGR) 
if the User has significant status 
but there is no Terminal Affinity (due to using 
ETO), then

there is the potential for VTAM to reconnect 
the terminal to a different system from the one 
that has the “significant status”

V
G
R

E
T
OX
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Node1

MVS1
VTAM

IMS1

Node1

LtermA

CCB
Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

Node1Node1 IMSIMS IMS1IMS1

VGR Structure in CF

LU Name

LOGON
/Sign UserA

StaticStatic TerminalTerminal
Terminal Affinity will have 
been retained
Will logon to correct IMS

SQs Structure in CF

UserA SPA MsgA

SS

MVS2
VTAM

IMS2

MVS2
VTAM

IMS2

Node1

LtermA

Logon APPLID = IMS

VTAM  in Network Node

NB. If using SQ but not VGR, an attempt to logon to “wrong IMS” NB. If using SQ but not VGR, an attempt to logon to “wrong IMS” 
will be treated the same as with ETO  (see later)will be treated the same as with ETO  (see later)

Static Terminal Restart in ConversationStatic Terminal Restart in Conversation
Assumes 

GRAFFIN=IMS

IMS Technical Conference

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

Node1 IMS IMS2

VGR Structure in CF

LU Name

Logon APPLID = IMS

VTAM  in Network Node

No No 
terminal terminal 
affinity at affinity at 
LOGONLOGON

MVS1 VTAM

IMS1

Message
Msg
Queue

SS

SPASPA

UserA

UserA

CCBCCB

U

L

MVS2
VTAM

IMS2

Msg
Queue

Node1

UserA

UserA

U

L

ETO Terminal Restart in Conversation ETO Terminal Restart in Conversation 

using VGR but using VGR but with DASDwith DASD Queues Queues Assumes 
GRAFFIN=IMS

Node1
LOGONLOGON
/Sign UserA
No conversations!No conversations!

??????
VGR can VGR can 
choose choose 
“wrong” “wrong” 
IMS systemIMS system

Original 
IMS 
System
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Logon APPLID = IMS

VTAM  in Network Node

VGR Structure in CF

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

Node1 IMS IMS2

LU Name

MVS2VTAM

IMS2

IMS finds IMS finds 
conversational conversational 
reply, but no CCBreply, but no CCB

Drives Abnormal Drives Abnormal 
Conversation Conversation 
User Exit User Exit 

Node1 V

ETO Terminal Restart in Conversation ETO Terminal Restart in Conversation 

Using Shared Queues Using Shared Queues (with/without VGR)(with/without VGR)
Assumes 

GRAFFIN=IMS
Node1

LOGON
/Sign UserA/Sign UserA

No ConversationNo Conversation

HELP!

User/VGR User/VGR 
chooses chooses 
“wrong” “wrong” 
IMS IMS 
systemsystem

No terminal affinity No terminal affinity 
at LOGONat LOGON

SQs Structure in CF

UserA SPASPA MsgA

MVS1
VTAM

IMS1

UserA

UserA

CCBCCB
SS

Original IMS System

Next Logon/Signon to  “right” Next Logon/Signon to  “right” 
IMS system needs /EXIT !IMS system needs /EXIT !

IMS Technical Conference

Use ETO SignOff ExitUse ETO SignOff Exit
Exit receives significant status vector
can reset status by changing vector

eg. cancel conversational status

MVS1
VTAM

IMS1

Signoff Exit
Remove Conv State

Delete UserA

SIGNOFF
and

LOGOFF

Node1

ETO Terminal Restart in ConversationETO Terminal Restart in Conversation

the Solution = Delete Significant Status!the Solution = Delete Significant Status!    

Technique 1Technique 1

UserA1

UserA1

Node1 CCB

Log Off processing

Delete VTCB
2b2b

1a1a

1b1b

1c1c

1d1d

SQs Structure in CF

Generic Resource name Member LU name

IMS

ISTGENERIC

IMS1
IMS2
IMS3

Generic Resource name Member LU name

VGR Structure in CF

LU Name

Node1 is removed

No messages on Q

1e1e

1f1f

2a2a

2c2c

2d2d

RESULT
Old 
conversations  
never exist at 
sign-on

Some users 
have  this as a 
requirement

IMS IMS 
performs performs 

equivalent equivalent 
of /EXITof /EXIT
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GRAFFIN=VTAMGRAFFIN=VTAM èèèè VTAM manages the generic resource affinitiesVTAM manages the generic resource affinities
  (except for ISC sessions)                                                           

VTAM deletesVTAM deletes affinity at terminal logoff  affinity at terminal logoff (not ISC, but including SLUP/FINANCE)(not ISC, but including SLUP/FINANCE)

For terminals which logged on using Generic IMS Name, For terminals which logged on using Generic IMS Name, 
IMS deletesIMS deletes all significant status  all significant status (before signoff/logoff exits, if appropriate) 
For SLUP/FINANCE terminals, sequence numbers are reset to zeroFor SLUP/FINANCE terminals, sequence numbers are reset to zero

Performed at any Signoff/Logoff (exceptionally, done before logon/signon to a failed Performed at any Signoff/Logoff (exceptionally, done before logon/signon to a failed 
and restarted IMS - eg. following a CPU power failure)and restarted IMS - eg. following a CPU power failure)                                                                        

GRAFFIN=IMS  èè IMS manages the VGR affinities (the default) 

GRAFFIN=VTAM enables a non-ISC terminal using VGR to  GRAFFIN=VTAM enables a non-ISC terminal using VGR to  
immediately logon after a session or IMS failureimmediately logon after a session or IMS failure

“Generic Resource Affinity” option in DFSDCxxx

GRAFFIN=GRAFFIN=IMSIMS||VTAMVTAM                                
Introduced by 

PQ18590

Technique 2Technique 2

USE

NB. GRAFFIN option is system-wide for all non-ISC terminals using VGR

ETO Terminal Restart in ConversationETO Terminal Restart in Conversation

the Solution = Delete Significant Status!the Solution = Delete Significant Status!  

IMS Technical Conference

 Part D Part D

AUTOLOGON        

Autologon applies to any terminal type
but most often used for printers

This section considers printer autologon
in a FE/BE implementation
in a single IMS system (reminder)
in an multiple IMS environment

potential problem of excessive printer logons
solutions
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Autologon in FE/BE ImplementationAutologon in FE/BE Implementation

IMS  BE

PrtPMsg

Appl Pgm 1Appl Pgm 1

CHNG LtermPCHNG LtermP
ISRT  to LtermPISRT  to LtermP

Node1

UserA

UserA

Node3

UserC

UserC

Node2

UserB

UserB

IMS  FE

SQs Structure 
in CF

CQS Interest 
Table

CQS  FE

Lterm UserA
Lterm UserB
Lterm UserC CQS  BE

CQS Interest 
TableLterm LtermP

IMS FE is intended to own all Nodes
but autologon Nodes will be on IMS BEbut autologon Nodes will be on IMS BE

NodeP1NodeP1

LtermPLtermP

LtermPLtermP

UU

LL

NodeP1

IMS Technical Conference

NodeP1

IMS1

Appl Pgm 1

CHNG LtermA

ISRT  to LtermA

ETO Output 
Creation Exit

Set autologon node =
NodeP1

Set username =  
LTERMx

Appl Pgm2

CHNG LtermB

ISRT  to LtermB

NodeP1

LtermA

LtermA

PrtAMsgs

U

L

LtermB

PrtBMsgs

U

LtermB L

Lterms A and B are 
both associated with 
NodeP1

When Queue for 
LtermB is empty, IMS 
will 

signoff LtermB and 
signon LtermA

waiting to be signed on currently signed on

One Possible Implementation

Autologon with a Single IMS (Autologon with a Single IMS (ReminderReminder))
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NodeP1

NodeP1 is NodeP1 is 
switchedswitched
betweenbetween

IMS1, IMS2IMS1, IMS2

SQs Structure in CF

LtermA PrtAMsg

IMS1

NodeP1

LtermA

LtermA

PrtAMsg

Appl Pgm 1

CHNG LtermA
ISRT  to LtermA

CQS Interest Table
Lterm LtermA

CQS1

Set autologon 
node = NodeP1

Output Creation Exit

U

L

IMS2

LtermB
Autolog Node = NodeP1

LtermB

NodeP1 User Waiting Queue 

Appl Pgm 1

CHNG LtermB
ISRT  to LtermB

CQS Interest Table

CQS2

Set autologon 
node = NodeP1

Output Creation Exit

LtermB

LtermB

U

L

Autologon With SQs and Duplex IMSAutologon With SQs and Duplex IMS

LtermB PrtBMsg

IMS Technical Conference

NodeP1NodeP1

NodeP1 is NodeP1 is 
constantlyconstantly
switchedswitched
betweenbetween

IMS1, IMS2, IMS3IMS1, IMS2, IMS3

IMS1IMS1

NodeP1NodeP1

LtermALtermA

LtermALtermA

PrtAMsgPrtAMsg

IMS2IMS2

LtermBLtermB

LtermBLtermB

LtermBLtermB
Autolog Node = NodeP1Autolog Node = NodeP1

LtermBLtermB

NodeP1 User Waiting Queue NodeP1 User Waiting Queue 

IMS3IMS3

LtermCLtermC

LtermCLtermC

LtermCLtermC
Autolog Node = NodeP1Autolog Node = NodeP1

LtermCLtermC

NodeP1 User Waiting Queue NodeP1 User Waiting Queue 

SQs Structure in CFSQs Structure in CF

LtermBLtermB PrtBMsgPrtBMsg

LtermCLtermC PrtCMsgPrtCMsg

CQS Interest TableCQS Interest Table
LtermLterm LtermALtermA

CQS1CQS1

From IMS1From IMS1

ResultResult
Cost of continual  Cost of continual  
Logoff/Logon Logoff/Logon maymay  
be excessivebe excessive

UU

LL

UU

LL

Potential Problem with Multiple IMSsPotential Problem with Multiple IMSs

UU

LL

LtermA PrtAMsg
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NodeP1

All All 
messages messages 
delivered delivered 
by IMS1by IMS1

LtermA

LtermA

LtermA
Autolog Node = NodeP1

LtermA

NodeP1 User Waiting Queue 

LtermA

LtermA

LtermA
Autolog Node = NodeP1

LtermA

NodeP1 User Waiting Queue 

CQS Interest Table
Lterm LtermA

CQS1

IMS1

NodeP1

LtermA

LtermA

PrtAMsg

PrtAMsg

PrtAMsg

From IMS1

From IMS2

From IMS3

Use same Lterm on 
all IMSs

Beneficial use of Beneficial use of 
Synonym LtermsSynonym Lterms

Prevent switching by 
using NORELRQNORELRQ

IMS3

IMS2

SQs Structure in CF

LtermA Msgs

U

L

U

L

Solution (1)Solution (1)
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Alternatively, use same same 
set of Ltermsset of Lterms on every 
system 

IMS1

Appl Pgm 1

CHNG LtermA
ISRT  to LtermA

IMS2

LtermB
Autolog Node = NodeP1

LtermB

NodeP1 User Waiting Queue 

Appl Pgm 1

CHNG LtermB
ISRT  to LtermB

CQS2 Interest Table

NodeP1

PrtAMsg PrtBMsg

CQS1 Interest Table
Lterm LtermA
Lterm LtermB

From IMS1 From IMS2

SQs Structure in CF

All All 
messages messages 

delivered on delivered on 
IMS1IMS1

Set autologon 
node = NodeP1
Create user 
structure with 
LtermA & LtermB

Output Creation Exit
Set autologon 
node = NodeP1
Create user 
structure with 
LtermA & LtermB

Output Creation Exit

Print1

LtermA LtermB

U

L L

Print1

LtermA LtermB

U

L L

NodeP1

Still requires use of 
NORELRQ

Solution (2)Solution (2)

LtermA Msgs

LtermB Msgs
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This allows two printerstwo printers to be used as a single resourcesingle resource. 
Messages from both IMSs will be intermixed on both printers. 

It requires a Smart Output Creation exit. 

NodeP1

Messages Messages 
for samefor same

Lterm areLterm are
printed on two printed on two 

different printersdifferent printers

IMS1Appl Pgm 1

CHNG LtermPA
ISRT  to LtermPA

IMS2Appl Pgm 2

CHNG LtermPA
ISRT  to LtermPA

NodeP2

NodeP2

LtermPA

PrtAMsg

LtermPA

From IMS1

NodeP1

LtermPA

PrtBMsg

LtermPA

From IMS2

CQS1 Interest Table
Lterm LtermPA

CQS2 Interest Table
Lterm LtermPA

SQs Structure 
in CF

Set autologon 
node = NodeP1
Create user 
structure with 
LtermPA 

Output 
Creation 

Exit

Set autologon 
node = NodeP2
Create user 
structure with 
LtermPA 

Output 
Creation 

Exit

U

L

U

L

Solution (3)Solution (3)
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Requires Requires 
operational operational 

technique for technique for 
(auto)logging-on (auto)logging-on 

printers printers 

One IMS (possibly a separate IMS) manages all Printers

IMS1Appl Pgm 1

CHNG LtermPA
ISRT  to LtermPA

CQS1 Interest Table

Create user 
structure with 
LtermPA 

Output 
Creation 

Exit

LtermPA

PrtAMsg

LtermPA

U

L

SQs Structure in CF

LtermPA PrtAMsg

NodeP1

CQS2 Interest Table
Lterm LtermPA
Lterm LtermPB
Lterm LtermPC

IMS2 Printing Subsystem
NodeP1

LtermPA

LtermPA

U

L

NodeP3

LtermPC

PrtAMsg

LtermPC

U

L

NodeP2

LtermPB L

NodeP3 NodeP2

Solution (4)Solution (4)
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Synonym LTERMs active in a sysplex may be good or bad
For printers, it may be a good solution
For end-users, it is almost certainly a problem, especially 
when using Session managers

Get end-users to cooperate
or use a single front end
or use Compatibility Mode
or ensure unique names with a smart Signon Exit

ETO Logoff with Significant Status has strange effects
Delete Status in ETO Signoff exit 
or use GRAFFIN=VTAM

Also resets SLUP/FINANCE
ETO Printers 

Remember autologon occurs on Transaction Processing 
system
Beware of  printer switching (logoff/logon) between multiple 
IMS systems

Summary Summary 
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