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Trademarks

The following are trademarks of the IBM Corporation in the United States and/or other countries.

APPN* HiperSockets 0S/390* VM/ESA*
clcs* HyperSwap Parallel Sysplex* VSE/ESA
bB2* IBM* PR/SM VTAM*

DB2 Connect IBM eServer Processor Resource/Systems Manager WebSphere*
DirMaint IBM e(logo)server* RACF* z/Architecture
e-business logo* IBM logo* Resource Link z/0S*
ECKD IMS RMF z/NM*
Enterprise Storage Server* Language Environment* S/390* 2/VSE
ESCON* MQSeries* Sysplex Timer* zSeries*
FICON* Multiprise* System z z9

GDPS* NetView* System z9

Geographically Dispersed Parallel Sysplex On demand business logo TotalStorage*

* Registered trademarks of IBM Corporation Virtualization Engine

The following are trademarks or registered trademarks of other companies.
Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries
Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
UNIX is a registered trademark of The Open Group in the United States and other countries.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
Red Hat, the Red Hat "Shadow Man" logo, and all Red Hat-based trademarks and logos are trademarks or registered trademarks of Red Hat, Inc., in the United States and other countries.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.
* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will experience will vary
depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the workload processed. Therefore, no assurance can be given that
an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual
environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice.
Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance, compatibility, or any
other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.

ENABLING BUSINESS.
‘ A THROUGH Z.
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Notice & Disclaimers

Copyright © 2006 by International Business Machines Corporation.
No part of this document may be reproduced or transmitted in any form without written permission from IBM Corporation.

Product information and data has been reviewed for accuracy as of the date of initial publication. Product information and
data is subject to change without notice. This document could include technical inaccuracies or typographical errors. |IBM
may make improvements and/or changes in the product(s) and/or programs(s) described herein at any time without notice.

References in this document to IBM products, programs, or services does not imply that IBM intends to make such
products, programs or services available in all countries in which IBM operates or does business. Consult your local IBM
representative or IBM Business Partner for information about the product and services available in your area.

Any reference to an IBM Program Product in this document is not intended to state or imply that only that program product
may be used. Any functionally equivalent program, that does not infringe IBM's intellectually property rights, may be used
instead. It is the user's responsibility to evaluate and verify the operation of any non-IBM product, program or service.

THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER
EXPRESS OR IMPLIED. IBM EXPRESSLY DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A
PARTICULAR PURPOSE OR INFRINGEMENT. IBM shall have no responsibility to update this information. IBM products
are warranted according to the terms and conditions of the agreements (e.g., IBM Customer Agreement, Statement of
Limited Warranty, International Program License Agreement, etc.) under which they are provided. IBM is not responsible for
the performance or interoperability of any non-IBM products discussed herein.
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Notice & Disclaimers

The performance data contained herein was obtained in a controlled, isolated environment. Actual results that may be
obtained in other operating environments may vary significantly. While IBM has reviewed each item for accuracy in a
specific situation, there is no guarantee that the same or similar results will be obtained elsewhere.

The responsibility for use of this information or the implementation of any of these techniques is a customer responsibility
and depends on the customer's or user's ability to evaluate and integrate them into their operating environment. Customers
or users attempting to adapt these techniques to their own environments do so at their own risk. IN NO EVENT SHALL
IBM BE LIABLE FOR ANY DAMAGE ARISING FROM THE USE OF THIS INFORMATION, INCLUDING BUT NOT
LIMITED TO, LOSS OF DATA, BUSINESS INTERRUPTION, LOSS OF PROFIT OR LOSS OF OPPORTUNITY.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. IBM has not necessarily tested those products in connection with this
publication and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products.
Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

The provision of the information contained herein is not intended to, and does not, grant any right or license under any IBM
patents or copyrights. Inquiries regarding patent or copyright licenses should be made, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

Any statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent
goals and objectives only.
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Agenda

z/OS strategy / values
z/OS 1.6 & 1.7 quick revisit e —
z/OS 1.8

Scalability and Performance
Availability

Optimization and Management
Security

Enterprise-wide roles
Networking

New applications and standards
Usability and Skills

Bit bucket

> Including sysplex and other updates not related to a specific z/OS release
> Including IBM statements of direction
> An early z/OS 1.9 preview

Note: The presentation handout does not include all charts presented, nor do
it 100% represent the slides presented

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation
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A Different Era for Business
People, organizations and economies are
connected and highly interdependent

National security /
personal privacy

New Regulatory Environment

Pressure for revenue and profit growth

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation
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If you were starting from Scratch . . .
What to require in an on-demand, 24x7, always-on world?

Nearly unlimited scalability
Economies of scale
Highly automated

Comprehensive security

LSU October 2006 Zewrib Thorsen | 11/5/2007
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It's Time to Re-THINK the
Role of the Mainframe

i |

Leadership in a new era of business
and technology

Workload Management
Business Resilience
Security

Data Hub & SOA

The Mainframe Charter
Investing in the future

New markets
Russia, India, China

New uses
Enabled by new SW

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation
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4 Enterprise-wide Roles of the Mainframe ;
extending qualities of service to your enterprise | e - s

Enterprise business resilience manager
Enterprise security manager
Enterprise workload manager

Enterprise hub for data & SOA

J/UO O]_[_’)(\Q ]
01211010001,
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LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation



LSU Danmark 2006

Data Management Value

Heightening CFOs belief that
information is easy to use, tailored,
cost effective or integrated

CEOQO swift business
decisions

Handling multiple
repositories

Managing disparate
financial and ERP
systems

Managing information

that is unstructured Copy management

Minimizing IT budgets
Spent on Storage HW,
SW, People

Reducing time searching
for relevant information

Responding to rapid disk

Minimizing IT budgets spent
Storage Growth

on integration

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Gartner DBMS survey March 2006

A surprising result was nearly 30 percent of respondents who intend to transition
some of their DBMS workload onto z/OS....

DBMS is one area in which organizations can leverage the power and throughput
of the mainframe through the consolidation of systems....

This is further illustrated by the low number of respondents (7 percent) who
indicated that they intend to migrate some of their workload off of the z/OS
platform.

Finally, a percentage of those moving to Linux are moving to a zLinux LPAR on the
z9 Series for the same reasons of resource reduction. Many of these shops are
moving Oracle from Unix to zLinux, often consolidating hundreds of Unix servers to
a single mainframe."

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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What’s driving the growth?

Integration of Java-based workloads
through zAAPs

Linux

Database / application integration

SOA

14 LSU October 2006 Hewrik Thoroen |

11/5/2007
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System z9 mainframes & z/OS combine for
Industry Leading Performance, Scalability,
Security, Availability and Virtual Partitioning
capabilities with a focus on TCO improvements

DB2 Universal Database™ (UDB) for z/0S
provides the premier high performance DBMS
for high volume transaction workloads based
on relational technology.

Security for z/OS and DB2 is designed to provide
protection and advanced encryption
capabilities with focus on recognized industry
certifications

DB2 Content Manager for z/OS provides a
foundation for managing, accessing, and
integrating critical business information on
demand.

WebSphere® Information Integration Platform for
z/0S can help you readily access your pertinent
information to support strategic business
initiatives

DB2 Business Intelligence Solutions for z/0S
provides cost-effective, rapid access to your
core business data for warehousing and
analytics

IMS™ & DB2 for z/0S Tools & Utilities provide
integrated and intelligent management &
monitoring of your IMS & DB2 applications and
performance

IMS Version 9 extends and enhances your
Industry-Leading IMS environment with
increased connection & integration capabilities

System z Data Serving Roadma

DB2 V8 Exploitation of a new specialty processor

(zlIP — System 29 Integrated Information Processor)

- types of eligible DB2 for z/OS V8 work,
portions of which can be sent to the zIIP include:

- Network Connected Application processing
using DRDA over a TCP/IP connection

- Data Warehouse Query processing that utilize star

scheme parallel queries
- Select index maintenance in the DB2 Utilities
(LOAD, REORG, REBUILD)

DB2 for z/0OS Enhancements

- Unmatched infrastructure for supporting customer

needs for regulatory compliance and auditing
- Continue to improve people resources efficiency
- Integrated XML
- DB2 Spatial Data Support
- OmniFind Search in DB2

Security for z/OS and DB2 Enhancements
-Common Criteria EAL Certifications
-Support of encryption capability (tape subsystem)
with z/OS centralized key mgmt

z/OS Scalability & Resource Management Enhancements

-Enhancements in Device Addressability
-WLM Dynamic DB2 Bufferpool Management
-z/0S Global Mirror (XRC) and Global Mirror
(asynchronous PPRC) consistency groups
WebSphere Information Integration Platform
-zSeries legacy data replication
DB2 and IMS Tools Focus Areas

-New and enhanced tools in recovery and performance

-Additional Support for SAP environments,
Content Management & Business Integration
IMS Enterprise Support on z/0S
-XQuery Support
-Integrated Connect XML Adapter support

*All statements regarding IBM’s future direction and intent are subject to
change or withdrawal without notice, and represent goals and objectives only

Further exploitation of zIlIP

Additional DB2 for z/OS Enhancements
- Improve usability and reduce complexity
- Java Language Integrated Query
- DB2 Table Scan acceleration via
DS8000 processing
Ongoing Security Enhancements
- Common Criteria EAL4 Certification for DB2
- Support of encryption capability (disk
subsystem) with z/OS centralized key mgmt
System z9 server and z/OS Futures
- Continued FICON® Enhancements
- Continued focus on Storage capability &
capacity
- Heterogeneous File Sharing Support
- NFS V4 Client
- Continuous data protect
- Dynamic storage provisioning
DB2 CM for z/0OS Advancements
- XML API and Web Services

WebSphere Information Integration Platform
- Expanded integration and process
automation across and between platform
components

DB2 and IMS Tools Focus Areas
- New function in change management

- Increased function to help meet compliance
requirements

- Continued advancements in key functional
areas

Additional IMS Futures

- Enhancing IMS XML and Web Services
Connectivity

- Integrating Operations across
Subsystems/Platforms

- Simplifying Installation and Management

11/5/2007 © 2006 IBM Corporation
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Mainframe Innovation:
Specialty Engines

IBM System z9

Integrated Information
Processor (IBM zIIP)

= Designed to help

System 29 _
improve resource

Application Assist

Processor (zAAP) optimization for
2004 eligible data
workloads within
= Incorporation the enterprise
Int ted of Java-based
ntegratec workloads
mmﬂww}}ﬂﬂ% Facility for Linux into existing
(IFL) 2001 mainframe
= Support for new solutions

workloads and
open standards

M

Internal Coupling
Facility (ICF) 1997

A
|

= Centralized data sharing
across mainframes

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Mainframe Community Ecosystem

Customer Councils

IBM Academic Initiative
20,000 new skills by 2010
250 colleges and universities

300 professors

Partners Mainframe Student Content Winners

Mohonk Mountain House, New Paltz
1,500 mainframe partners

ZzNextGen

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation
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WW Servers >$250K Source: IDC Worldwide

Quarterly Server Tracker;

Factory revenue 4 Quarter rolling average May, 2006

50%
~——Systemz
45% A = Other IBM
HP

o/ | ~==8un
40% ~==Others
35%
30% A
25%
20%
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z/OS 1.6 (3Q 2004) news
SMF,GRS, DFSMS,RRS.....
SMF

Buffer constraint relief
GRS
Potential outgage reductions
WLM
64-bit VS support for WAS
Sysplex Distributor support for WL balancing TCP/IP servers

DB2 stored procedures can prioritize dependent requests
DFSMS improved placement of critical DSs on ESS/PAV

RRS
Restart anywhere, anytime...

LSU October 2006 Zewrit Ttiornsen I 11/5/2007 © 2006 IBM Corporation



LSU Danmark 2006

z/0S 1.6 (3Q 2004) news

USS enhancements at a glance

Automove system list enhancements — wild card support
Increase to 128K per process file descriptor limit

Automount enhancements

HFS to zFS automount

ISHELL enhancements

LFS support of sysplex zFS — PFS termination in Shared HFS
Distributed BRLM enhancements

Fork() accounting for FTP client with SSL

Superkill command

LSU October 2006 Zewrit Ttiornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS 1.6 (3Q 2004) news
DFSMS news...
DFSMSdfp
v"SMS volume selection based upon Parallel Access Volume
v PDSE restartable address space
v"MLS SECLABEL in ACS routines

DFSMSdss
v DFSMSdss Replace Unconditional

DFSMShsm
v DFSMShsm Secondary Space Management Multitasking Enhancements

DFSMSrmm
v DESMSrmm as server for multiple systems
v DFSMSrmm ISPF usability

LSU October 2006 Zewrit Ttiornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS 1.6 (3Q 2004) news

Security Server enhancements

e

64-bit enhancements

Enhancements to CDT and Router Table
updates

v Update the CDT dynamic.
v"Router Table should only be updated for exceptions

Class Name restriction relaxed
SETROPTS LIST enhancements

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS 1.6 (3Q 2004) news
z890/z990 GA3

zAAP

zAAPs are designed for Java code execution

z/OS JVMs assists with the execution of code from standard
processors to zAAPs. JVM executes Java code on zAAPs

Calls (JNIs) to DB subsystems (e.g., DB2) switch back to standard
processors

DB returns (JNIs) to Java switch back to zAAPs
z/OS support for up to 24 CPs per LPAR
Dynamic add of LPAR

LSU October 2006 Zewrib Thorsen | 11/5/2007
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z/OS 1.6 (3Q 2004) news

Sysplex news
SETXCF reallocate

Putting your CF structures where there belong — once and for all!

New SETXCF START,REALLOCATE command:
v" Clears all CFRM "policy change pending" conditions

v"Moves all simplex structures into their "most preferred" CF location

v"Moves all duplexed structure instances into their two "most preferred" CF
locations, in the correct order (automatically corrects "reversal" of primary and
secondary structure locations)

v" Serial, one-structure-at-a-time processing to minimize any disruption caused
by reallocation actions

v Issues a message describing the evaluation process for each allocated
structure. Issues a summary message upon completion of all structures,
summarizing actions taken

v Can be used to simplify CF structure movement during disruptive CF
maintenance/upgrade scenarios

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS 1.6 (3Q 2004) news
RMF enhancements - IFA and ESS

RMF support for IFA processors
v z/OS 1.6 support zZAAP(IFA) processors

v RMF (PP and MIII) reports enhanced to show IFA
processor utilization.

RMF support ESS Link performance statistics
v"New ESS Activity report.

LSU October 2006 #ewrile Fhorsen | 11/5/2007
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2/0S 1.7 (3Q 2005) news

Console Restructure Stage 1B

The continuation of work started in Console Restructure Stage 1
(delivered in z/OS V1R4.2).

EMCS Console removal support

No way to remove unused EMCS consoles which might lead to long IPL
time, and console data refresh time in a sysplex

Information of all EMCS Consoles sent across systems

New Program IEARECLE now available. Can be executed to disgard
EMCS consoles

1-byte Console ID Elimination
z/OS 1.4.2 Track all 1-byte Console ID usage

z/OS 1.7 Remove externals (macros, commands) that support 1-byte
Console IDs and migration IDs

This was the last release to support 1-byte Console IDs

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS 1.7 (3Q 2005) news
JES2

NJE over TCPIP

Will support established TCP/NJE protocol
Overall better RAS characteristics

Stronger authentication will also be available

Uses SAF/RACF APPCLU class
New NETSERV Adresspace

Major change to JES2 exits

Availibility enhancements & Migration considerations

JES2 checkpoint data corruption recovery

Designed to detect and correct certain additional kinds of checkpoint
control block corruption when JES2 is restarted

Spool volume ENQ

A sysplex level ENQ is obtained when starting a spool volume to
ensure only one MAS allocates this spool volume in the sysplex.

Can warm start z2 mode checkpoints only
R4 mode is no longer supported.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation



LSU Danmark 2006

z/OS 1.7 Health Checker

Health Checker for z/OS integrated into 1.7
Back bone shipped in its own FMID HZS7720
Current and future checks shipped with individual components.
Additional checks can be shipped in the service stream
You can develop your own checks
Checks may be provided by vendors/3™ parties

SDSF support
Support to modify checks and view output

IBM health Checker for z/OS can coexist with the web deliverable proto-
type that has been available for a few years

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation
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z/OS 1.7 Unix System Services

Dynamic Service activation

Not intended to be used to as a complete replacement for regular
preventative maintenance application

Only those PTFs with ++HOLD REASON(DYNACT) data will be capable
of dynamic activation

New SERV _LPALIB and SERV_LINKLIB Parmlib Parameters

New CMD: F OMVS, ACTIVATE / DEACTIVATE=SERVICE
Latch contention analysis

Additional display capabilities are needed to better identify the reason for
which the mount latch is being held and similar information is needed for
outstanding cross system messages.

Mounting from the console
SET OMVS=xx console command

zFS preferred filesystem, HFS will be discouraged
Migration tool available to assist in migration from HFS to zFS

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS 1.7 Security Server / RMF

Security Server.

Mixed Case Password support
Switch to turn on Mixed case password

RMF

zFS Support

Monitor Ill zFS reports provides data on
zFS response time / wait times
zFS cache activity
zFS activity / capacity by aggregate
zFS activity / capacity by filesystem

Disk space monitoring

New Monitor Il report provides data on
Storage space (storage group based)
Disk space (volume based)

LSU October 2006 Zewrib Thorsen | 11/5/2007
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z/OS Release Distribution 2Q 2006

Over 93% on supported releases
z/OSR6+
4.4%

z/OSR5 <=2/OSR3

<=2/OSR3

8.1%
z/OSR6+

40.3%

2/0SR4 |
45.3%

2/OSR4
71.2% 7.1%

YE 2004 YE 2005

% of z9 EC and z9xx
WW System Inventory

z/OSR6+
59.1%

LSU October 2006 ewrct Ttornsen ! 11/5/2007 © 2006 IBM Corporation
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z/OS Release Roadmap

/‘s[
anf?u re/e
a1 /o aize fte,1.7
1.6 = ZIIP for 1.6/1.7 6/06
» Enhanced Crypto Support for 1.7 5/06
= Encryption Facility for z/OS 12/05
9/04 = z/0S OMEGAMON Mgt Console  12/05

Architectural Level Set

* All statements regarding IBM'’s future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
LSU October 2006 Zewrit Thorcen I 11/5/2007 © 2006 IBM Corporation
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z/OS Support Summary Dates

BN x
_ X X x°© X x°© - 15
] x X x© X x© 1.6
1.4 [ X x! X x X! X 1.7
m X X X X X X X 1.8
m X X X X X X 9/07 1.8
- X X X X X X 9/08* 1.9% 9/05*
1.8* X X X X X X 9/09* 1.10* 9/06*
m X X X X X X 910*  1.11*  9/07*

* z/0OS 1.5, z/OS 1.6 and z/OS 1.7 coexistence with z/OS 1.8

» z/OS 1.7 is planned to coexist with z/OS 1.9
- Compatibility support only
x1 —z990 compatibility or exploitation feature required
There is no IBM Bimodal Accommodation Offering available for z/OS 1.5 or higher releases.

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation
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z/OS.e Support Summary Dates

1.3 X X
s xx

Bimodal Accommodation offering is not available for z/OS.e

X¢ - Compatibility support — does not exploit z890 features: 30 LPARs, 2 LCSS

Xe - Requires exploitation support feature

c 1.6

1.7

1.8

1.8

1.9

1.10*

1.11*

Plannec

Ship Da

9/06*

9/07*

* All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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z/OS Release Coexistence and Migration/Fallback

Release General Service Support of Releases Coexistence and Migration/Fallback
Availability (GA) Release Identified in supported with Release Identified in Column 1
of Release Column 1 is Available
Ide ntified in Through
Column 1

R10 Sept 2000 Sept 2004 R10,R9,R8,R7,R6 (1)

z/0OS R1 March 2001 March 2004 {z/OS R1/R10}, R9, R8, R7, R6 (1,2)

z/OS R2 October 2001 Oct 2004 z/0OS R2, {z/OS R1/R10}, R9, R8 (2)

z/OS R3 March 2002 March 2005 z/OS R3, z/OS R2, {z/OS R1/R10}, R9 (2)

z/0S R4 Sept 2002 March 2007 z/0OS R4, z/0S R3, z/0S R2, {z/OS R1/R10} (2)

z/0S R5 March 2004 March 2007(4) z/OS R5, z/0OS R4, z/0S R3, z/0OS R2

z/OS R6 Sept 2004 Sept 2007 (4) z/OS R6, z/OS R5, z/0OS R4, z/OS R3 (5)

z/OS R7 Sept 2005 (3) Sept 2008 (4) z/0OS R7, z/0S R6, z/0S R5,z/0S R4

z/OS R8 Sept 2006 (3) Sept 2009 (4) z/OS R8, z/0OS R7, z/OS R6, z/OS R5 (6)

z/0OS R9 Sept 2007 (3) Sept 2010 (4) z/0OS R9, z/0OS R8, z/0OS R7

Legend:

W here no product name is indicated in the table, OS/390 should be assum ed

z/OS R7 -z/0S R9 used for illustrative purposes, release numbering not a guarantee of actual release number
(1) OS/390 R6 -> OS/390 R10 provided as an exception

(2) OS/390 R10 & z/OS R1 treated as one coexistence level

(3) Represents projected GA date

(4) Represents projected end of service support date (GA+3 years)

(5) z/0OS R2 excluded since service for z/0OS R2 ends within 1 mo. of z/OS R6 GA

(6) z/OS R4 is not planned to be coexistence, migration, or fallback supported with z/OS R8
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z/OS migrating to 1.8

For z/OS V1RS8, the z/0OS Migration book (GA22-7499) is
expanded to cover three migration scenarios:

z/0OS V1R7 to z/OS V1R8
z/0OS V1R6 to z/OS V1R8

z/OS V1R5 to z/0S V1R8 (which is the entire book)

<«—— Coexistence Releases —

z/0S
V1R3

z/0S
V1R4

z/0S
V1R5

z/0S
V1R6

z/0S
V1R7

z/0S
V1R8

LSU October 2006 Zewrib Thorsen |
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z/OS migrating to 1.8...

z/OS 1.8 Migration Book available now on z/OS 1.8 bookshelf:
http://publibz.boulder.ibm.com/cgi-bin/bookmagr OS390/Shelves/EZ2Z010H

Remember--z/OS 1.8 requires an IBM System z server:

IBM System z9 EC (z9 EC)

IBM eServer zSeries 990 (z990)
zSeries 900 (z900)

System z9 BC > /os
zSeries 890 (z890)

zSeries 800 (z800) Thinking about migration?

Simplify migration, ordering, and maintenance:

ServerPac electronic delivery available since January 2005
SMP/E Internet Service Retrieval available since September 2005
SystemPac electronic delivery available since October 2005
ShopzSeries enhancements made in January 2006
Check out www.ibm.com/zseries/zos/migration for more details.

© 2006 IBM Corporation

LSU October 2006 Zewrib Thorsen | 11/5/2007




LSU Danmark 2006

=} IBM: z/06 ¥1RE.0 migration and installation - Microsoft Internet Explorer
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z/0OS 1.8

Helping meet challenges of on demand business

Improving Availability
Improving Usability and Skills Scalability & Performance |1VI astter console eI|mt| natt |on(,j
More Health Checks and framework Support for up to 4 TB memory, New zIIP ggst_realm retrrmamn(?, o rar; n
improvements, HCM, ISPF, InfoPrint processor, CFRM performance proRuc l ijs SSLMser?)SSIO ,
Contral. & RRS irr;prove,ments improvements, GRS ENQ limits, Parallel ecgverade et
Extension’s to the IBM Configurat’ion VARY ONLINE, z/OS UNIX file descrlp.tors, ?n ?nceH recogery, tgs
Assistant for z/OS Comm Server, EE Device Groups, DADSM/CVAF Rapid rey:;gg ISRI]X lypter: wa;t) rltg ol
usability improvements ’ Index Rebuild, z/0OS USS asynch socket z atch contention
4 B fast path, 64-bit PDSE support ... detection...
Integrating new Applications and Optimization and
Supporting Industry and Open
Standards

Unicode improvements; inittab
support; LE improvements, new
LDAP server, z/OS XML System

Services, BPXBATCH, CIM, XPLINK,

Networking APIls, XL C/C++

Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape 1/O priority,
JES2 balancing of WLM-
managed initiators, GRS CNS

processing, Improved OAM
BLOB support, SCLM
enhancements, ... improvements, Group Capacity
Limit ...
Extending the Network Enhancing Security
Sysplex partitioning support, PKI extensions, Distributed
Dynamic DNS registration, JES3 Identity Support, RACF
NJE via TCP/IP, TN3270 and telnet Enterprise-Wide Roles password phrase support,
improvements, IP filtering, IKE, WLM/EWLM Service Class Correlation, zAAP
IPSec, WTS, Samba, improved

Reporting for eWLM, DFSMSrmm CIM agent,

Tape data set protection, 128-
sysplex failure recovery, REXX FTP RMFeServer OS Monitoring Stage Il, WLM delay

bit AES for IPSec, SAF identity
tokens, RACF virtual key rings,
services mapped to ARM ...

IDS configuration, ...
LSU October 2006 Zewrib Thorsen |
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z/OS 1.8 enhancements at a glance
the flagship operating system

Scalability and performance improvements
Availability improvements

Optimization and management

Enhanced security

Enterprise-wide roles

Extending the network

Integrating new Applications and Supporting Industry and Open
Standards

Improving Usability and Skills
Bit bucket

Statement of directions & functions withdrawn

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation
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z/0OS 1.8

Helping meet challenges of on demand business Improving Availability
Scalability & Performance Master console elimination, Logstream
Improving Usability and Skills S rename, test and production logstream
upport for up to 4 TB memory, New zIIP e
More Health Checks and framework processor, CFRM performance separation, Recoverable BRLM,

improvements, HCM, ISPF, InfoPrint : - GDPS enhanced recovery, Fast
Central, & RRS improvements, improvements, GRS ENQ limits, Parallel olication, HyperSwap trigger, /OS

Extensions to the IBM Configuration VARY _ONLINE’ Z/_OS UNIX file UNIX latch contention detection...
Assistant for zZOS Comm Server, EE descriptors, Device Groups,
usability improvements, ... DADSM/CVAF Rapid Index Rebuild, z/0S
USS asynch socket fast path, 64-bit
PDSE support ... Optimization and

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking
APIs, XL C/C++ enhancements, ...

Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape /O priority, JES2

balancing of WLM-managed
initiators, GRS CNS processing,
Improved OAM BLOB support,

SCLM improvements, Group

Capacity Limit ...

Extending the Network Enhancing Security
Sysplex partitioning support, Dynamic PKI extensions, Distributed
DNS registration, JES3 NJE via Identity Support, RACF
TCP/IP, TN3270 and telnet Enterprise-Wide Roles password phrase support,
improvements, IP filtering, IKE, IPSec, WLM/EWLM Service Class Correlation, zZAAP Reporting Tape data set protection, 128-
WTS, Samba, improved sysplex failure  for ewLM, DFSMSrmm CIM agent, RMFeServer OS it AES for IPSec. SAF identity
recovery, REXX FTP interface, ... Monitoring Stage Il, WLM delay services mapped to ARM tokens, RACF virt’ual key rings,

IDS configuration, ...

© 2006 IBM Corporation
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IBM System z: Balanced System Design

z/0S designed to support faster CPUs, more memory and bandwidth
System 1/0 Bandwidth

Balanced System
172.8 GB/sec CPU, nWay, Memory,
I/0 Bandwidth*

96 GB/sec

GBs ITRs for 1-way

System z9 EC*
zSeries 990
zSeries 900
Generation 6

. . . .. CPUs
*z9 EC exploits a subset of its designed 1/O capability

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation
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z/OS Scalability
more: memory, GRS ENQs, GRS VSCR, faster UNIX
Support for more real memory
New z/OS limit will be 4 TB; old limit was 128 GB
Up to 512 GB supported on z9 EC, up to 256 GB on z990

GRS support for more concurrent ENQs

Default limits unchanged: Unauthorized ENQ default limit remains 4096;
gu}holrized default ENQ limit is 250,000; can specify higher maximums than the
efaults

New maximum is 2G

New ISGADMIN authorized interface, T GRS command, and GRSCNFxx parmlib
support for setting higher maximums

GRS 31-bit constraint relief
Move star-mode global QCBs and QCBS control blocks above the bar
Better compaction for remaining QCBs

z/OS UNIX asynch socket read/write now designed to use fast-path
processing

Improve performance for applications that use asynchronous I/O or that run in
SRB mode.

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006
z/OS Scalability

more performance: CFRM, VARY processing, LE

CFRM performance enhancements Stage 2

Designed to allow more systems, structures, and connectors to be
added without availability impacts

Parallel VARY ONLINE processing:

Reduce duration of VARY commands for large numbers of devices,
reduced serialization contention

Complements parallel VARY OFFLINE processing, in z/OS 1.7

Language Environment support for sequential data sets larger than
64K tracks and for VSAM extended addressability data sets

QSAM support in Language Environment for C/C++ programs (using
noseek)

Support for ESDS, KSDS, RRS extended format data sets with
extended addressability

LSU October 2006 Zewrit Ttiornsen I 11/5/2007 © 2006 IBM Corporation
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CFRM Performance Enhancement
Background

Coupling Facility Resource Management (CFRM) manages Coupling Facility
resources and is critical to the operation of a high-availability parallel sysplex
environment.

The CFRM couple data set (CDS) is the centralized “control point” used by
CFRM to manage Coupling Facilities (CF) and CF Structures.

High availability in a Parallel Sysplex is achieved by enabling surviving systems
to recover rapidly for a failed system within the sysplex and allowing CF
structures that fail to be quickly rebuilt or recovered via duplexing failover.

Poor CFRM performance can adversely impact the availability of CF data
and thus the availability of products and subsystem using the structures.

Surviving systems participate in cleanup of the failed connection which requires
“one system at a time” to access the CFRM CDS. Recovery time is applicable
to structure rebuild/duplexing failover times, and to removal of a failed system
from a sysplex.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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CFRM Performance Enhancement
Stage 0 and 1 - z/0S 1.4

Recovery actions (CEC failure, CF failure, Structure rebuild) may result in large
records requiring large 1/0 bandwidth
= originally: 64 structures with 32 connectors
= currently: 1024 structures with 255 connectors
>120X increase

= Up to 30% CFRM CDS |/O performance improvement
» Reduced possibility of I/O bottleneck on CFRM CDS

= Improved Parallel Sysplex availability

CFRM performance enhancements Stage 0 delivered in the service stream
added support for optimized sysplex failure cleanup processing for CF
Structures.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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CFRM Performance Enhancement
Stage 2 — z/0S 1.8

= Improve Parallel Sysplex Availability by reducing the elapsed time for key
Sysplex recovery events such as:
= CF structure rebuilds
= CF Duplexing failover and establishing/re-establishing CF Duplexing
= Connecting to/disconnecting from a CF structure
= Sysplex partitioning cleanup for CF structures

= Focus on significantly reducing CDS /O

Processing to manage the coordination of CF Structure rebuild/duplexing failover and
system recovery use a XCF message-based protocol to reduce serialized access
to the CFRM CDS.

The message-based protocol defines a single system as manager and all other
systems as participants.

The manager system is responsible for coordinating the processes involved with the
participating systems and updating the CFRM CDS when needed.

The manager system does the I/O to the CFRM CDS which greatly reduces the
number and frequency of serialized access.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006

CFRM Performance Enhancement
Installation and Migration

= A new version of CFRM CDS required for systems to enable message-based
processing.

= A CDS formatted to enable message-based processing also enables all functions
supported by lower level versions of the CDS.

= All systems in sysplex must be z/OS 1.8 or higher.

= Systems that do not support message-based processing will not be able to join a
sysplex that is using a CDS that was formatted for message-based processing.

= A CDS formatted for message-based processing cannot be brought into use by a
sysplex while there are 1 or more down-level systems (z/OS 1.7 or lower) in the
sysplex.

= SA22-7625 — z/OS V1R8 MVS Setting up a Sysplex

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS Scalability

more: UNIX file descriptors, device groups, PDSE VTOC rebuild performance
z/OS UNIX limit on file descriptors per process increased from 128K to 512K
MAXFILEPROC limit now 512K in BPXPRMxx and SET OMVS command
Can restrict individual users by setting FILEPROCMAX in the OMVS segment
Mostly a TN3270 CICS issue, raised from 64K in 1.6, better performance

Support for more than 32K device groups

DGs consumed by tape devices (1 per dev) and DASD esoteric names (1 per dev. range
per esoteric name).

You can reach this limit with fewer than the 64K maximum number of devices
APAR OA02983 increased limit to devices in 03
The new limit will be 4G

Note: check your system by looking at the number of entries in the Group Pointer Table
using the IPCS LISTEDT command.

DADSM/CVAF Rapid VTOC Index Rebuild
Designed to help speed VTOC conversions from non-indexed to indexed

64-bit exploitation by PDSE
SMSPDSE and SMSPDSE1 will use storage above the bar for control blocks
New SMS initialization parameter to specify amount of storage to use above bar

5
]
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[
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z/OS 1.8 RSM/SRM Support for Large Real storage

Support up to 4 Terabytes of real storage

Page Replacement and UIC enhancements

The CPU cost of the current function continues to grow as we move to systems
with more and more real storage while its effectiveness is diminishing. This
algorithm was changed to perform more efficiently in large real systems.

Physical Swap Processing
Physical Swaps to Auxiliary storage eliminated

Pageable Storage Shortages
Used to be resolved by physical swaps
Often RSM spin loops during swap-in
They are now resolved by frame exchanges

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Page Replacement

prior to z/OS 1.8 =Today’s LRU algorithm

“Implemented by keeping an Unreferenced
LSW /OUT Interval Count (UIC)

AS 3
= Available Frame Queue (AVQ) Low/OK
thresholds

=UIC update process runs periodically to update
the UIC of each in-use frame

=Stealing starts when we go below AVQ Low and
continues until AVQ OK is reached

=Stealing happens on an AS basis
=Qldest frames are stolen first

A/
N~

Page
Datasets |

AS 1

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Page Replacement

=Why Change?
z/0S 1.8 and beyond

=Disruption of the UIC update
process is intolerable as the
amount of real storage
allocated to ASs increases

“Enhanced page replacement
algorithm:
*Runs when the AFQ needs
to be replenished
=Stealing happens on a
global basis

N—_

Page
Datasets |
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UIC Calculation
prior to z/0S 1.8

=UIC Update process scheduled every 10 secs.

“Process analyzes every pageable frame from
LSW / OUT each AS on the Swapped-IN queue
AS 3.The analyzed frames are counted, then
distributed into age buckets.

=The oldest frame in an AS represents the AS

High UIC
=The highest AS UIC represents the Highest

System UIC (MCVSTCRI)

While stealing happens on a demand basis, UIC
update still needs to run and consume

considerable CPU while holding AS locks,

even in environments where the system is not

paging. While UIC update is running for a
particular AS, RSM can not perform any other

AS 1 AS 2 functions for that AS (such as service page
faults) due to UIC is holding locks.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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UIC Calculation
z/0S 1.8 and beyond

=Page replacement algorithm enhanced to efficiently
process large amounts of RS.

=z/OS 1.8 defines the UIC as a single walk though the
whole storage in seconds.
=As a result the UIC values you might see in an RMF
report will vary from 0—65535 (18 hours), in the past
the UIC value range was 0-2540.
=The higher the UIC value the less contention for
storage in the system
=A very low UIC indicates that the system is
storage constrained.

=3 UICs displayed by performance monitors:
=Current UIC (calculated every 1 sec)
=Minimum UIC (last walk through)
=Maximum UIC (last walk through)

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Physical Swap - pre z/OS 1.8

} 1. Trim request '
=In preparation for a swap an
2. Trim request address space’s pageable

storage is incrementally
trimmed (paged out to
’ AUX).
Swap the fixed =An address space’s fixed
Storage storage is moved out to
AUX when the address
space gets swapped out.

LSU October 2006 #ewrile Fhorsen | 11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006

Physical Swap —z/0S 1.8 ...

=z/OS 1.8 will no longer physically swap AS to AUX
= When fixed storage an AS owns increases, swapping an AS out no longer viable.
=Use RMF to analyze pre-z/OS 1.8 systems for the amount of physical swaps:
“Next for each AS on the OUT Ready or OUT Wait queue you need to find out the
number of fixed frames each AS owns.

; CPU ACTIVITY REPORT /Sir

SYSTEM ADDRESS SPACE ANALYSIS SAMPLES = 3,600

NUMBER OF ADDRESS SPACES

—————————————————— QUEUE TYPES ———————————————————— -—————--- ADDRESS SPACE TYPES —--———---

IN ouT ouT LOGICAL LOGICAL BATCH STC TSO ASCH OMVS
READY IN READY WAIT OUT RDY OUT WAIT
MIN 1 54 0 2 0 83 5 119 10 0 3
MAX 10 85 0 0 0 118 19 154 12 0 23
AVG 2.4 56.4 0.0 52 0.0 105.4 6.1 141.7 10.5 0.0 3.8

11/5/2007 © 2006 IBM Corporation

LSU October 2006 Zewrib Thorsen |



LSU Danmark 2006

Physical Swap —z/0S 1.8 ...

=Use RMF STORF Report to find number of frames each AS owns that are fixed.

=This is storage that can never move out to AUX in z/OS 1.8, so in this case
you may consider increasing the amount of real storage in your system.

Bad <

Samples: 119 System: SYSE Date: 03/15/06 Time: 16.29.00 Range: 120 Sec
Service —-— Frame Occup. —-- - Active Frames - AUX PGIN ES
Jobname C Class Cr TOTAL ACTV IDLE WSET FIXED DIV SLOTS RATE RATE *Find out which AS
DFSZFST S SYSSTC 44189 44189 0 44189 388 0 0 0 were phyS|caIIy
RMFGAT S SYSSTC 30053 30053 0 30053 199 0 0 0 swapped
OMVS S SYSTEM 19717 19717 0 19717 394 0 0 0
GRS S SYSTEM 15893 15893 0 15893 = 424 0 0 0 “Use STORF report to
SMSVSAM S SYSTEM 11158 11158 0 11158 473 0 0 0 .
XCFAS S SYSTEM 9836 9836 0 9836 2885 0 0 0 find out how many
BENK6 O OE 9003 9003 0 9003 | 119 0 0 0 fixed frames each AS
CANEM3 S STCDEF 8731 8731 0 8731 245 0 0 0 h h
CONSOLE S SYSTEM 8442 8442 0 8442 145 0 0 0 owns, when the
IXGLOGR S SYSTEM 7465 7465 0 7465 15 0 0 0 address space IS
RMF S SYSSTC 7388 7388 0 7388 110 0 0 0
MVSNFSS S STCDEF 6093 6093 0 6093 181 0 0 0 Swapped—IN.
TCPIP S SYSSTC 4701 4701 0 4701 102 0 0 0
*MASTER* S SYSTEM 3992 3992 0 3992 3231 0 0 0
MVSNFSCS S SYSSTC 3870 3870 0 3870 11 0 0 0
CANEM2 S STCDEF 3714 3714 0 3714 119 0 0 0
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Pageable Storage Shortages —z/0OS 1.8 ...

=Pre-z/OS 1.8 pageable storage shortages were
resolved via physical swaps.

=In z/OS 1.8 an “In-Real Swap” occurs where
frames in the shortage area are exchanged with
other frames:

=For a pageable storage shortage between 16M-

2G frames will be exchanged with frames above

2G.

=For pageable storage shortages below 16M

frames will be exchanged with frames above 2G or—p
above 16M.

=Message IRA404I lists the five largest users of
fixed frames in the shortage area

—>
4T

16M
—

LSU October 2006 #ewrile Fhorsen | 11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006

RMF 1.4 Support for UIC Overview

RMF replaces the Highest System UIC (MCVSTCRI) by the Current
System UIC (MCTCurSystemUIC) in several reports

RMF Overview Conditions AVGHUIC and MAXHUIC are based on the
new Current System UIC, too

SMF record type 71 (paging activity) is extended

Minimum, Maximum and Current System UIC values observed during the reporting
interval saved in paging data section

SMF record type 79 subtype 3 (storage/processor data) and subtype 4
(paging activity data) is changed
Fields R793CRI and R794CRI no longer hold MCVSTCRI but MCTCurSystemUIC

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation



LSU Danmark 2006

New Message to Indicate High AUX Usage

"|RA2051 50% AUXILIARY STORAGE ALLOCATED
The message is issued when more than 50% of the Auxiliary storage slots are in
use.

=This allows an automation product to add additional page datasets before a
critical shortage occurs

“The message is repeated every 2 hours as long as the Auxiliary slot usage is
above 50%

=You should add more page data sets to your system already when utilization
exceeds 30%,

= the slot allocation algorithms become less efficient, and may degrade I/O performance.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Usage & Invocation RMF

Postprocessor

@ @

PAGING ACTIVITY

z/0S VIRS8 SYSTEM ID SYSF DATE 02/28/2006 INTERVAL 14.59.999
RPT VERSION V1R8 RMF TIME 15.30.00 CYCLE 1.000 SECONDS
OPT = IEAOPTO0 MODE = ESAME CENTRAL STORAGE MOVEMENT RATES - IN PAGES PER SECOND
HIGH UIC (AVG) = 60333 (MAX) = 65535 (MIN) = 50%}5::::)
WRITTEN TO READ FROM *——— CENTRAL STORAGE FRAME COUNTS ----*
CENTRAL STOR CENTRAL STOR MIN MAX AVG
HIPERSPACE  RT 0.00 0.00 2 2 2
PAGES
VIO RT 0.00 0.00 0 0 0
PAGES

X
« The HIGH UIC fields MIN, MAX and AVG do no longer format the old UIC fields
SMF71LIC, SMF71HIC and SMF71ACA
« The new Current System UIC fields SMF71UAC, SMF71UHC and SMF71ULC

#» Highest values possible change from 2540 to 65535

LSU October 2006 Zewrib Thorsen |
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Migration & Coexistence Considerations RSM/WLM

=Analyze your pre-z/OS 1.8 system and pay special attention to the amount of
physical swaps that occur on your system. In most systems physical swaps never
occur, so the fact that physical swaps were eliminated in z/OS 1.8 should have
no impact.

=Use the RMF CPU Activity Report to find out how many physical swaps occur in
your particular system configuration (OUT Ready and OUT Wait).

= |f the RMF report shows many address spaces on the OUT Ready or OUT Wait
queue, you should consider increasing the amount of real storage on your

sy, .
CPU ACTIVITY REPORT

SYSTEM ADDRESS SPACE ANALYSIS SAMPLES = 3,600

NUMBER OF ADDRESS SPACES

—————————————————— QUEUE TYPES -——————————————————— -—————--- ADDRESS SPACE TYPES —---——---

IN ouT ouT LOGICAL LOGICAL BATCH STC TSO ASCH OMVS
READY IN READY WAIT OUT RDY OUT WAIT
MIN 1 54 0 0 0 83 5 119 10 0 3
MAX 10 85 0 0 0 118 19 154 12 0 23
AVG 2.4 56.4 0.0 0.0 0.0 105.4 6.1 141.7 10.5 0.0 3.5

11/5/2007 © 2006 IBM Corporation
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OA14409 IEAOPT MCCAFCTH Enhancement

“MCCAFCTH (lowvalue, okvalue) Available on z/OS R6 and above

= Specifies the LOW and OK threshold values for central storage.
=The low value indicates the number of frames on the available frame queue when stealing
begins.
=The okvalue indicates the number of frames on the available frame queue when stealing ends.

=SRM will automatically adjust the actual threshold values based on measurements of central
storage usage

= The Initial lowvalue and okvalue are calculated by the following formula:

=RCEAFCLO=MAX(OPT Parameter (lowvalue),

400,

0.2% of the pageable storage)
=RCEAFCOK=MAX(OPT Parameter (okvalue),

600,

0.4% of the pageable storage)
=But capped to 35/70k, respectively

= The formulas above will enforce the value, if the OPT parameter has specified a to
smaller value

= RCEAFCLO will vary between Initial Value and 70K frames
= RCEAFCOK will vary between Initial Value and 140K frames

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation
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z/OS 1.8 I o Availabili
Helping meet challenges of on demand business aroving ~uaras iy
Scalability & Performance aster console elimination,

Improving Usability and Skills Support for up to 4 TB memory, New ziip ~ Logstream rename, test and prod

More Health Checks and framework processor, CFRM performance improvements, logstream separation,

improvements, HCM, ISPF, InfoPrint GRS ENQ limits, Parallel VARY ONLINE, z/OS Recoverable BRLM, GDPS
Central, & RRS improvements, UNIX file descriptors, Device Groups, enhanced recovery, Fast

Extensions to the IBM Configuration DADSM/CVAF Rapid Index Rebuild, zOS USS  replication, HyperSwap trigger,

Assistant for z/ZOS Comm Server, EE asynch socket fast path, 64-bit PDSE support ... z/0S UNIX latch contention

usability improvements, ... detection, ...

Optimization and
Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape /O priority, JES2
balancing of WLM-managed
initiators, GRS CNS processing,
Improved OAM BLOB support,
SCLM improvements, Group
Capacity Limit ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking
APIs, XL C/C++ enhancements, ...

Extending the Network Enhancing Security
Sysplex partitioning support, Dynamic PKI extensions, Distributed
DNS registration, JES3 NJE via Identity Support, RACF
TCP/IP, TN3270 and telnet Enterprise-Wide Roles password phrase support,
improvements, IP filtering, IKE, IPSec, WLM/EWLM Service Class Correlation, zZAAP Reporting Tape data set protection, 128-
WTS, Samba, improved sysplex failure  for ewLM, DFSMSrmm CIM agent, RMFeServer OS it AES for IPSec. SAF identity
recovery, REXX FTP interface, ... Monitoring Stage Il, WLM delay services mapped to ARM tokens, RACF virt’ual key rings,

IDS configuration, ...

© 2006 IBM Corporation
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z/OS Some 1.8 Availability Enhancements at a Glance

Master Console elimination 2

Log Stream rename, test and production -
logstream separation h@

C
z/OS UNIX latch contention detection

GDPS enhanced recovery
Fast replication
HyperSwap trigger
Recoverable BRLM
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Consoles - Problems to be solved

(1) Message delivery:
Buffer shortages
Varying speeds and feeds

(2) Synchronizing console state information:
Data replicated on every system in the sysplex
State changes, system join/leave cause flurries of activity
More systems => elongated startup, shutdown and recovery
time

(3) Limit of 99 MCS/SMCS/Subsystem consoles in a sysplex:
Installation constraint
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Consoles Enhancement Staging Plan

Enhancements to be staged:

Stage 1a solves problem 1
Delivery in z/OS: 1.4.2 feature, 1.5 base

Stage 1b delivers improved RAS, IPL/recovery time
improvements

Available in z/OS 1.7
Stage 2 solves problems 2 & 3

z/OS 1.8 and future release of z/OS (delay since announcement)
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Console Restructure - Summary
Stage 1a (z/OS 1.4/1.5) solves message deliv

Targets WTO buffer shortages (accounting for ~45% of consoles
multi-system outages)

Can re-IPL an image to “fall out” of stage 1

Stage 1b (z/OS 1.7) provides:
Internal RAS / Problem determination enhancements
Ability to delete EMCS consoles
Operational changes in preparation for stage 2

Stage 2 to solve the CONSOLE state data problem
Remove 99 console per sysplex constraint
Reduce serialization bottleneck on SYSZMCS global resources
Solves “the rest” of the consoles multi-system outages

Command activated — limited “reverse migration” all systems
must be at required z/OS level

Future z/OS release; no “rollback” planned
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System z Console Restructure Road Map
Stage 1 Overview: z/0OS 1.5 — 1.8 Enhancements, more to come

z/OS 1.8
Master Console Elimination

z/OS 1.7

Console state information volume reduction, EMCS console
removal, reduced IPL/join time

Serviceability ltems

z/OS 1.5
Message production/consumption imbalance eliminated

System Outage Avoidance, due to:

Buffer exhaustion avoidance
Workload slowdown and/or job abend reduction

Message throughput improvement
by reducing single task bottleneck
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z/OS 1.8 Console Enhancements
Master Console Elimination, 1-byte consoles now history

Master Console elimination

Removes a single point of failure for improved KAS

Ability to define multiple master authority consoles not changed
Attributes unique to Master Console made available to any console
Console ID zero “gone”

“No Consoles Condition” and “No Master Console Condition” no longer
considered undesirable

Console Switch no longer needed to ensure Master Console
function was never lost

Elimination of Master Console reduces importance of Console Switch
Complex task setting up “switch” definitions for all consoles eliminated

1-byte console IDs no longer supported
Note: Consoles Stage 2 delayed (i.e. not in 2007)

Reduce configuration data passed around the sysplex under serialization

11/5/2007 © 2006 IBM Corporation
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Master Console Elimination
Hardcopy Switch elimination details

= Pre z/OS 1.8, if SYSLOG or OPERLOG was hardcopy medium and failed:

= z/OS would switch to other log if log was defined and not already a hardcopy
medium

=|f other log not available, hardcopy was suspended

= With z/OS 1.8, the switch has been eliminated and if hardcopy is essential,
SYSLOG and OPERLOG should be defined as hardcopy mediums

/5] [8ls
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Master Console Elimination
Changed externals: CNGRPXX changes and deleted CONSOLXxx keywords

=CNGRPXX changes

= Vary MSTCONS
= Display CONSOLE MCONLY
= SWITCH CN
= Vary CN(xx),ALTGRP
=Deleted CONSOLxx keywords
= ALTGRP
= NOCCGRP
*No console forced to receive routecode 1 and 2

=Master authority not forced to any MCS/SMCS console
=System Console will always have Master authority

*New CONSOLXxx keywords

> INTIDS (replaces sending messages to console ID zero)

> UNKNIDS (no longer supported 1-Byte console IDs)
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Master Console Elimination
New Message Routing Attributes: ” Internal and unknown IDS”

Since the master console no longer exists, predictable destinations for certain
messages are needed

New console routing attributes, INTIDS and UNKNIDS, ensure console
destinations for messages which would previously have gone to the master
console

In a mixed sysplex, the toleration APAR, OA10632, has partially implemented
these attributes on the lower levels of z/OS. It supports sending messages to
consoles on 1.8, receiving INTIDS and UNKNIDS, from lower-level systems.

dorn
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z/OS 1.8 Logger Rename Logstream

= Issues with your log stream? "local fix" was often to delete and
redefine the log stream in order to get applications up and running

= When log stream deleted all data associated with the log stream gone
= No way to review data nor have application process the lost data

= Logger utility and APl to rename a log stream introduced in z/OS 1.8:
— Update Log stream request indicate new name of the log stream:

UPDATE LOGSTREAM NAME (xname)
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z/OS 1.8 Log Stream Separation

= Installations combine both production and test in the same sysplex

= Possible for work on test log streams to have an adverse effect on
production log streams.

= Problems encountered on a test log stream can lead to outages

= Some Logger tasks, such as data set recall, and data set allocation
are single threaded
. Data set recall for the test log stream can hold off the data set
recall for production log stream

= This feature allows you to define both Test and Production
logstreams in the same sysplex
Reduces the effect of test log stream outages on production log
streams

Benefit V\_/i|| be less interference from test environment on
production
DEFINE LOGSTREAM ...

STG_DUPLEX (NO) ,
GROUP (TEST)

= Coexistence APAR OA14009 required on pre z/OS 1.8 in sysplex
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z/OS 1.8 Latch Contention Analysis
Part 2: Follow-on to support introduced in z/0S 1.7

" DISPLAY OMVS,WAITERS operator command extended to show contention
on File System Latches (similar to what is shown for Mount Latch) and a table
of all remaining threads that are waiting.

= The information shown for a waiting thread enhanced to include:
=Any File System Latch that it is holding,
=And for operations in progress on a file
*the file’s name, device number and inode number

= Benefit will be when a system gets hung, the display contributes to
determining:
»What needs cancellation?
= Actions needed to alleviate the system hang situation?
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GDPS Enhanced Recovery

CFRM Site Awareness improvement

=In GDPS/sysplex XES can detect a connectivity failure before GDPS

= XES may delete a structure inconsistently with GDPS policy

=FREEZE=STOP: desired to keep structure at recovery site. Lossconn site failure might
result in structure in recovery site being deleted instead of the copy in the primary site

=GDPS does not allow duplexed structures to be used in DR operation, timeconsuming log-
based methods needed for DR. Application availability & performance may suffer
=z/OS 1.8 provides CFRM site awareness:
= Awareness of which CFs exist in each site. Duplexing failover decisions consistent
with the recovery manager decisions (failover to a recovery site)
=Duplexed structure available in recovery site, allowing GDPS to use it DR
=Eliminates need for log-based recovery,
=and shortens recovery time
= Site awareness enabled by STTE keyword in CFRM policy.
CF NAME (FACILOl) SITE(SITE1l)

TYPE (002084) MFG(IBM) PLANT (EN) SEQUENCE (111111111111)
PARTITION (Q) CPCID(00)
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z/OS 1.8 HyperSwap trigger enhancement
MIH - I/0O Timeout

=Prior to this HyperSwap function was invoked automatically for
error indications returned for 1/O operations:
= Subsystem failures, boxed devices, or I/O errors.

=z/OS 1.8 support extended to act on I/O timeouts
= Detected by Missing Interrupt Handler (MIH)
= Allow transactions to resume processing quickly on secondary
volumes
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Fast replication
Dataset recovery Overview

=Using FRRECOV command a dataset can be recovered from a copy pool

backup
=FRRECOV command enhanced, 1 or more fully or partially qualified data set
specifiable:

= Each data set must be cataloged and allocated on the same volume(s) that it
resided on at the time the backup copy was created

=The backup version being recovered may reside on disk or tape.
= If version resides on both disk and tape. Default will be to recover from disk.

= |f the backup version is recovered from disk, then the recovery can be performed
using either fast replication or traditional copy methods.

= Up to 64 concurrent data set recoveries are supported.
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Fast Replication

Tape support Overview

Fast replication for tape support functions enhanced:
= FRBACKUP: Allows this command to initiate:
= Dump of any existing backup copies or to create a new copy and then
dump it.
= [n VERSIONS=0 (NOCOPY) environment, withdraw the relationships when
the dump is finished.
= Allow resumption of an incomplete dump version if any of the required

dump classes failed to complete, only dumping the volumes not
successfully completed by the previous attempt.

FrRRECOV: Allows the recovery of a dump copy to a single volume.
FROELETE: Deletes one or more unneeded copy pool dump versions.
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z/OS 1.8 Recoverable Byte Range Lock manager (BRLM)

BRLM History: 0S/390 R9 — z/OS 1.8

= z/OS 1.8 — Distributed BRLM with recoverable locks

= 2/OS 1.6 — Distributed BRLM with moveable locks
“Locks move when file system moves
=Distributed BRLM now default in a R6 sysplex
= z/OS 1.4 — Distributed BRLM
=One BRLM per system in a sysplex
=Lock commands are routed to the file system owner

= 0S/390 R9 - Central BRLM in a shared HFS sysplex
= one BRLM is a single point of failure
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z/OS 1.8 Recoverable Byte Range Lock manager (BRLM)
Resolved BRLM USS Application locking remote file Issue

Problem when USS applications locks a remote file

= Lock is lost when the remote system is lost (l.e., fails).

= Solution: backup remote locks locally, and recover them when system fails

Function will now be:

1. Application issues lock/unlock command to a remote file

2. USS forwards the lock/unlock command to local BRLM

3. USS forwards the lock/unlock command to remote BRLM.. remote system fails

4. USS recovers file system & declares a new owning system

5. USS re-issues lock/unlock to new owner
The MVS console command, ¥ BPXOINIT, FILESYS=DISPLAY, GLOBAL
identifies whether USS is using central BRLM or distributed BRLM in a
sysplex.

= z/OS sysplex => R6 — Distributed BRLM is the default

= z/OS sysplex member < R6 — DISTBRLM(1) must be set in the USS CDS
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z/0OS 1.8

Helping meet challenges of on demand business Improving Availability
Scalability & Performance Master console elimination, Logstream
Improving Usability and Skills Support for up to 4 TB memory, New zIIP rename, test and prod logstream
More Health Checks and framework processor, CFRM performance improvements, separation, Recoverable BRLM, GDPS
improvements, HCM, ISPF, InfoPrint GRS ENQ limits, Parallel VARY ONLINE, z/OS  enhanced recovery, Fast replication,
Central, & RRS improvements, UNIX file descriptors, Device Groups, HyperSwap trigger, z/OS UNIX latch
Extensions to the IBM Configuration DADSM/CVAF Rapid Index Rebuild, z/0S USS contention detection, ...

Assistant for z/OS Comm Server, EE asynch socket fast path, 64-bit PDSE support ...
usability improvements, ...

Optimization and Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape I/O priority, JES2
balancing of WLM-managed
initiators, GRS CNS processing,
Improved OAM BLOB support,
SCLM improvements, Group
Capacity Limit ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking
APIs, XL C/C++ enhancements, ...

Extending the Network Enhancing Security
Sysplex partitioning support, Dynamic PKI extensions, Distributed
DNS registration, JES3 NJE via Identity Support, RACF
TCP/IP, TN3270 and telnet Enterprise-Wide Roles password phrase support,
improvements, IP filtering, IKE, IPSec, wLM/EWLM Service Class Correlation, zZAAP Reporting  Tape data set protection, 128-
WTS, Samba, improved sysplex failure  for ewLM, DFSMSrmm CIM agent, RMFeServer OS it AES for IPSec. SAF identity
recovery, REXX FTP interface, ... Monitoring Stage Il, WLM delay services mapped to ARM tokens, RACF virt’ual key rings,

IDS configuration, ...

© 2006 IBM Corporation
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IBM Workload Manager enhancements for z/OS 1.7

recent WLM enhancements at a glance

WLM adjust to dynamic CP speed adjustment
Automatic policy reactivation for z890 without IPL

WLM enhanced support for sub capacity pricing
Actual CPU time consumed without wait time for VM guests
DB2 latch contention relief (retrofitted to z/OS 1.4)
Short time SRM/WLM ENQ promotion
Enhanced computation of available system capacity
Used for WL balancing algorithms (WLM routing services)
Support of multiple z9 Subchannel Sets

Enhanced support for EWLM
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IBM Workload Manager enhancements for z/OS 1.8

WLM enhancements at a glance

Enhanced zAAP and zIlIP Support
RSM/SRM Support for Large Real storage > 128GB

Preview: Group Capacity limit
Satisfies Danish WLM User Requirement!

JES2 enhancements for WLM-managed batch (enhanced)
New Resource Group types
Routing enhancements

User Friendly Interface for WLM Admin Application
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Overview of New WLM Functions
ZIIP and zAAP

Release
» z/0S R7
Functio z/0OS R8 w/ JBB772S

zIIP
Reporting Support

zAAP
Management
Support

zAAP
Processing
Enhancements

zAAP
Reporting Support

z/OS R8
Coexistence n/a
Support

LSU October 2006 #ewrile Fhorsen |

z/0S R7

11/5/2007

z/0OS R6
w/ JBB77S9

z/0S R6
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Overview of New WLM Functions
large RS, OPT, Subchs, LPAR cap, Routing, CP Speed change

Release z/0S R8 z/0S R5

Function

z/0S R7 z/0S R6

z/0S R4

z/OS R8 Coexistence

RSM/SRM Support for
>128GB real storage

IEAOPT MCCAFCTH
Enhancement

WLM Support of
Multiple Subchannel
Sets (z9-109)

Enhancements in
LPAR free capacity
computations

Routing (Storm Drain)
Enhancements

Sysplex Routing
Enhancements

Dynamically handle
processor
speed changes

11/5/2007

© 2006 IBM Corporation
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Overview of New Functions ...

Enhancement z/OS R8 z/OS R7 z/OS R6 z/OS R5 z/OS R4

z/OS R8 Coexistence Support
(OA13837) on previous chart

Process Entitlement
Type 2 and 3 Resource
Groups

EWLM Service Class
Correlation

Lightweight EWLM
Instrumentation for DDF

EWLM Monitoring Support 1

WLM-managed Initiator Start
Considers System Affinities

Controlling Initiator Dispatch
Priority in Goal Mode
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zSeries Application Assist Processor (zAAP)

What is it?

Powerful z/OS Java execution
environment

Allows you to offload Java work from
general purpose CPs to zAAPs

Advantages

Significantly less expensive than
general purpose CPs

Possible reduction of demand on
general purpose CPs

Upgrade of addtl. zAAP processing
power does not affect total MSU rating
or machine model designation

No IBM SW charges on zAAP capacity

IBM eServer zSeries 990, 890, System z9-109 or later
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zAAP Exploitation

System z can only be deployed on z890/z990 or later with z/OS V1.6 or
later and the IBM SDK for z/OS Java 2 Technology Edition, V1.4 with PTF.

The following subsystems provide zAAP execution potential:
WAS 5.1
IMS V7, V8, V9
CICS 2.3
DB2 V7, V8
WBI Brokers V5
Java batch workload

Additional information can be found on:
zAAP home:
FAQ:
Redbook:
Whitepaper:
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Initial Handling of zAAP-Related IEAOPTxx Parameters

IFACROSSOVER IFAHONORPRIORITY Meaning

YES YES CP’s help zAAP’s honoring priorities until
discretionary work is reached.

CP's always help zAAP discretionary work after
all CP work.

With soft-capping in effect: See next row

YES NO CPs always help zAAP’s after all CP work
NO YES
NO NO

CPs never help zAAPs,
except when no zAAPs are operational
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OA14131/0A13953: IFAHONORPRIORITY Enhancements

New Behavior

R6 and R7 with

OA14131+0A15297/0A13953

YES YES Standard processors can run zAAP eligible

NO YES work in priority order if the zAAPs become
unable to process all queued work

Notice: regular CPs are asked for help
therefore not all CPs may process zAAP
work at the same time

YES NO unchanged
NO NO

Old Behavior
IFAHONORPRIORITY became only effective if IFACROSSOVER was set to YES

New Behavior (R6 and R7 with OA14131+0A15297/0A13953)

This change is intended to allow more zAAP eligible work to run on zAAP processors while still
remaining responsive to the zAAP demand

IFAHONORPRIORITY is independent from IFACROSSOVER
IFAHONORPRIORITY now has the meaning that the zAAPs may “need help”
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noample zZAAP and CP Ultilization (“before”) - Chart

System Utilization
cancel one
2aap IMcancel all

15272N1

120 + co=no, co=no,
0 hp=no hp=yes zaap Imp3
zAAPs not fully utilized - no crossover to
CPs
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Sample zAAP and CP Utilization (“before”) - Explanations

On the preceding chart we see the CP, zAAP and total (=zaverage) processor
utilizations under different workload conditions and settings of IEAOPT
IFACROSSOVER and IFAHONORPRIORITY.

The workload consists of a small humber of batch processes (i.e. is “non-
stochastic™)

In the last part of the diagram (after 13:38) CrossOver is set to No and
HonorPriority to Yes.

The zAAP work is cancelled. The existing zAAPs can accommodate the
zAAP-demand, though the utilization is still pretty high.

We see that the CPs do not pick up zAAP work, even when CP workload is
cancelled and CP utilization decreases.
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WLM Treatment of the zAAP Resource

A System z Application Assist Processor is a new WLM resource type:

Contributes using and delay samples, and service times
zAAP utilization is reported by RMF (SPE OA05731)

Up to z/OS 1.7 zAAPs are managed by WLM as extension of CPs
Java work executing on zAAPs inherits the dispatch priority from regular CPs
Execution is accounted for in execution velocity and goal achievement (PI)

zAAP management support
Beginning with z/OS 1.8 work on zAAP is managed independently

zAAP service not:
Included in defined capacity computations
Part of resource group management
Included in routing decisions
varied by IRD Vary CPU Management

On z9-109 specialty engines, such as zAAPs, are in separate pools.
On z890 and z990: zAAPs inherit weight from CP pool but are part of the ICF/IFL pool
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New IBM System z9 Integrated Information Processor (IBM zlIP)

New specialty engine for System z9 EC/BC mainframes designed to help:
Customers integrate data across the enterprise
Improve resource optimization

z/OS manages & directs work between general purpose CPs and zlIPs
Number of zIIPs per z9-109 not to exceed number of standard processors
No changes anticipated to DB2 for z/OS V8 applications

DB2 for z/0OS V8 will be first IBM exploiter of the zIIP with:
System z9 EC/BC, z/OS 1.6 or later, DB2 for z/OS V8

More information available on the zIIP web site
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How does the zIIP work? .....

Work on z/0OS may have all or a portion of its Enclave Service Request Block
(Enclave SEE) work directed 1o the zIIP. The types of DB2 V8 work listed below
are those executing in enclave SRBs, portions of which can be sent to the zlIP.

Example 1 = Distributed SQL requests (DRDA)

Queries that access DB2 for z/OS V8 via DRDA over a TCP/IP connection are
dispatched within z/OS in enclave SRBs. z/OS directs a portion of this work to the zIIP.

Example 2 = Complex parallel query (BI)

Complex star schema parallel queries will now use enclave SRBs. z/OS directs a
portion of this work to the zIIP.

Example 3 = DB2 utilities for index maintenance

DB2 utilities LOAD, REORG, and REEBUILD will now use enclave SRBs for the portion
of the processing that is related to index maintenance. z/OS directs a portion of this
work to the zlIP.
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Specialty Engines work Together!

1 TCP/IP
erSock z/0OS LPAR

Application

c

TCP/I
iperSocket: U‘
LinuX on

LSU October 2006 #ewrile Fhorsen | 11/5/2007

System z LPAR E 4
Application | e

The IBM System
z9 specialty
engines can

operate on the
same machine
together

(shown at left,

instances where zIIP
can be employed)
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Handling of zIIP Work

In many respects WLM/SRM support of zlIPs is equivalent to the zAAP

monitoring support with the zAAP processing enhancements
But: support only available via distinct FMIDs

zlIP work managed as an extension of CP work

zIlIP work will flow over to general purpose CPs
Like zAAP work with the zAAP processing enhancements (“needs help”)
But: No external controls

Not included in routing decisions

zlIP service not included in defined capacity computations and resource
group management

zlIPs are not varied by IRD Vary CPU Management

On System z9 specialty engines, such as zlIPs, are in separate processor
pools.
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zIIP Reporting via RMF

WLM Services provide data on zIIP usage comparable to data on zAAP

RMF Monitor |

CPU and Workload Activity reports
RMF Monitor Il

CPC, SYSINFO and ENCLAVE reports

zIlIP Usage projection available without real zlIPs in the configuration
Via IEAOPT parameter PROJECTCPU=YES

Detailed information available via
See ”Introduction to System z9 Integrated Information Processor (zIIP)” at

and the Program Directory
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Overview of New Functions — zIIP and zAAP

Release

Functio

zIlIP
Reporting
Support

zAAP
Management
Support

zAAP
Processing
Enhancements

zAAP
Reporting
Support

z/OS R8
Coexistence
Support

z/OS R8

n/a

z/0S R7
w/ JBB772S

LSU October 2006 #ewrile Fhorsen |
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z/0S R6
w/ JBB77S9

z/0S R6
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CPU Service Consumption by Importance Level

26104853 Cancel

StartzIP ZIP work
work CF zIIP offline load

Handling of zIIP Work - Scenario

2=1) J
In this simple scenario we see that zIIP work can \ : [
be taken over smoothly by CPs.

The upper figure shows the service consumed on
CPs (by importance level). The lower figure

shows the total service consumed by the SC that
the zIIP work is using (by processor type). )

400000

Imp1 work is started on zlIPs such that work can
be fully contained by 2 zIIP engines. In addition,
Imp3 work is started on CPs.

200000

When one of the zIIPs is taken offline to simulate :
a shortage of zIIP resources, some of the work is
taken over by CPs (orange area).

When the zIlIP becomes online again, the CPs no
longer need to help the zIIPs.

[SUs]

The total service of the zIlIP work’s SC class is
decreased during the period of reduced zIIP
capacity, because the share of the zIIP work
running on CPs needs to compete against higher
important CP work.
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Preview: Group Capacity Limit on IBM System z9
prompted by Danish user (IBM SO) requirement

IBM plans to enable LPAR group capacity limit on System z9 and later.
This function allows you to specify a group of LPARs and apply a
capacity limit. This a owslzou to manage the group such that the
capacity used by the LPARs will not exceed the limit.

Define a capacity group by entering the group name and group limit
value for the LPARs which should belong to the same group:

Group Limit and Group Name are specified on the HMC/SE
Group Limit defs are independent from Defined Capacity defs. Both limits can
be defined and both work together
Consists of multiple z/OS 1.8 and up LPARs on the same Machine
If not, group limit may be enforced incorrectly

It is possible to define multiple groups on a CPC and an LPAR can only

belong to one group.
A capacity group is independent of a sysplex and an LPAR cluster (IRD)

WLM will only manage partitions with shared CPs

Dedicac}ed partitions and partitions with wait completion equal to YES are
ignore
only LPARs with wait completlon NO and shared processors are

Aﬂ%’? n%nts ;[eog\{avr%lngﬁB%P%cr;eltilreE?on and intent are subject to change or
withdrawal without notice, and represents goals and objectives only.

11/5/2007 © 2006 IBM Corporation

LSU October 2006 Zewrib Thorsen |




LSU Danmark 2006

Group Capacity Limit
WLM Management

Each LPAR managed independently from all other LPARSs

Group capacity based on defined capacity
4 hour rolling avgs of group MSUs used as base for managing the group
Only general purpose CPs considered

Each partition sees the consumption of all other partitions on the machine

If the LPAR belongs to a group it identifies the other partitions of the same
group
Calculates its defined share of the capacity group

Based on the partition weight

This share is the target for the partition if all partitions of the group want to use as much CPU
resources as possible

If one or more LPARs do not use their share, this donated capacity will be
distributed over the LPARs which need additional capacity

Even when a LPAR receives capacity from another LPAR, it never violates
its defined capacity limit (if one exists)

All statements regarding IBM future direction and intent are subject to change or
withdrawal without notice, and represents goals and objectives only.
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Group Capacity Limit

Example
. LP Group Group Weight | Target MSU LP Defined
Partitions A, B, and C are Name Limit consumption | Capacity
part of GROUP1 [MSU] based on (Softcap)
D and E do not belong to any group Weight [MSU]
The limit for the group is 200 MSUs A GROUP1 70 93 none
Assuming the capacity is
> 200 B GROUP1 50 67 80
200
The guaranteed minimum for each C | GROUP1 30 40 30
partition based on weights.
The target consumptions for each D | none na 100 na 120
partition within the group are: E none n/a 50 n/a n/a

Partition A: 93

Can use up to 200 MSU based on 4 hour rolling average. If all 3 partitions want
to use as much as possible, A will get 93 MSU (if possible)

Partition B: 67

Can use up to 80 MSU because an individual softcap is defined. If all 3 partitions
want to use as much as possible, B will get 67 MSU (if possible)

Partition C: 40

Can use up to 30 MSU because the defined capacity is smaller than the target
based on partition weight

All statements regarding IBM future direction and intent are subject to change or

withdrawal without notice, and represents goals and objectives only.

11/5/2007 © 2006 IBM Corporation
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Group Capacity Limit

Considerations

A 4 hour bonus exists after IPL for the group
Group wide capping starts when the 4 hour rolling group average reach group capacity limit

When new LPARs join a group

If new system is IPLed and joins a group it does not have the history of the MSU
consumption of the entire group

Therefore it can take up to 4 hours until all systems in the group have the same view

During that time period the group limit cannot be guaranteed

If that happens the other partitions will be reduced to their capacity based on their weight in
the group

A partition can dynamically be removed from a group and/or added to another group

The changed partition has no knowledge about unused capacity of the new group and it
does not keep a history from previous activity

All systems must learn again about the new situation - therefore the group limit cannot be
guaranteed

Works together with IRD Weight Management and Vary CPU Management

IRD Weight Management may change the weight of partitions in a capacity group and thus
changes the target share of the partition in the capacity group

All statements regarding IBM future direction and intent are subject to change or
withdrawal without notice, and represents goals and objectives only.
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Group Capacity Limit
Example 1: 3 Partitions with Different Load Pattern - Test Setup

Scenario setup: IRD3 n/a 52 -8.5
3 LPARs with different IRD4 n/a 102 ~16.7
wellghts and no |n.d|\./|dual o5 — pys ons
defined capacity limits

Group 50 306 50

Test scenario:
Initially only IRD3 and IRD4 demand CPU
All partitions have high CPU demands

IRD5 demand drops to minimum (just system)

System load not constant - the test includes load changes
on the systems

All statements regarding IBM future direction and intent are subject to change or
withdrawal without notice, and represents goals and objectives only.
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Group Capacity Limit

Example 1: 3 Partitions with Different Load Pattern - Test Execution
Actual MSU values

[OIRD4 OIRD3 MIRDS |

140
1201 NV L
1011 A
Only load
Load y
oof--{ | flleadd e | Jtoad | onlRD3 |
and IRD4
eo+--{  W---------df----e e e
40 | -
20 -
o L LU LA L A O A B B B B B B B B AR B B B B
SO @ OO S R ESUHE N N N PN oD 0 gD (B D S AN N S\ (P ‘b\’\\\\b\ S O AN B SVLBLD N (5
b&b&‘oﬁ '\'\ N %) b&b‘b‘ﬁ '\'\ IR Q" Q°  Q° N\
\\@Q%@\@\Q%\@@ %\@\@\%\@\\\ NESESENESESESESENN \\\Q\\\\\ \\\\b\@@@\‘lf\‘lf\%\%@

R P PP R RIDP R DP RPN D PR "b "b Q) O DO D OO DO ODO D™D D
> TR RT AR ANT AN X Q AN X Q A X7 Q Q X Q X2, Q°,9°,.% Q7 97 % Q7 947 X Q7 ¢
S SN S S S A U Y A D NASSEAN AR IR A S A SO S IR RIS S AL
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Group Capacity Limit

Example 2: New Partition Joining a Group

4 Hour Averages

. —IRD5 IRD3  —IRD4 —AVG Group |
110
100
ol LN Partitions IRD5 and IRD4are — —~~
capped based on their IPL time
80 f - N\
N0 F N A In this example the 4 hour — ~
ol N _group average is extended _—
50 /D —_—
O TN IRD3 joins the groupaD ””””””””””””””””””
0l ) S T |later tme -
20t S SN
10+
0 R A A N AN NN R AN NN AN NN NN R NN ENN NN EEE R R RN R RN RN RN RN ER RN R ERRARRREREE
PP S E > Q\\’\\ F S REP D FE PSS L REE P L S P P P
@Q@Q@ o \\\\\\\\\\\\\\\\\\\\ AR
.Q,Obgo;b%\bv,\q,,\@ Q@@@%(@@%@@.@%@ @@@@(@@%@@@%@ &
BT o o S S T T P S S E S S FE G S S QLSS
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Group Capacity Limit

Example 3: Partitions with

Defined Capacities
Ro4  [] 5 101 ~16.7 5
RD5  [T] 5 151 ~24.8 5
Group 50 303 50
200
1L e e e e e
IPL bonus for IRD4 and IRD5 based on their
Bk ) defined capacities is expired. The partitons (|
140 - IRD4 and IRDS are capped mowto SMSY__ >
120 +------4| | |------/ A
100 +------ (I - /- - oo oo
—
80 IPL bonus for the group is expired.
60 | Partition IRD3 is now capped, too, but |
can use about 40 MSU because IRD4 A
10 and IRD5 use only 5 MSU each
_
20
0 -
JHhe PELEEEE \\\\\@\\@@\\@\\‘”\\\@6@@\\@

> D
....fb.bt‘bfb‘b‘b‘bfb‘bfb‘bfb > >
/\/\/\/\/\ 3, 0" Q2 N 50 % K7 Q0 N7 Re) N
N NYOAY N r&r&&r&&r&&r&&r&&r@@g
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ithdrawal without notice, and represent goals and objectives only.

RMF Support of Group Capacity Limits:

RMF extends its existing CPU Activity reporting with information about capacity
groups

The Monitor | / Postprocessor CPU activity report provides a new report section for
capacity groups with information about

Defined MSU limits

The share each partition in the group can take

The guaranteed share of the partitions

The overall MSU consumption within the group
SMF record type 70 subtype 1 is extended

Monitor Il CPC report extended

An asterisk in the reports indicates that the partition is a member of the capacity
group for less than four hours with regard to the RMF interval start.
PARTITION DATA REPORT

z/0S VI1R8 SYSTEM ID SYS1 DATE 30/04/2006 INTERVAL 15.00.999
RPT VERSION V1R8 RMF TIME 13.30.00 CYCLE 1.000 SECONDS
MVS PARTITION NAME A NUMBER OF PHYSICAL PROCESSORS 16 GROUP NAME GROUP1
IMAGE CAPACITY 120 cP 8 LIMIT 200 *
NUMBER OF CONFIGURED PARTITIONS 6 IFA 2

WAIT COMPLETION NO IFL 5

DISPAICH NI ERVA] DYNAI
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JES2 Improved Batch Initiator Balancing
Problem prior to z/0S 1.8

In a WLM managed initiator environment JES2 will preferably start
jobs on the submitting system

Enhancement in R8 attempts to use approximately ihe same

percentage of active WLM-managed initiators in each Service
Class on each system.

May help balance batch workloads across a JES2 MAS configuration
within a sysplex

In the scenario on the next chart we submit one job per minute (for a
total of 50 min) on SYSH1.

With R7, the blue lines (Active servers = initiators) differ on the two systems.
E.g. SYS1 peaks at 52, SYS2 at 45.

With R8, the lines are very similar and peak at 50.

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Existing WLM Resource Group Concept

Now referred to as a type 1 Resource Group
Sysplex

Sysplex-wide defined in

unweighted service units per second ‘RGTE A |

Capacity
*Min=0

*Max=4000
_—_

Sysplex-wide managed
General Considerations

Multiple service classes may be
assigned to a resource group

With different utilizations on different systems
Systems may have different capacities, resulting in:

Not easy to understand how much is consumed on which system
Consumption depends highly on the capacity of the systems!

Resource Group definitions need to be revisited every time

Systems are upgraded
Workload utilization changes

Resource Groups are sometimes hard to understand

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation
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New Types of WLM Resource Groups
Introduced in z/0S 1.8: Type 2 & Type 3 RGs

Sysplex-wide defined, but definition

applies to each system m m ; ’RGTE A\
Managed by each system ; Capmy_

General Considerations

Multiple service classes can be
assigned to a resource group but
this has no sysplex-wide effect anymore
Definition is based on one of two possible units:

LPAR capacity: based on system weight (+...) =Type 2 Resource Group
LCP capacity =>Type 3 Resource Group

soulllsc |,
4 *Max= 50%

4

Results:

New resource groups are managed by, system thus they must be
evaluated on a per system basis

Resource groups grow automatically if systems are upgraded
Easier to understand

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation
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Type 2 WLM Resource Group Specification

Capacity is specified as a percentage of the effective LPAR share
Range 0..99

Effective LPAR share is the minimum of
LPAR share:
CPC shared pool capacity - (LPAR weight / sum of weights)
Logical processor capacity
Defined capacity limit (only when soft capping is in effect)
Use WLM Planning: Appendix B - CPU Capacity Table
to locate the CPC capacity that would be equivalent to your shared pool
configuration

| Softcapg,,, * RG g if softcap < ShareCapacity or LCPCapacity
RG g =1 LOCPCapacity,q,, *RG .,  if LOPCapacity <ShareCapacity or soficag
| ShareCapacity g, ®* RG, .o,  if ShareCapacity < LCPCapacity or softca
ShareCapacity,,, = CECCapacity ;.. ®* LPARShare

CECCapacity ., = Capacity based on shared physical processors for the CEC

Numbers should be
meaningful for

Weight(Current Partition

configuration, LPARShare=——or 3
- Weight(i)
e.g. sum of all minimum 2. e
LPAR shares < 99 LCPCapacity,,,., = Capacity based on shared processors available to the LPAR

LSU October 2006 Zewrib Thorsen | 11/5/2007 © 2006 IBM Corporation
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Type 3 WLM Resource Group Specification

Capacity is expressed as an equivalent number of general purpose
pProcessors

Scaled by 100, i.e. 100 equivalentto 1 CP
Range: 0...999999

Use WLM Planning: Appendix B - CPU Capacity Table
to locate the model that would be equivalent to your virtual processor
configuration.

Numbers should be
“meaningful” for
configuration.

© 2006 IBM Corporation
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Comparison of WLM Resource Group Types

...all three may coexist

i |

Definition Scope Advantages Possible Disadvantages
Service Units | Sysplex Allows balancing of resources Requires adjustments for
across members in a sysplex Migration
Type 1 Difficult to monitor
Not applicable to constrained
work on a single system in a
sysplex environment
% of LPAR System Allows to control work on Perhaps difficult to
Type 2 single members in a sysplex under_stand whgt LPAR
Stable for migrations capacity really is
% of LCPs System Allows to control work on Requires adjustments for
single members in a sysplex migration
Type 3 :
Easy and straight forward
definition

LSU October 2006 Zewrib Thorsen |
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Resource Groups: Administrative Application

*  Resource group definition panel has been extended and does now
allow for definitions of the three resource group types:

1. In service units with a sysplex-wide scope (existing)

- As a percentage of the LPAR capacity (new concept)

Based on LPAR weight
System-wide managed

= As a percentage of the LCP capacity
System-wide managed
LSU October 2006 Hewrct Ttorsen | 11/5/2007 © 2006 IBM Corporation
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Resource Groups: Example

Resource Group Overview
System: IRD1, Resource Group: ELPMAX , Type: 0-60% of LPAR

40000 r 70
35000 - | 60
30000 -
- 50
25000 -
- 40
T -
g 20000 - 5
g zZ
CPC Capacity ~ 111758 SU/s  (2084-306) - 30
15000 1 LPAR Capacity 8697 SU/s Based on Weight (7.7%)
[+)
ELPMI:\X . 5218 SU/s 60% of the LPAR 0
10000 ] apacity capacity |
5000 10
0 0

K (OQ & ,\0 DO DO D DO P A O 60 SO DO D DO D O (oo R I . IR I NI
NG Qv SN G700 o o A7 07 90,9 g 5 5 A\ O 3V
o505 0 o ST ot g N N g g g oo\ COICHICY q $ o s S ST oo q(b ooq’ q(b VgV oo(b oV ¥ qq’ TP P PP
NN RN RN AN AR RN AN RN SN AR R RN RN AN AN NN AN SN RN R N AN N N R RN RN N RN N NN NN

\—Minimum Service Rate Maximum Service Rate === Actual Service Rate === Capping Slices
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Resource Groups: Migration Considerations

New system service classes and new resource group concept
introduce incompatible changes to the WLM service definition

Introduce new WLM policy level to LEVEL019

APAR OA13837 is required on pre-R8 systems

listed in GA22-7499 z/OS V1R8.0 Migration: z/OS V1Rx coexistence and
falloack PTFs

The compatibility APAR OA13837
Ensures that type 2 and 3 resource groups are not managed on pre-1.8
systems

As long as policies are only installed / activated from back level systems
the compatibility code is not required

Compatibility PTFs can be installed via rolling IPL
no Sysplex-wide IPL necessary

11/5/2007 © 2006 IBM Corporation
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Routing Services: Before z/OS 1.7

Step 1

Registration of servers by
IWMSRSRG services

Each server registers on the local
system as a routing candidate

Server A Server A WLM communicates registered
Server B Server B

Server C Server C servers and capacity data between
systems

| Server A | Server C|

Step 2

Router asks WLM for
recommendations by using
IWMSRSRS service

WLM calculates a weight for each
registered server based on
capacity
Servers on systems with
serious constraints are
excluded (weight 0) unless all

/@0%
systems have serious

|| Routing | «—my constraints

Manager| <= The returned weight reflects the
available or replaceable system
capacity

ﬁ

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006

Sysplex Routing: Observations Before z/OS 1.7

Current recommendation is purely capacity based
Weight reflects system capacity and is not server specific
Some observed situations:

If the LPAR is loaded with low important work, but the server has high importance
— weight too low

If the LPAR is lowly utilized, but the server has a bad performance index or is waiting for
resources
— weight too high

TCP/IP stack registration does not reflect how work is processed on the system
TCP/IP address space is usually running in a high important service class

The registered address space does not consume the work, it just passes the work to the real
consumer on the system

Abnormal conditions of the work receiver or consumer are not factored into the routing
recommendations

This can lead to storm drain scenarios where a system seems to be eligible for processing many
requests while in fact the work receiver or consumer is ill

{/r\l/ IT\/?ny cases this requires that the work receiver consumer provides additional information to

LPAR Wait Time includes wall-clock time
In addition soft capping and LPAR weights are not correctly reflected
This can result in an over estimation of the available capacity of a logical partition

As a result to many requests may be routed to certain systems (partitions) in a sysplex while
other systems receive to few requests

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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Sysplex Routing: Enhancements
z/0S 1.4 and z/OS 1.7 enhancements

Current recommendation is purely capacity based

New option on routing services will allow a router to receive weights which consider the goal
achievement of the work

2/0S 1.7 (IWMSRSRS FUNCTION=SPECIFIC) May be exploited by DB2 in the future

TCPI/IP only registers the stack and doesn’t know how the work is being processed

Introduce new routing service e.g. for TCP/IP which allows to provide routing
recommendations for TCP/IP backend applications

2/0S 1.7 (IWM4SRSC)

Abnormal conditions of the work receiver or consumer are not factored into the routing
recommendations

In a first step the queue time of the work is accounted for DDF regions and its
proportion to the execution time is factored into the routing recommendations

z/0S 1.7 (incorporated in IWMSRSRS FUNCTION=SPECIFIC)

Current activities to provide broader solutions

Include abnormal terminations which are recorded by CICS
New interface/option which allows a server to provide iis state to WL

Measured Wait time put in perspective with real available system and partition capacity

Over estimation is reduced
This part is also available as OA10006 on z/OS 1.4 and above

LSU October 2006 Zewrit Ttiornsen I 11/5/2007 © 2006 IBM Corporation
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Functions in grey/non-bold font are considered for a future release.

RO ut| N g Se rV| ces: S umm ary All statements regarding IBM future direction and intent are subject to change

or withdrawal without notice, and represent goals and objectives only..

Service Function Description

IWMSRSRS Existing function SELECT Returns capacity for the system relative to other systems in the
sysplex (accounts for the number of registered server
instances)

IWMSRSRS New parameter SPECIFIC (1) Returns capacity for the registered server relative to all other

registered servers of the same type in the sysplex. Considers:
Goal Achievement (PI)
Queue Time for Enclaves

Health Indicator

IWMSRSRG New Parameter HEALTH Allows the server which registers to provide a health indicator from
ok=100 to not ok=0. The factor is considered as part of the weight.
IWMSRSRG HEALTH can be updated by the server at any time

IWM4HLTH New Service For address spaces which are not registered and which want to set a
health status. This status is factored into IWM4SRSC return data

IWM4SRSC New service (1) Returns capacity for another address space to which the
request is provided by the registered server. Considers

Goal Achievement (PI)
New parameter ABNORM_COUNT abnormal termination rate expressed as the number of abnormal

terminations (as passed to WLM by the IWMRPT interface) per
1000 total terminations.

(1) Goal achievement is derived from the service class the working is running in. Can be an enclave service class, a transaction manager
service class or the service class to which the address space is classified too

138 LSU October 2006 Zewrit Thorcen | 11/5/2007 © 2006 IBM Corporation
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Sysplex Routing: Enhancements for IWMSRSRS Service

New Function code ,,SPECIFIC*

Weight calculation: Product of four factors

System Utilization Factor:

Same as the resulting system weight for old ,SELECT" function (as described in the
earlier slides)

Pl Factor:

This gives an indication of how good this server, respective the work that is related to
this server, is achieving its goals as defined in the active WLM policy.

Queue Time Ratio:

If the server owns independent enclaves, the ratio of queue time to elapsed time of
those enclaves

Health Indicator:

A registered server can use the IWMSRSRG HEALTH= parameter to inform WLM
about additional states which are unknown to WLM but should be factored into the
returned weight

Remark

If multiple servers are registered on the same system, the weight is divided by the
number of the servers.
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Sysplex Routing: New IWM4SRSC Service

Characteristics
Provides routing recommendation for a given server
System scope
No registration of servers necessary

The intention of this service is to obtain routing recommendations for work which is passed through
the registered server (e.g. TCP/IP) to a server which consumes/processes the work

Input: STOKEN that identifies the address space of a server
Output: Recommendation of how good this server is suitable to receive work - the weight
A value between 1 and 64

Weight calculation: Product of two (four) factors, scaled by 64
The Pl Factor (Performance Indicator Factor)

This gives an indication of how good this server, respective the work that is related to this server,
is achieving its goals as defined in the active WLM policy.

The Importance factor

This is a measurement of how much CPU Capacity is displaceable by work of the server’s
importance, respective the work that is related to this server

The health factor
This is an indicator an address space can set via the new IWM4HLTH service
Abnormal termination rate
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User Friendly Interface for WLM Administrative Application

~ Java application

~ * Interface to WLM
ISPF datasets

~ Different views to
show relations
between policy
elements

- Real-time error
checking

~ Real-time help
~ No popup menus

= Tabular input
processing

11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006

User Friendly Interface for WLM Administrative Application

Example: Workload and Service Class Panel/View

—— e T | BT B A T PR PR Sl

119 mportance vaive can notbendl : : | Worklomd "VWKL T ServiceClass "BAV20STD"Melooty (#1)
2 & LM sy ot cistinguish betwsen periods vwith sgusl importance andl arly sightly differert velocly levels Workioad "WKLDASC" SericaClass “A3V30STD"

LSU October 2006 #ewrile Fhorsen | 11/5/2007

Information is
represented as
tables

Direct
manipulation of
tables

Display of
relations between
policy elements

Real-time error
checking

Context-sensitive
help
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User Friendly Interface for WLM Administrative Application
Example: Easy generation of new views

~ Table columns
can be moved
as needed

~ Table rows can
be sorted as
needed

* Rearranged
tables can be
edited

« Search function
for arbitrary text
within tables
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WLM Administrative Application

Example: Print View

_ © Service Definition
is converted to

—_ | ENre—" SDEAMPLE

[oomtmen” et s __ HTML-Document
* In order to print

| service Parametars HTML-Document

j :;::-:-.:M :uum.u-snm‘-mu.ﬁs-m the conﬁgured
WWW-Browser of
the Operating
System is
launched
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WLM Administrative Application

Link to existing WLM Administrative Application
Workstation: z/OS

| | install
| read/write activate
Tz " R —
! WLM a T
readjwrite ﬂ\ / WLM
’ ol \,@gi CDS

| Tables

New workstation front-end to WLMISPF Tables
FTP connection with automatic upload and download
FTP connection profiles

Policy install and activate via operator command
Delivery:
As a tool that can be downloaded via the WLM homepage

v

—

install/activate

Expected availability: 8/30/2006
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Fairly new ITSO Redbook

System Programmer's Guide to: Workload Manager (SG24-6472)

Content: @ REdbﬂqu

International Technical Support Organization

Introduction

How WLM works

WLM functions

Implementation and workload classifications

Batch considerations

TSO, STC, and APPC workloads

DB2 workload considerations

WebSphere Application Server workload considerations
UNIX System Services considerations

Transactional workload considerations

Download via:
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WLM Documentation

Documentation
z/OS MVS Planning: Workload Management (SA22-7602)

z/OS MVS Programming: Workload Manager Services (SA22-7619)

GRE%D)OOK — System Programmer’s Guide to: Workload Manager (SG24-

Redbook — z/OS Intelligent Resource Director (SG24-5952)
Redbook — Effective zSeries Performance Monitoring Using RMF
(SG24-6645)

Internet Links
WLM
SRM
RMF

s WSC
Software Pricing
IRD

Redbooks
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Additional Optimization and Management bits and bites
2/0S 1.8

[l
..||

WLM Tape /O priority

SRM calculates a static 1/O priority for all ASs and enclaves for tape
devices, to be used when no dynamic I/O priority has been assigned

WLM delays mapped to ARM services

GRS CNS processing

Now you can specify the contention notifying system (CNS) for GRS Star.
Available also for z/OS V1.7 with APAR OA11382.

Improved OAM BLOB support

OAM DB2 Binary Large Object Support enabling objects larger than 32 KB
using the binary large object (BLOB) data type. Coexistence support for
earlier release levels to coexist in an OAMplex.

SCLM improvements

Improved performance of the SCLM Library utility (option 3.1). Reduced
number of ISPF service calls and caching of certain data,

Member level locking avoids loss of updates that can occur when 2 or
more users update the same member at the same time

= Reduced amount of DASD space required to store listings from SCLM
since they can now be compressed
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z/0OS 1.8

Helping meet challenges of on demand business Improving Availability
Scalability & Performance Master console elimination, Logstream
Improving Usability and Skills Support for up to 4 TB memory, New zIIP rename, test and prod logstream
More Health Checks and framework processor, CFRM performance improvements, separation, Recoverable BRLM, GDPS
improvements, HCM, ISPF, InfoPrint GRS ENQ limits, Parallel VARY ONLINE, z/OS  enhanced recovery, Fast replication,
Central, & RRS improvements, UNIX file descriptors, Device Groups, HyperSwap trigger, z/OS UNIX latch
Extensions to the IBM Configuration DADSM/CVAF Rapid Index Rebuild, z/0S USS contention detection, ...

Assistant for z/OS Comm Server, EE asynch socket fast path, 64-bit PDSE support ...
usability improvements, ...

Optimization and Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape /O priority, JES2
balancing of WLM-managed initiators,
GRS CNS processing, Improved OAM
BLOB support, SCLM improvements,
Group Capacity Limit ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking
APIs, XL C/C++ enhancements, ...

Enhancing Security
PKI extensions, Distributed

Sysplex partitioning support, Dynamic Identity Support, RACF
DNS registration, JES3 NJE via password phrase support,
TCP/IP, TN3270 and telnet Enterprise-Wide Roles Tape data set protection, 128-
improvements, IP filtering, IKE, IPSec, wWM/EWLM Service Class Correlation, zAAP Reporting bit AES for IPSec, SAF
WTS, Samba, improved sysplex failure  for ewLM, DFSMSrmm CIM agent, RMFeServer OS  identity tokens, RACF virtual
recovery, REXX FTP interface, ... Monitoring Stage Il, WLM delay services mapped to ARM key rings, IDS configuration,

Extending the Network

© 2006 IBM Corporation
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z/OS 1.8 Security Enhancements

= Enhancements to RACF profiles:

RACF database enhancements to allow a template block to be
continued into another block

New class attribute for disallowing generic profiles in a class
IRRDPIOO0 LIST command granularity

IRRUT200 and IRRUT400 utility updates:
Improvements will help prevent database corruption

Distributed identity support:

SAF ldentity Token support
EIM/TAM schema convergence

Password phrase support

14-100 character password phrases
Vastly larger namespace

Virtual key-ring support
All certificates owned by the same user ID can be in a virtual key-ring
No need to manually create the virtual key-ring
Can help simplify administration for SSL applications such as FTP
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z/OS 1.8 Security Enhancements...

PKI Extensions:

SCEP support (programmatic certificate request support for
network devices)
Multiple CA support (in a single image)

Support for defining IDS policy in a file
In addition to via LDAP

Improved tape data set security administration
_(Iggg ILEJBGS BATASET class without activating TAPEVOL or

Can specify that all data sets on the same tape should have
common authorization

IPSEC support for 128-bit AES

EAL4+ certification for z/OS 1.7 with the optional RACF
feature:

For Controlled Access Protection Profile (CAPP) and
Labeled Security Protection Profile (LSPP)

PKDS Key Management SPE
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z/OS 1.8 Security Enhancements
RACF DB Enhancement: Template Expansion

There is no way to disallow generic profiles permanently in :
IRRDPIOO0 LIST command has voluminous output

The RACF USER profile template is almost full (approaching 4K Limit).
Template for each profile (group, user, dataset, general resource) fits in one 4K block

In order to add new RACF database fields to the user profile the template must
expand into another block

With z/OS 1.8 RACF Initialization and utility Frocessmg is updated to allow
for any template to expand more than one block (4K)
This means that new fields can be added to RACF DB in future

Any application which reads and processes the RACF database templates
directly may be affected

Support is transparent to applications which use intended interfaces to process
RACF database fields

RACROUTE, ICHEINTY / ICHEACTN / ICHETEST, RACF commands
(ADDUSER, RDEFINE etc), RACF callable services (R_admin, ck_access, etc)

> Roll back support to z/OS V1R4, V1R5, V1R6, and V1R7 with APAR OA12443
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Security RACF DB Enhancement

Generic Profiles

No way to disallow Generic profile processing for install defined class

—  With z/OS 1.8 a RACF class can be defined with an attribute that prevents
generic profiles from being created in that class

New ICHERCDE keyword: GENERIC=ALLOWED | DISALLOWED

Following IBM defined classes are updated with GENERIC=DISALLOWED
CDT, KERBLINK, REALM, SECLABEL, and SECLMBR

When sharing DB with a lower level system make sure you:

Always administer a dynamic class that disallows generics from a system
running z/OS 1.8 or higher.

Always administer profiles in dynamic classes where generics are
disallowed from systems running z/OS 1.8 and higher.
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Security RACF DB Enhancement
IRRDPIO0 enhancements

= |IRRDPIOO lists every field definition in the RACF DB.
— This causes thousands of lines of output

= With this enhancement you will have a possibility to specify a more
granular listing
IRRDPIOO0 LIST command has new keywords to specify profile type,
segment name, and field name

IRRDPIO00 LIST [ (profile-type [ segment-name | field-name ] ])]

Example: To list all fields in the OMVS segment of the USER profile,
issue:

IRRDPIOO LIST(USER OMVS)

Example: To list the HOME keyword in the OMVS segment of the USER
profile, issue:
IRRDPIOO0 LIST(USER OMVS HOME)
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Security RACF DB Overwrite Issue — The problem

Utility Enhancement

Both IRRUT200 and IRRUT400 has enhancements to prevent potential Data
corruptions.

Database corruption resulting from running IRRUT200

IRRUT200 copies/verifies datasets on a 1-1 basis. Used to backup datasets.

Corruption may occur when DD SYSRACF (source) equals DD SYSUT1 (target).
dCorruption may also occur if both DDs are specified and SYSUT1 is an in-use active RACF
ataset.
Database corruption resulting from running IRRUT400

IRRUT400 copies datasets on an X-to-Y basis. Used to shrink a database from X to X-n
datasets. Used to expand a database from X to X+n datasets. Also used to copy X to X

datasets across DASD types. All rebuild the index.
Corruption may occur when DD INDDx (source) equals DD OUTDDx (target).
Corruption may also occur if OUTDDx is an in-use active RACF dataset

Copying active primary datasets to active backups may not result in mirror
images.

The process is multi-step and unserialized.

Today one must use IRRUT200 to copy the active primary to a dataset with the same
name as the active backup, but on a different volume. Then RVARY INACT the active
backup and uncatalog it. Then catalog the new copy. Then RVARY ACTIVE the backup,
picking up the new copy.

If updates to the primary occur after the IRRUT200 copy function, then by the time
the backup is activated, it is no longer an exact copy of the primary
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Security RACF DB Overwrite Issue — And a Solution

Utility Enhancement

The new safety features for both IRRUT200 and IRRUT400 are similar.
Both will take volume labels into account.

IRRUT200

when DD SYSRACF (source) equals DD SYSUT1 (target) issue message
IRR62073l, terminate utility with RC=12

when both DDs are specified and SYSUT1 (target) is an active RACF dataset,
issue message IRR62072l, terminate utility with RC=12

IRRUT400

when INDDx (source) = OUTDDx (target) issue message IRR650411, terminate
utility with RC=16

when OUTDDx (target) is an active RACF dataset, issue message IRR65040l,
terminate utility with RC=16
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Security RACF DB Overwrite Issue — And a Solution.. .}

Utility Enhancement

The new IRRUT200 synchronized copy:

First run IRRUT200 in the usual to ensure that the active primary
dataset is

Run IRRUT200 as if you were doing a copy (DDs for both SYSRACF and SYSUT1),
but add new keyword PARM=ACTIVATE

no verification is performed for PARM=ACTIVATE, SYSIN and SYSPRINT are ignored

SYSUT1 (target) must be the in-use inactive backup associated with the SYSRACF
(source) specmed in-use active primary

the existing IRRUT200 rule of copying only between similar device types still applies

IRRUT200 will % et exclusive serialization. After the copy completes, an internal
RVARY ACTIVATE against the SYSUT1 (target) specified backup will be done.
Serialization will be released.

In addition to the IRRUT200 messages, RVARY messages will now be found in
IRRUT200’s SYSUT2 DD.

There will be no RVARY password prompt.
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Encryption of Data

A Business Imperative

Businesses are proactively
focusing on securing customer
and business data

Increasing regulatory
requirements driving need for
security of data for audit and
compliance

Recent events highlight impacts
caused by loss/theft of removable
data

Requirements for tighter security
driving need for encryption of
data
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Security Headlines Daily

Is Anything More Important to the Success and Survival of .,‘
Your Business?

More Than 90% Of Companies Regularly
Expose Employee And Customer Data’

FBI — Businesses Reluctant To Report Cyber
Attacks?

One In Four Identity-Theft Victims Never Fully
Recover3

PCI: Card Associations Unite to Fight Fraud
With Collaborative Standard*

1 Reconnex Insider Threat Index August 2005

2 2005 CSI/FBI Computer Crime and Security Survey
3 Nationwide Mutual Insurance Co. Survey July 2005
4 Green Sheet Inc. August 2005 Issue 2
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Regulatory and Compliance Considerations

Gramm-Leach-Bliley Financial
Services Modernization Act (GLBA)

Sarbanes Oxley (SOX)

European Union Data Protection
Directive (EUPA)

International IT Security Standard
(1ISO 17799)
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Potential Costs of A Security Breach

% Cost of research and recovery
% Cost to notify customers

$ Lost customers/business

% Problem solution or remediation

¢ Claims from trusted vendors and
business partners

$$ Damage to brand image
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The Power of Mainframe Encryption
Helping to reduce risk across your value-net

Helping to protect data
over the Internet

Helping to protect data
leaving your enterprise*

Customer objectives:

Only intended party
is allowed to decrypt

Availability of the
keys and decryption
services when you
need them Centralized Helping to protect

Key Management archived data

« IBM Encryption Facility for z/OS planned GA dates:
+ Encryption Services — 28 Oct, 2005
+ DFSMSdss Encryption - 2 Dec, 2005
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IBM Encryption Facility for z/OS, 1.1

Licensed Program Product
MSU-based pricing*
Runs on the following servers:  System z9 109 (z9-109), or equivalent
zSeries 2900 or z990, or equivalent
zSeries 2800 or z890, or equivalent

Requires: z/OS V1.4 or higher  z/OS.e V1.4 or higher

N\

Feature: Encryption
Services

Feature:
DFSMSdss

LSU October 2006 Zewrib Thorsen |

Optional Priced Feature

Supports encrypting and decrypting of
data at rest (tapes, disk)

Supports either Public Key/Private
keys or passwords to create highly-
secure exchange between partners

Encryption
Optional Priced Feature

Encryption Facility Client

Web download

Allows encryption and
compression of DUMP data sets
created by DFSMSdss

Supports decryption and
decompression during RESTORE

Java technology-based code that
allows client systems to decrypt and
encrypts data for exchange with z/OS
systems

11/5/2007 © 2006 IBM Corporation
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The Mainframe
A History of Enterprise Security

Hardware Cryptography: 1970

RACF: controls access to resources and
applications — 1976

Key management built into operating system
(ICSF) — 1991

Security Applications: Tivoli & Leading Software
Vendors

Intrusion Detection Services (IDS): 2001

PKI: create digital certificates & act as Certificate
Authority (CA) — 2002

Multilevel Security (MLS): 2004

Encryption Facility for z/OS: 2005
= Encrypting Tape Drive TS1120: 2006
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Future Directions —
Extending Encryption to IBM TotalStorage

Statement of Direction:

To address customers' growing concern with data security, IBM is announcing a statement of
direction for the development, enhancement and support of encryption capabilities within storage
environments such that the capability does not require the use of host server resources.

This includes the intent to offer, among other things, capabilities for products within the IBM
TotalStorage portfolio to support outboard encryption and to leverage the centralized key
management functions planned for z/OS ICSF.

Tape

Announced 2006

- Disk
\\\\ -——_ Data
‘~\\ ~
T Tl R Statement
"Cryption ke; T N of
Enterprise-wide Direction

Key Management

Statements regarding IBM's future direction and intent are subject to change or withdrawal
without notice, and represent goals and objectives onl
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Tape encryption with System z 7 Help secure data

g7 from theft or
in the enterprise s compromise

» Flexible options

Why z/0S Encryption Facility for z/0S, V1.1 for business

] t h
centralized key : E:t:z:zznange

managemen t? Data Encryption _ encrypt and

N

decrypt using
no-charge JAVA
client

= Supports public
key or password
based exchange

in the Server

Can help to
protect and
manage keys

— Highly secure
and available
key data store

Data S Hiahl
Encryption in ighly secure

S1 12* tape Iibrary

» High performance
archive
encryption

Centralized
Key Management €

Long term key
management

Disaster

Lifozﬁ.ri‘{ies Plans for encryption in /
Single point of IBM Sys*tem Storage
control 2H2006

Over a decade of
production use

» Transparent to
existing
processes and
applications

= Can help provide
audit compliance

Enterprise scope
LSU October 2006 %ﬁﬁéﬁrgﬂarding IBM’s future directigs/aodmtent are subject to chang&pp006 IBM Corporation

t notice, and represent goals and objectives only.
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Establishing a Trusted Exchange with Your Partners

Key Exchange —
= Digital Certificates or passwords can be used to identify and authenticate

oital @ Your Partner
Certificate Your Partner
e

 Partner

Your private key Partner's private key
Partners public key

Enterprise-wide
Key Management

“l know you by your Public Key, so | can create a file that only you can read.”
OR
“l know you by your password.”

Options for Partners to acquire a Digital Certificate:
1. z/OS customer can generate a certificate for the partner
- z/OS can be a Digital Certificate Authority using z/OS PKI Services
2. Partner may already have a Digital Certificate
3. Partner may use third party Digital Certificate Authority
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Encrypting with Key Management

You

Encryption Facility
feature:
Encryption Services

Enterprise-wide

Key Management l
Invoked via JCL Partner decrypts file
1) Generate data key for either AES128 or TDES encryption 1 Decrypt data key with RSA
- random for RSA key management, or private key,
- derived from password via PKCS#12 or derive data key from the
2) If RSA key mgmt: password

- encrypt data key with RSA public key, and
- store encrypted data key in the file header
3) Compress the data
4) Encrypt the data using the data key If z/OS site: can use Encryption
5) Send file to partner Facility for z20S or
Encryption Client (Java code)

If non-z/OS: uses Encryption

* Optionally leverages piping functions in z/OS Unix Systems Client (Java code)
Services to help reduce elapsed time for large datasets

2 Decrypt the data
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Archival Encryption with DFSMSdss and Key Management

Three options for invoking encryption in DFSMSdss:
z/0S with DFSMSdss 1. Additional Keyword in DUMP and RESTORE

commands
2. DFSMShsm
Encryption Facility 3. ISMF panels

feature:
DFSMSdss Encryption

Enterprise-wide
Key Management

v

1) Generate data key for either AES128 or TDES encryption
- random for RSA key management, or

- derived from password via PKCS#12 Off-site Storage
2) If RSA key mngt, encrypt data key with RSA public key, and — Facility

- Store encrypted data key in the file header
3) Compress the data Archived tapes

4) Encrypt the data using the data key
5) Send file to off-site storage facility

Tapes without Encryption With Encryptl.on No With Encryption an.d
Compression Hardware Compression
Estimated* resulting tape volumes: X 2.3X 1-1.5X

* These measurements are examples of the maximum compression achieved in a lab environment with no other processing occurring and do not represent actual
filed measurements. Further, the type of data will affect the hardware and software compression capabilities. Details available upon request.
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Recovery with Centralized Key Management

Primary Data Center

Disaster Recovery Site

z/OS with DFSMSdss

Master Key

Encryption Facility
feature:
Encryption Services

Enterprise-wide
Key Management

.

Encryption Facility
feature:
DSS Encryption Feature

Remote
Storage Facility

Hundred of
archived tapes

Enterprise-wide
Key Management

Tapes from partners,
customers, remote sites

Single source for public keys
simplified management
simplified recovery
audit and access controls
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Security
PKDS Key Management SPE

z/0OS Encryption Facility (EF) became available 4Q2005

Requires exchanging public keys with business partners to enable data encryption

No native PKDS key management functions in ICSF
End users need to generate key pairs and extract public keys

EF requires certificate/key management support in the Security Manager (RACF, ACF/2, etc) to
do the above

Procedure to exchange keys between mixed shops difficult
ICSF for z/OS 1.8 updated with new panels to:
Generate/delete public and private key pairs in the PKDS

Export the public half as a self-signed x.509 certificate
Import a public key from a partner’s certificate into the PKDS

Function contained in the base of HCR7731 (V1R8)

Also rolled back to earlier releases as an SPE
APAR Number - OA15156

Releases
HCR770A, HCR770B, HCR7720, and HCR7730
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z/0OS 1.8

Helping meet challenges of on demand business Improving Availability
Scalability & Performance Master console elimination, Logstream
Improving Usability and Skills Support for up to 4 TB memory, New zIIP rename, test and prod logstream
More Health Checks and framework processor, CFRM performance improvements, separation, Recoverable BRLM, GDPS
improvements, HCM, ISPF, InfoPrint GRS ENQ limits, Parallel VARY ONLINE, z/OS  enhanced recovery, Fast replication,
Central, & RRS improvements, UNIX file descriptors, Device Groups, HyperSwap trigger, z/OS UNIX latch
Extensions to the IBM Configuration DADSM/CVAF Rapid Index Rebuild, z/0S USS contention detection, ...

Assistant for z/OS Comm Server, EE asynch socket fast path, 64-bit PDSE support ...
usability improvements, ...

Optimization and Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape I/O priority, JES2
balancing of WLM-managed initiators,
GRS CNS processing, Improved OAM
BLOB support, SCLM improvements,
Group Capacity Limit ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking
APIs, XL C/C++ enhancements, ...

Enhancing Security
PKI extensions, Distributed
Identity Support, RACF

Extending the Network
password phrase support,

Sysplex partitioning support, Dynamic .
DNS registration, JES3 NJE via Tap;ﬁ:g:—!ssl‘et ;7;%601‘/%12\ ,_128-

' oot TNS??O .and P Enterprise-Wide Roles idenltity tokeonrs R:Cch virtual

improvements, IP filtering, IKE, IPSec, \y; \/EwLM Service Class Correlation, zAAP Koy rings, IDS confioutatior

WISéos\‘,lsz?q,éT(g(rg\_/reF? ii¥§§;ecxefailure Reporting for eWLM, DFSMSrmm CIM agent,
v """ RMFeServer OS Monitoring Stage Il, WLM delay
services mapped to ARM ...

© 2006 IBM Corporation
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Enterprise-Wide Roles
EWLM/WLM service class correlation
WLM accepts classification when same-named SC passed from EWLM

New DFSMSrmm CIM agent support
Support creation, change, and deletion of volumes and data sets

Complements the query and display functions in z/OS 1.7

zAAP reporting for EWLM

Infoprint Central GUI improvements
Real-time status information display
Change online/offline status, reset a printer
Stop a print job without canceling it
Auditability enhancements
TRACEROUTE support

© 2006 IBM Corporation
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z/OS 1.8

Helping meet challenges of on demand business Improving Availability
Master console elimination, Logstream
Improving Usability and Skills Scalability & Performance rename, test and prod logstream
More Health Checks and framework Support for up to 4 TB memory, New zIIP separation, Recoverable BRLM, GDPS
improvements, HCM, ISPF, InfoPrint processor, CFRM performance improvements, enhanced recovery, Fast replication,
Central, RRS improvements, Extensions GRS ENQ limits, Parallel VARY ONLINE, z/OS HyperSwap trigger, zZOS UNIX latch
to the IBM Configuration Assistant for UNIX file descriptors, Device Groups, contention detection, ...
z/OS Comm Server, EE usability DADSM/CVAF Rapid Index Rebuild, z/OS USS
improvements, ... asynch socket fast path, 64-bit PDSE support ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking
APIs, XL C/C++ enhancements, ...

Optimization and Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape I/O priority, JES2
balancing of WLM-managed initiators,
GRS CNS processing, Improved OAM
BLOB support, SCLM improvements,
Group Capacity Limit ...

Enhancing Security
PKI extensions, Distributed
Identity Support, RACF
password phrase support,
Tape data set protection, 128-

Extending the Network
Sysplex partitioning support,
Dynamic DNS registration, JES3 NJE

via TCP/IP, TN3270 and telnet ;
: ts. IP filteri IKE Enterprise-Wide Roles . b’t.AES for IPSec, SAF
Improvements, ltering, ) . : identity tokens, RACF virtual
IPSec. WTS. Samba. im WLM/EWLM Service Class Correlation, zZAAP ) ) .

) ) , improved . key rings, IDS configuration,

svsblex failure recoverv. REXX FTP Reporting for eWLM, DFSMSrmm CIM agent,
ysp - f Y RMFeServer OS Monitoring Stage Il, WLM delay
Interface, ... services mapped to ARM ...
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Communications Server Support
Recent history: z/0S 1.4-1.5

=« 2/0S 1.4
Sysplex wide security associations
Sysplex wide source VIPA
=« z/0S 1.5
Increased VIPADISTRIBUTE ports (4 -> 64)
Increased maximum DVIPAS per stack (256 -> 1024)
Sysplex Distributor enhancements
- timer based "stickiness" for IP address, DVIPA, and ports
~ round robin distribution
Enhanced DVIPA activation in a sysplex
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Communications Server Support
Recent history: z/0S 1.6-1.7

=« z/0OS 1.6
Extended configuration control for outbound connections
- outbound connections use same IP address as inbound
- job specific source IP addressing
Self monitoring for improved availability of TCP/IP stacks
Can use sysplex distributor without z/OS stack being a general intermediate routing
node
All sysplex functions support IPv6
z/OS Load Balancing Advisor (LBA) - 4Q04
- for outboard load balancers
- supports all IP based application workloads
- sysplex scope
- z/OS 1.4 and above

« 2/0S 1.7

Improved automomics to reduce/eliminate operator actions

Improved usability for DVIPAs

Improved intra-sysplex flexibility for sysplex distributor and DVIPA

Improved sysplex distributor load balancing decisions and end user response time
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Communication Server Sysplex Directions

Use of “local” vs “remote” connectors in a sysplex results in performance
vs. availability tradeoffs

Improved Comm Server controls allowing configuring the level of “favor”
for local connectors

Additional (beyond that provided in z/OS 1.6) capability for choosing
outbound IP connections
Destination based source IP address selection

Useful if JOBNAME is unpredictable or if a JOB connects to multiple
business partners

z/OS 1.6/1.7 Comm Server recovers from range of error conditions
within Sysplex

Add automated recovery from network outage conditions

Network interface (active/inactive), 1t hop router issues, etc.
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Communication Server Sysplex Directions...

Connectivity to multiple network security areas (zones)

Enhanced structure and function to enable networking Sysplex functions
connected to multiple security zones

Support for Dynamic DNS (DDNS) for dynamic name registration
(previously supported by DNS/WLM function)
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z/OS 1.8 Communications Server news
VTAM and TCP/IP network sysplex partitioning support

Can define multiple logical networks within a sysplex

Dynamic DNS registration/deregistration

IBM Configuration Assistant for z70OS Communications Server GUI
Introduced in z/OS 1.7 as the Network Security Configuration Assistant
Extended in z/OS 1.8 to help with IDS and QoS configuration

IPv6 support improved

WTS (Windows Terminal Server) support

SMB support for Linux Samba clients

REXX interface designed to allow calling FTP programmatically
Sample program included

JES3 support for NJE via TCP/IP (delayed availability)*
New NJERMT parameters
New NETSERV, and SOCKET statements.

Planned availability 1H2007

All statements regarding IBM’s future direction and intent are subject to change or
withdrawal without notice, and represent goals and objectives only.
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z/OS 1.8 Communications Server news...

Communications Server callable APlIs:

Support for dropping multiple TCP connections or UDP endpoints

Enhancing the Enterprise Extender network management interface to
allow CP name wildcarding for HPR connection requests

TN3270 connection management:

New API designed to allow for the retrieval of performance data for
TN3270 server sessions

Add TCP connection IDs to TN3270 SMF records
Telnet enhancements:

Ability to specify TN3270 servers should automatically clean up hung
SNA Telnet sessions when a new TN3270 connection is initiated

Support for the resolution of system symbols for Telnet unformatted
system services message (USSMSG) processing.

USS table assignment from the LU exit designed to provide more
flexibility in assigning a USS table based on client criteria.
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LSU Specific Network presentation will cover much
more details
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z/0OS 1.8

Helping meet challenges of on demand business Improving Availability
Scalability & Performance Master console elimination, Logstream
Improving Usability and Skills Support for up to 4 TB memory, New zIIP rename, test and prod logstream
More Health Checks and framework processor, CFRM performance improvements, separation, Recoverable BRLM, GDPS
improvements, HCM, ISPF, InfoPrint GRS ENQ limits, Parallel VARY ONLINE, z/OS  enhanced recovery, Fast replication,
Central, & RRS improvements, UNIX file descriptors, Device Groups, HyperSwap trigger, z/OS UNIX latch
Extensions to the IBM Configuration DADSM/CVAF Rapid Index Rebuild, z/0S USS contention detection, ...

Assistant for z/OS Comm Server, EE asynch socket fast path, 64-bit PDSE support ...
usability improvements, ...

Optimization and Management
WLM, zAAP Stage 2, Sysplex
Distributor, Tape I/O priority, JES2
balancing of WLM-managed initiators,
GRS CNS processing, Improved OAM
BLOB support, SCLM improvements,
Group Capacity Limit ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab
support; LE improvements, new
LDAP server, z/0S XML System
Services, BPXBATCH, CIM, XPLINK,
Networking APIs, XL C/C++

Enhancing Security

enhancements, ... PKI extensions, Distributed
Identity Support, RACF
Extending the Network password phrase support,
Sysplex partitioning support, Dynamic Tape data set protection, 128-
DNS registration, JES3 NJE via Enterprise-Wide Roles ~ bit AES for IPSec, SAF
TCP/IP, TN3270 and telnet WLM/EWLM Service Class Correlation, zAAP identity tokens, RACF virtual
improvements, IP filtering, IKE, IPSec, Reporting for eWLM, DFSMSrmm CIM agent, key rings, IDS configuration,
WTS, Samba, improved sysplex failure RMFeServer OS Monitoring Stage Il, WLM delay
recovery, REXX FTP interface, ... services mapped to ARM ...

© 2006 IBM Corporation
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z/OS 1.8 Enhancements at a Glance
Integrating New Applications

NEW LDAP server
BPXBATCH enhancements
z/OS XML System Services
Unicode improvements

USS /etc/inittab support

XPLINK enhancements
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z/OS 1.8 LDAP Enhancements at a Glance

Significantly improved performance, availability, scalability and auditing

= Better performance
= The z/OS LDAP V1.8 server is rewritten:
= from C++ to C, which includes a restructure of both front and back end.

= The SDBM backend is modified to use the enhanced SAF R_Admin interface.

= A file based back end, LDBM, provides better performance as all eniries are
cached in storage for quick retrieval.

=Better availability

= The z/OS LDAP server will now provide ARM, TCP/IP restart, Dynamic
network interface management, and sysplex support for LDBM

=Scalability and constraint relief

= The z/OS LDAP server is 64 bit capable for all backends except for TDBM
because DB2 does not support 64 bit in the 1.8 time frame.

= Auditing support
= z/OS LDAP 1.8 provides new S 83 audit records for the LDAP server.
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z/OS 1.8 LDAP Enhancements at a Glance...

Significantly improved RAS, ease of use, cross-platform consistency and security

=Additional RAS support
= LDAP 1.8 provides 2 Health Checks. Ability to trace and invoke dumps in LDAP
=Ease of use support

= LDAP server provides a file-based backend, LDBM, eliminating need for DB2.
Also the change log (GDBM) no longer uses DB2. Instead it is file based.

= Both of these supports make it easier for you to setup and deploy z/OS LDAP.
= Cross-platform consistency

= z/OS 1.8 LDAP Client and Server provide additional functions that the current
IBM Tivoli Directory Server already has.

=Security enhancements

= z/OS 1.8 LDAP eliminates requirement for OCSF for cryptographic support. The
functions provided by OCSF are now contained in z/OS LDAP.

New ITDS LDAP server NOT available at z/0S 1.8 GA
Planned availability on z/OS 1.8 in 1H 2007

All statements regarding IBM’s future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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z/OS 1.8 BPXBATCH enhancements

longer input parameters and MVS DS output support: description

= Current limitations in BPXBATCH input and output

= make it more difficult to create and maintain BPXBATCH jobs
compared to other batch utilities. (\

=~ g

=  BPXBATCH Enhancement enables you to:

= Specify much longer input parameters
= Up t0 64,536 chars as opposed to old 100 chars limit
= Up to 32.754 chars for TSO Commands

= Be able to have data from the standard output and standard error
streams to MVS Data sets (instead of just z/OS Unix Files)
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z/OS 1.8 BPXBATCH Enhancements

longer input parameters and MVS DS output support: implementation

= Larger Input Parameter Strings:
= New sTDPARM DD to allow specification of UNIX file or MVS DS to
contain input parameters up to 65,536 in length
= Traditional MVS input data sets can be used for STDPARM
= SYSIN, Sequential, PDS/PDSE member

= Specification of sTbPARM overrides usage of ParM= on BPXBATCH
invocation

= BPXBATCH TsO Command enhanced to allow up to 32,754 length input
string on command invocation

"= STDOUT/STDERR to MVS Data Sets

— DDs will now support specification of traditional MVS data sets:

= Allows output from BPXBATCH jobs to be directed to sysouT, sequential or
PDS/PDSE Members

= Data sets should have L.rECI that will allow all lines to fit or truncation will occur
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z/OS 1.8 XML Services

Overview — why is this new component needed?

= z/OS XML System Services is a NEW component of z/OS 1.8
=XML is important to z/OS
“New workloads are often XML based
=Databases (i.e. DB2) provides integrated XML Support
=Platforms, middleware, applications must handle XML efficiently
=XML parsing overhead threatens to become serious cost problem
=Imbedding, or pre-req. of a parsing package not feasible
“Need a good place to implement platform-unique optimization
=Open software APIs are often not stable
*Need to support z/OS operating environments
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z/OS 1.8 XML Services

Overview — and what are the benefits?

Using z/OS XML, you can expect these benefiis:
Parse XML documents into an easily digested binary form

Verify “well-formedness” of XML documents
Have large documents be parsed in segments.

Use application-specific exits for storage management and string

identifiers
Query the encoding of XML documents

Obtain high performance and high availability in z/OS environments
designed for enterprise class z/OS applications with a need to handle XML

LSU October 2006 Zewrib Thorsen |
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z/OS 1.8 Unicode Improvements

="Unicode on Demand” introduced in z/OS 1.7
= Support dynamic loading of tables when running in TCB mode only.
= SRB mode environments cannot dynamically add tables to storage.

=All tables that are loaded in storage are always page fixed.
=Tables loaded in Common Area Data Space - CADS). You do not have a choice.

=Changes are made to z/OS 1.8 Unicode support:
= Allow adding tables when running both TCE mode and SEE mode.
= Provide an option to page fix the tables when loaded into storage.

=The previous support based on the Unicode 3.0.1 Standard

=z/OS 1.8 Provide support for later Unicode Standards in Normalization service
*Unicode 3.2.0
*Unicode 4.0.1
*Unicode 4.1.0
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z/OS 1.8 USS etc/inittab support

“In z/OS 1.8 the /etc/inittab file is the same as used on other UNIX platforms.
"/etc/inittab allows you to:

= |dentify system processes that can be started at system initialization;

= To identify processes that can be restarted automatically when they unexpectedly end.
= If /ete/inittab exists in your system, it is used instead of the /etc/rc files.
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XPLINK — What is it? And what is it good for?

... implemented at the System z Hardware level

Extra Performance Linkage (XPLINK) is a call linkage between programs that has the
potential for in case of frequent calls between small

functions or subprograms.

The C/C++ subroutine linkage on z/OS cannot be considered state-of-the art with
respect to performance.

It represents a disproportionate percentage of total execution time, higher yet for C++ than
for C due to the many, typically small, functions.

Depending on the style of programming, the total prolog/epilog cost may reach a double
digit percentage even for C, and thus represents a significant potential for further program
optimization.

XPLINK significantly speeds up the linkage for C and C++ routines by using a
downward-growing stack and by passing parameters in registers. It includes support
for l:eelgtrar(lj’t and non-reentrant code, for calls to functions in DLLs, and compatibility
with old code.

With XPLINK, the linkage and parameter passing mechanisms for C and C++ are
identical. If you link to a C function from a C++ program, you should still specify
extern C to avoid name mangling.

The primary objective of XPLINK is to make subroutine calls as fast and efficient as
possible by removing all nonessential instructions from the main path.
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XPLINK Enhancements Overview

=XPLINK Improvements

= Improve execution environment between XPLINK and non-XPLINK
programs,

=| E now allows a function pointer to be passed from a non-XPLINK
compiled program to an XPLINK compiled program without
restrictions

Improved XPLINK transition tracing

=XPLINK greatly increases the performance of C/C++ applications

=Transitions between XPLINK and non-XPLINK code can reduce its
effectiveness.

=Often difficult/impossible to determine where transitions occur in the
application

=With this enhancement a new trace levels added to the existing LE
TRACE run-time option to trace these transitions

LSU October 2006 Zewrit Thornsen | 11/5/2007 © 2006 IBM Corporation




LSU Danmark 2006

Application Integration
New z/OS XML System Services component of z/OS

New CIM version, designed to include

Expected to help satisfy requirements for high performance or unique
environmental XML non-validating parsing

Support for cross-memory and SRB modes

Initial support for HLASM; IBM plans to add C/C++ high-level lang
in a future release

Also planned to be made available on z/OS 1.7*

An upgrade of the CIM Server Runtime Environment to V2.5.1
of OpenPegasus from the Open Group

CIM Schema upgrade to 2.9
Additional resource instrumentation

Support for Embedded Objects, Events (CIM Indications), HTTP Chunking, and
the capability to run CIM providers in a separate address space

Command line interface for running CIM Client requests against the CIM Server
Designed to provide security, reliability, and scalability improvements for CIM

*§Fs[a}é§ernts regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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Application Integration: New LDAP server (1H2007)*

Designed to improve performance, scalability, auditability, availability, and ease
of use, and planned to include:

z/OS UNIX file-based backend for small- and medium-sized
directories with memory caching for all directory entries, to help
simplify setup and operation of small- and medium-sized directories

In addition to existing support for DB2-based backstore

ARM and TCP/IP restart support

Parallel Sysplex support designed to enhance s?/nchronization of
LDAP servers within a sysplex and allow a sysplex group to
replicate with other LDAP servers

SMF records designed to improve LDAP auditability.
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Application Integration
Unicode collation tables:
New needed by middleware applications added

Based on the Unicode Collation Algorithm (UCA), which conforms to the Unicode
4.0 standard

Improvements for Language Environment’s Preinitialized Environments for Authorized
Programs:

Support for changing the number of system-managed environments dynamically
Improved failure data collection capabilities and more recovery options
inittab support in z/OS UNIX for Java recovery
Provide de facto standard recovery methods
XPLINK transition tracing

Can help optimize application performance

Additional locale Euro support for EU countries

Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, Slovenia
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Application Integration

RMF eServer OS monitoring Stage 2 for z/OS

A WBEM profile based on the IETF SLP protocol, intended to make self-discovery
of the CIM-based monitoring service easier

Support for CIM indications, designed to enable exploiters using standard CIM
client applications to subscribe to asynchronous events

Expose some additional existing RMF data to CIM

BPXBATCH improvements

STDIN, STDOUT support for sequential & SYSOUT data sets, PDS(E) members
Also available now on z/OS R5 and up with APAR OA11699

CLIST variable pool and REXX OUTTRAP constraint relief for
authorized programs

Move data area above the 16MB line
Larger storage area available for authorized programs

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation



LSU Danmark 2006
Application Integration

XL C/C++ improvements
Some C99 features added for C++ to help improve portability

New compiler options, including some for storage use and code
optimization

Improved interoperability with CICS, Inter-Procedure Analysis (IPA)
optimization enhancements, ...

Support for flockfile() family in Language Environment

Implemented in a way intended to be compliant with SUSV3 standard fro
these functions

ISPF EDIT informational messages made available to EDIT macros
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Perl - Practical Extraction and Report Language
Perl for z/0S

Perl V5.8.7

All core functions and libraries supported
Pre-configured/compiled

SMP/E installed

All known defects addressed

Runs on z/OS 1.4 and higher

Feature of IBM Ported Tools for z/0OS V1R1M1
Program number: 5655-M23
COMPID: 5655M2303
FMID: HPRL110

Facilitate migration of web-based applications to z/OS

Provide a popular tool for new applications
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z/0OS 1.8

Helping meet challenges of on demand business Improving Availability

Master console elimination, Logstream

Improving Usability and Skills Sfcalab"/"ty 4&Tge’f o mancil P rename, test and prod logstream
More Health Checks and prosc"égg Z’: glr:gﬁﬂtf)erformn;igofgv’proe\/vg ; ents separation, Recoverable BRLM, GDPS
. J J h F / t J
framework improvements, HCM,  coc"eney jimits Parallel VARY ONLINE, zog  SPhanced recovery, Fast replication

HyperSwap trigger, z/0OS UNIX latch

ISPF, InfoPrint Central, & RRS UNIX file descriptors, Device Groups, contention detection. ..

improvements, Extensions to the  papsm/CVAF Rapid Index Rebuild, 2/0S USS
IBM Configuration Assistant for asynch socket fast path, 64-bit PDSE support ...
z/0OS Comm Server, EE usability

improvements, ... o
provements, Optimization and Management

WLM, zAAP Stage 2, Sysplex
Distributor, Tape I/O priority, JES2
balancing of WLM-managed initiators,
GRS CNS processing, Improved OAM
BLOB support, SCLM improvements,
Group Capacity Limit ...

Integrating new Applications and
Supporting Industry and Open
Standards
Unicode improvements; inittab support;
LE improvements, new LDAP server,
z/OS XML System Services,
BPXBATCH, CIM, XPLINK, Networking

APIs, XL C/C++ enhancements, ... Enhancing Security

PKI extensions, Distributed

Extending the Network Identity Support, RACF
Sysplex partitioning support, Dynamic password phrase support,
DNS registration, JES3 NJE via Tape data set protection, 128-
TCP/IP, TN3270 and telnet Enterprise-Wide Roles ~ bit AES for IPSec, SAF
improvements, IP filtering, IKE, IPSec, WLM/EWLM Service Class Correlation, zAAP Reporting identity tokens, RACF virtual
WTS, Samba, improved sysplex failure  for eWLM, DFSMSrmm CIM agent, RMFeServer OS key rings, IDS configuration,

recovery, REXX FTP interface, ... Monitoring Stage Il, WLM delay services mapped to ARM
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2/08 1.8 Simplificatior | latestEnhancements |

IBM Health Checker for z/0S

_ In z/OS 1.8, the Health Checker Framework is

- Configuring for best practices enhanced and will provide following:
— Helping to avoid outages
- Checks against active settings Enabled for NLS
- Notifies when exceptions found PARMLIB Check Definition
* Runs on all supported releases of z/OS Define/add a check via a PARMLIB

definition instead of needing a program that
does the definition

Enhanced Policy Support

Support multiple policies
Verbose command output

Check output be as verbose as possible
Parameter Parser

Provide a service usable by check routines
to parse parameters

* Majorily of iliese ciiecks are avaiiabie on prior reieases
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z/OS 1.8 Simplification
IBM Health Checker for z/0S — New Checks
Communications Server checks to alert you to nhon-recommended TCP/IP configuration values

TCPIP Checks
CSTCP_TCPMAXRCVBUFRSIZE_ tcpipstackname

CSTCP_SYSTCPIP_tcpipstackname
VTAM Check

CSVTAM_CSM_STG_LIMIT
RACF Checks

RRS check to highlight when a configuration varies from the IBM recommendation
ASM

Check for unused PARTE entries

Check for COMMON page data set

Check the current TOTAL AUX SLOT usage

LOGGER (OA15593) — z/OS 1.7 and z/OS 1.8

CHECK (IBMIXGLOGR, IXGLOGR_STRUCTUREFULL)
CHECK (IBMIXGLOGR, IXGLOGR_STAGINGDSFULL)
CHECK (IBMIXGLOGR, IXGLOGR_ENTRYTHRESHOLD)
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z/OS 1.8 Simplification
IBM Health Checker for z/0S — GRS Check

GRS will provide GRS_GRSQ_SETTING, which will examine the
current GRSQ setting.

IBM recommends having a GRSQ setting of CONTENTION
Which may significantly reduce dump time

IBM Development has provided two sample checks:

Download website
ibm.com/server/eserver/zseries/zos/integtst/

Select IBM health Checker for z/OS: Sample Checks
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z/OS 1.8 Simplification

Resource Recovery Services Orderly Shutdown

RRS currently must be cancelled to come down. Cancel processing
results in one or more RRS abends during the shutdown process

Allow “clean” shutdown of RRS
Allows an installation to shutdown RRS without experiencing abends

New shutdown command = SETRRS SHUTDOWN

ATR104I SHUTDOWN REQUEST WAS RECEIVED FOR RRS

ATR105I RRS SHUTDOWN REJECTED, RRS SHUTDOWN IS ALREADY IN
PROGRESS

ATR106I AN UNEXPECTED ERROR OCCURRED DURING RRS SHUTDOWN
PROCESSING. RRS CANCEL COMMAND IS ISSUED

= Install toleration APAR OA15144 on all 1.4 to 1.7 systems
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z/OS 1.8 Ease of Use

IBM Configuration Assistant for z7OS Communications Server
GUI improvements:

Support for QoS and IDS policy configuration

Designed to allow you to configure IPSec, Application Transparent TLS,
QoS, and IDS policy using a consistent user interface

Support for changing file format (extattrs) from the z/OS UNIX
shell
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z/OS 1.8 Ease of Use
ISPF improvements

Display and process z/OS UNIX files and directories
Data Set List (OPT3.4) support for SuperC and Search-for

Better member list searching
Autodiscovery of IP address for ISPF workstation GUI

Improved alias processing for copy, move, delete
Tape data set support in DSLIST

SDSF display of zAAP utilization

RMF postprocessor & Monitor Ill improvements

HCM enhancements:

Literally, too many to list!

Some are: IODF import/export; saving layouts for modeling; Copy, Add
Like, and Repeat support; and IODF compare

© 2006 IBM Corporation
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New z/OS Management Console
IBM OMEGAMON z/0S Management Console V1.1

Graphical, web-based console for z/OS

Status of z/OS sysplexes and systems
displayed using Tivoli® Enterprise Portal, plus:

Event notification
Drill-down to problem details and expert advice

Integrated z/OS Health Checker reports

Easy upgrade to comprehensive Tivoli
Monitoring Services products

Foundation for the future

eds of orders

Hundr * ounioa gs!

and

LSU October 2006 #ewril Fhorsen |

_

*Available at no charge to z/OS

customers

*Supported on z/OS 1.4 and above

www.ibm.com/zseries/z0Ss/zmc
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Continued investment in skills for IBM Mainframe

Enhancing mainframe skills today
Training for customer "in-house" skills
Global road shows and workshops assisting in customer system designs
Significant investment in Technical Skills Vitality initiative and certifications

Advancing toward goal of 20,000 skilled mainframe professionals in marketplace by
2010

Explosive growth in IBM Academic Initiative for System z; over 200 participating institutions
Educating university and college students worldwide

2005 IBM Student Mainframe Contest
Over 700 students from 77 schools!

http://www.developer.ibom.com/university/students/contests/mainframecontest.html

Student comments:
| have submitted Parts 1 and 2 and am eager to continue. Lets do this :D -Chris Peterman
| don't know if I'll make it any further- schoolwork is eating up the time | should be investing in
mainframe...but I'm enjoying it more than | can admit in public. -Beth Boose
I'm one of the "no experience required" guys the contest was advertised for and the whole thing is really
interesting to me. | really had a blast with parts 1 and 2 and am looking forward to logging in to part 3. -
Brian Capps

| enjoyed this contest very much, makes me appreciate my elders...kidding. Thanks for the great contest, -
Walter Weiss

Draft of z/0OS Basics available:
http://publibz.boulder.ibm.com/zoslib/pdf/zosbasic.pdf
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Gateway to the mainframe community ecosystem

http://www.ibm.com/servers/eserver/desig
n_center/highavailabilitycenter/

Mainframe Favorites

@& Community Web Portal
AP Y
http://www.ibm.com/ser
vers/eserver/zseries/ab
put/charter/

Mainframe News

Skills Portal (Enhance customer skills) System z Technical Support

Redbook™ Customer Residency Consultants/System Integrators

System z Innovation Center .
v IBM Academic Initiative for Mainframe Mainframe Co-op Program
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“New Face of z/OS” Messages

IBM is investing in mainframe simplification and
modernization:

System Management: We’re making z/OS systems
easy to set up, operate, and administer

Application Development: We're delivering a modern,
easy to use development environment.

IBM is partnering with clients and schools to build
the pool of mainframe-savvy IT professionals:

IBM Academic Initiative for System z
z/OS Basic Skills Information Center

LSU October 2006 Zewrit Thornsen I 11/5/2007 © 2006 IBM Corporation
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z/OS System Management Strategy

Goal: Make z/OS servers easy to deploy, administer, and service.

Today Tomorrow

Manual, time-consuming Highly automated, efficient
tasks tasks

Multiple Uls and manuals A modern web Ul for

often required to perform a performing tasks end-to-end,
single task with integrated task guidance;
Years of z/OS experience Designed with novices in
required mind; but experts will benefit

Over the next five years, IBM plans to significantly simplify:
System health monitoring with event analysis and problem management

System installation and configuration (for instance, network and hardware
configuration)

Workload management
Storage and data management

LU C S bt A2 ot mienndd 7éa»wm| 11/5/2007 © 2006 IBM Corporation




z/OS 1.8 Simplification Highlights

LSU Danmark 2006

IBM Health Checker for z/OS enhancements — more checks,
easier way to write health checks

IBM OMEGAMON z/OS Management Console 4.1.0 (available
12/06) — more monitoring workspaces

Major Hardware Management Console enhancements

IBM Configuration Assistant for Communications Server —
support for QoS and IDS configuration has been added

Infoprint Central enhancements

ShopzSeries Version 10.2 — an easy and fast way to order
System z software over the Internet

Application development simplification through products such as
WebSphere Developer for zSeries and z/OS support for open
standards such as Common Information Model (CIM) and XML

Plus enhancements to ISPF, SDSF, RMF, and RRS
See the z/0OS 1.8 for details.
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IBM OMEGAMON z/OS Management Console

Available at no charge for z/OS 1.4 and above;
easy upgrade to comprehensive Tivoli
Monitoring products

For monitoring the health of z/OS sysplexes
and systems; replaces complex DISPLAY
commands; integrated Health Checker reports

Powerful features:

Event notification
Drill-down to problem details and expert advice
Version 4.1 adds new workspaces for

monitoring sysplexes, LPAR clusters, and UNIX
processes
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z/OS Health Checks in zMC 1.1.1/4.1.0

File Edit Yiew Help
@D Ilﬂlﬁﬁ'@x*'@-ﬂﬂlnﬁﬂ 209 BEOUESEEETE®
The Health Checker s M - = AR
. . . : Pam‘q Dstassts s Counts of Check States
examines configuration am Lo
. . KCF Paths sy
Values for deV|at|onS = Q LPAR400J:8YSHEALTHCHE EIHomsl count |
: aHealh Check tatus \Wuigh count |
1 Al Health Checks| | OIntedium count|
from best practices. B [
1] |
Health check exceptions | &
. . . OB 0=
are highlighted in the All Health Checks
Bysplex Check Check l;‘hem Mare Then Exit
ZMC Marme W10 Qwner Mame ¥ Status Enabled | Achva | Olabal One Msg Routine
_|LPAR4DDJ | 5YS | IBMNCF | CDS_Dataset_Separation : Yes  |Yes |Mo |Yes | IBMSECRT =
| @ |LPARMDDJ |SYS | BMUSS | USS FILESYS_CONFIG Yes  |Yes |Mo |Yes | IBMSECRT
-' LPARADOS  SYS | IBMRACF | RACF_SENSITVE_RESOURCES - Yes  |Yes |MNao |Yes | IBMSECRT
IT staff can open a | & [LPAR4ODS | SYS | IBMUSS | USS_AUTOMOUNT_DELAY 'Excepfion Low  ves  ves | No | Yes | IBMSECAT
-‘ LPAR4OD) | BYS | IBMUSS | USS_MAXSOCKETS_MAXFILEPROC | Excepfion_Low | Yes |Yes Mo |Yes | BMSECRT
i | = || PAR4DDJ | SYS | IBMRSM | RSM_REAL |Excepfion_Low | Yes Yes | MNo Yes IBMSECRT
report for detalls and | & |LPARDDJ |SYS | IBMCNZ | CNZ_Syscons_Routeode | Exception_Low Yes |Yes |No  |Yes | IBMSECRT
- LPPR#G&} 5YS 1B CNT CNZ_Console_| Romcode 11 | Exception_Low Yes Yes o Yes IBMSECRT
recommended [ @ |LPARD0J | 5YS  IBMCNZ | CMZ AMRF Eventual Action Msgs | Excepion Low Yes | Yes |No | Yes | IBMSECRT
. . | = | LPthG&J |BYS | IBMCNZI | CNZ_| E_:onsole Mscope _Mt:l Routcode | Erv_Ni& _Yes |Yes | No |res | IBMSECRT
Correct|ve aCtIOnS | = |LPAR4DD) |SYS  [IBMCNZ | CNZ_EMCS_Hardcopy_Mscope | Erve_Ni& | Yes |Yes | Mo |Yes | IBMSECRT
| = |LFAR4DD) |SYS | IBMGRS | GRS_CONVERT_RESERVES | En_Mi |Yes  |ves |Na Yes IBMSECRT
| PARANN | | ovE 0= To T L 7T 2 ey ——— ::m. R vr. T — [ (S 'nut:r:r*w_l_l
[ Hub Time: Fri, 0410872005 09:52 AM gt Senver Available. [ Al Health Checks - pfowler - SYSADMIN *ADMIN MODE®

Health Checker integration is a unique feature of the IBM
OMEGAMON z/0OS Management Console (zMC)
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=- LPAR Clusters Data - RGATSKI - SYSADMIN
File Edit View Help

¢:¢:|alﬂﬂwmomm|moad|ﬂ@$mm@a@a@¢9ﬂﬁ@ﬁ

®¢

| B Coupling Facilty Structures Data for Sysy = ,
{— Coupling Paciily Pathe Duls for Sysplex lumm“ Imﬁﬁ
r— XCF Systems Data for Sysplex e
P XCF Pathz Data for Sysplex
=B sP22

!-_-l--m ZOZ Maragement Consale 4

=g LPARSDDLSP22 A AILABILITY

|
42 Prysicel Special CPs: ICF, IFL, 24P and ZIIP Processors
I H O
LPAR Clusters Information
Cluster LPAR | LCPs | LCPs| LCPs | LCPs | CP LPAR CPC 1 - Timastam
Name Name | Onfine | Ofine | Reserved | Standby | Status | Status Model# | S _
| LPAR400J, 0960. 2064 | CANSP23 | 2| 0| 1] 0|SHR | Active | 2064-10200070 W06 11:2
| LPAR4007.0960.2064 | CANSYSG | 3] 0| 1] 0] SHR | Active | 2064-108 1 ~d/29/06 11.2
H/h RALNSCFS | 1 0] o D1DED_!A¢IHE | 2064-108 L fErI906 11:2
Lo _|RMESO | 4 0| a 0|SHR | Active | 2064-14 NDE 11:2
| LPAR4007.0960.2064 | CANSPLL | 4 0| 1 0] SHR | Active | 2064-108 7% d/29/06 11.2
L _|Trvvez | 3 0| 2 0] SHR | Active | 2064-108 ¢ "AI29/06 11.2
LPAR4DOT, 0960.2064 | CANSPF13 | 1 0] 1] 0| SHR | Active | 2064-108 2906 11:2
LPAR4007.0960.2064 | CANSP2Z | 3 0| 1 0| SHR | Active | 2064-108 | 050 1| 08/29/06 11:2
H/h FALHCD 1] 0 0 0| SHR | Active 2064-109 |08 | D8/2906 11:2
7h [ FHTSICAL 9 0] 0 0| SHR | MotAclive | 2064108 | 050960 | . - 0 08/39/06 11.2
1] | )
[ [ Hub Time: mar., 081292006 11:31 AM &k server Available [ LPaR Clusters Data - RGATSK] - SYSADMIN
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Accelerates the
implementation new
network features

Version 1.8 adds support
for setting up Quality of
Service (QoS) and Intrusion
Detection Services (IDS)
policies

Helps customers make the
right configuration decisions
for their environment

Ready to take it for a spin?
to download it!

Configuration Assistant
for /05 Communications Server

Version 1, Release 8

{c) Licensed Materials - Property of IBM Corp. (c) Copyright by IBM Corp. and other(s) 2006,
All Rights Reserved. LS Government Users Restricted Rights - Use, duplication or disclosura
rastrictad by GSA ADP Schedule Contract with IBM Corp.. IBM i a registerad radamark of
IEN Corp. in the U5 anddor other countries. Java and all Java-based irademarks are
trademarks of Sun Micrasystems, Inc. in the United States, other countries, or both,

IBM Configuration Assistant for z/OS Communication Server
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Hardware Configuration Manager

Lets you easily navigate through
configuration diagrams and make
changes

1.8 adds many new ease of use
enhancements including:

Wizards that simplify complex
configuration tasks

Improved configuration reports

Access to RMF Monitor Ill reports
which speeds up the detection and
resolution of performance bottlenecks

Ability to import and export 1/O
Definition Files (IODFs) — another
productivity saving

LSU October 2006 Zewrib Thorsen |
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ShopzSeries -

~ Easy and fast way to plan and order upgrades and service over the
Web.

: Supports aII products offered in CBPDO and ServerPac

3 18 opzSe = = =
St "'_"' bt _“ff‘_’ - — | -
(e > - [ R][S][][A  [ @ - [ [ = - ——
ﬁ!‘ﬂ"|ahﬂ:ps S weener 14, software. ibm.comfwebapp/ ShopzSeries/ ShopzSernies. jsp EJEJ Limmcs. |;_’|
m| E| (Gl _search =) G | ToPwrt B 557 iocked || B Gheok |(=1 /&, Audalink = ‘o] Acteril [l Options | @ )

Home = Products | S m—- " Support & downloads | My account =

o Help

- Register
~+ Edit profile
=+ Change passw

-+ Forgot password

nes Visit the
e website for

=+ Regigy
H overview (1156k)

S d d
Thank you for visiting ShopzSeries. You Can use this Web site to order s Y S emOS an
zSenes scftware products and service cwver the Intermet. Many scftware R S
arders can even be delivered over Internet. You can also review your
licenses for youwr zSeres software. S

MNote: Mot all Features of ShopzSeres are avadable n all gecgraphies.

A useful Feature of ShopzrSeres s that your shopping expenence can be
tadored 1o your existing software configuration, including:
- the service that is installed on yowr systems,

= the products that are installed on yowr systems, and
« the products that are licensed to youwr systems.

> !

ShopzSernes uses this mformaton to dentify:
= service that you already have installed,

- missing reguisite products,
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z/OS Management Console Future Directions”

IBM is moving to a common web

. _ . 1T Systems Console - Microsoft internet Explorer S0
console solution for administering [z s < e o = L
servers — including z/OS, z/VM, =
and Linux on System z. Lo U@ Luis s (77
This console will be anintegration | ... [ s aene Fo [ o bmm—
point for all management tasks. . | = b—
Tasks such as health monitoring Ee B . e
and software updates will have a s - o o
common look and feel across e | i i
server platforms. e ) T £iseem 0

W] & vians

The underlying system i
management infrastructure will be [T, W W o B
open so that vendors can also A | S— SR | e
exploit it. (This is the role of the '
z/OS Common Information Model Future web console

(CIM) element in z/OS 1.8).

* IBM development plans are subject to change or withdrawal without further notice.
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z/OS Application Programmer’s Experience Today

Scenario: Correcting an error in a COBOL source file
1. Start 3270 emulator
PRI me 20 Logon to the z/OS system

fis I Voo Comreeos Scow Wndee Heip

i Bt & ' 3. Navigate to the dataset and member using
ISPF

4. Select the member for editing

5. Locate the line in the source code

6. Change the source code and save the
member

7. Switch to the JCL that is used to submit
and schedule the compile job

8. Submit the JCL job

Switch to SDSF to monitor the job