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This IBM PureApplication™ System presentation covers both virtual system instance 

administration and operating the virtual machines within the instance.
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This presentation covers virtual system instance management, followed by managing, 

accessing, and operating on the VMs inside the virtual system instances.
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This section covers the virtual system instance
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Once the pattern is deployed, you can manage the instance by going to the “Virtual Systems” tab 

for that instance from the workload console, or from the welcome screen of the workload console.

The Virtual System Instance panel allows you to view and manage the instance and its VMs.

The “From pattern” entry in the details of the instance has the link to the pattern from which the 

virtual system was created.

The “Using Environment Profile” shows the environment profile that was used to deploy this 

instance. 

“Current status” provides a high-level view of the virtual system’s status. A green arrow indicates 

that the virtual system is available and ready for use. During deployment, the status changes with 

the deployment steps.

“Access granted to” shows a list of users who can manage this instance. Only the owner of a 

virtual system instance can grant access to other users. 

Virtual systems deployed to a PureApplication System provide the ability to save a copy of the 

entire current state of a virtual system. This copy is called a snapshot. Taking a snapshot of a 

virtual system will result in every virtual machine that makes up the virtual system having its own 

snapshot taken. Restoring from the snapshot takes you back to the state defined by the snapshot. 

You can take only one snapshot of the instance. Note that the restore button will not appear until 

the snapshot is created.

“History” provides a view of the history of the creation and operations of the instance. In case of 

deployment failure, this is a good troubleshooting area to see the last successful step and the first 

failed step

The "Virtual machines" section provides details and operations on individual VMs of the instance. 

The "comment" section allows you to add comments for later reference.
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The virtual system’s view offers the basic functions of starting, stopping, and deleting the 

virtual systems from the cloud. These actions affect all of the virtual machines that are part 

of the virtual system. Deleting a virtual system will release all of its resources, such as 

storage and IP addresses, back to the pool. 

Two additional features deserve a deeper look: emergency fixes and storing virtual 

systems.

IBM maintains the virtual images that come preloaded on PureApplication System. When 

a new fix pack or emergency fix is available for these virtual images and imported into 

PureApplication System, they can be applied to the applicable VMs in the deployed 

instance. 

The service link will be active only if there are fixes available for any VM in the instance. 

Applying service will allow you to select the fixes for the images that you want to apply and 

let PureApplication System then apply the fixes to all the applicable VMs within the 

instance and restart them.

Storing a virtual system releases the resources associated with the virtual system and 

keeps the virtual system in the storage, so that it can be started at a later time. The delete 

operation releases the associated resources as well, but it also removes the virtual system 

VMs from the storage.
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Expand the History section of the panel to see the entire history of the virtual system since 

deployment. Significant events in the virtual system life cycle are recorded, including 

resource allocation and virtual machine start and shutdown.
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This section covers management of the VMs in the virtual system instance.
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You can view all the virtual machines or VMs of the virtual system instance from the 

instance panel, as shown on the slide.

Virtual system instance consists of one or more VMs. 

The virtual machine information indicates the amount of processor capacity and the 

amount of allocated memory currently used by the VM. If the indicator is green then either 

the processor or memory is operating within in normal limits. Yellow indicators tell you that 

the item should be monitored and possible adjustments made. A red indicator is a warning 

and action should be taken immediately.

You can SSH into the VM using the SSH login link as shown. Applicable operations like 

start, stop, delete, and clone can be performed on a single VM or can be performed on a 

group of VMs. Expand the VM tab for more details and additional operations on the VM. 

Expanding a virtual machine will present you with information about the virtual machine. 

This page is divided into several sub-sections that provide varying levels of information 

and details for the VM. It contains information such as the cloud group where the VM is 

running, hardware and network information, like the assigned IP address and host name, 

middleware information like the cell name and node name of WebSphere Application 

Server environment, scripts that have run on the VM and its log files, and access to VNC 

and middleware consoles. 
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In the “General Information” section you will find information pertinent to the virtual 

machine. You can monitor the virtual machine’s status from here. The cloud group where 

this VM is running is displayed. The VM could be running on any compute node within the 

cloud group, based on the placement of the VM and on the automatic re-balance of the 

VMs across the compute nodes.

The IBM products section names all products installed on the virtual machine along with 

the number of licenses in use and the type of license (PVU or server). 
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In the “Hardware and network” section you will find information pertinent to the virtual 

machine. The number of processors and virtual memory configured on the virtual machine 

are displayed. The host name and IP address shown are assigned to the virtual machine 

during virtual machine deployment. SSH public key information is also displayed. The link 

to the public key shows the contents of the key. You can change the VM’s Virtual CPU 

count and memory. Note that you need to stop the VM to change these values, and then 

restart the VM again.

In the “Operating system” section you will find the type and version of the operating 

system that your virtual machine was created on. 
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The middleware configuration displays information related to the middleware configuration, 

running of the script files and its log files, link to environment variables, with WebSphere 

configuration shown here as an example. 

The “Script Packages” section is divided into log files and other important files generated 

when the script package runs and when the application server starts. The archive file 

contains a collection of log files, error files, and the activity log. This archive file is very 

useful for debugging and troubleshooting any problems with the initial deployment of the 

package. 

For scripts configured to run “When I initiate it”, a link to “Execute Now” will be added to 

allow running that script at any time after the VM has been deployed. This allows you to 

control when to run the script rather than at the time when the VM is created. Ability to 

control execution of the script gives you the ability to debug the script in a more controlled 

fashion. Error flags appear when there were errors running the script.
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In the “WebSphere configuration” section you can locate the cell, node, and profile names 

for the virtual machine. Click the link to Show all environment variables. This opens a 

separate browser tab or window with a list of WebSphere Application Server environment 

variables. The list is read only. 
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The “Consoles” section contains the VNC and the links to middleware consoles. 

During pattern creation, the default setting is for your host operating system to be 

configured to accept VNC connections. If a virtual machine was created with VNC access 

enabled, the “VNC” link opens a VNC session in a separate browser window. The new 

browser window initially shows a VNC authentication panel to allow access to the virtual 

image. VNC server password is the password configured for the virtuser ID when 

deploying the pattern to create the virtual system. Once you have entered the VNC server 

password, you can use VNC to remotely control the virtual image. 

Based on the middleware running on the VM, links to one or more middleware consoles 

are exposed. For example, for a VM containing a WebSphere Deployment manager or a 

single server, the “WebSphere” link opens the WebSphere administrative console in a 

separate browser window.
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This section gives the details of the virtual machine operations.
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Each virtual machine that makes up the virtual system now has four additional operations. 

Those operations are “Clone”, “Start”, “Stop”, and “Delete”. To view or use these 

operations navigate to the deployed instance panel and expand  "Virtual machines” 

To change the hardware allocations, expand the twisty next to the virtual machine and go 

to the “Hardware and network” section.

The PureApplication System virtual machine operations clone and delete give you a great 

deal of flexibility to react to your changing environment workload, but it is your 

responsibility to monitor the environment and start the actions when appropriate.

Clone operation is valid on certain types of VMs, like WebSphere Custom Node. It is not 

available on all VMs

The “Login” link on the virtual machine status line will open an SSH session to the virtual 

machine. You must provide a user name and password that are valid on the virtual 

machine. 
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The “Login” link on the virtual machine will open a separate browser window with an SSH 

session to the virtual machine. You must provide a user name and password that are valid 

on the virtual machine. The console does not connect your client directly to the target 

virtual machine. Instead, the PureApplication System manages the SSH connection and 

acts as a proxy between the client browser session and the virtual machine. 
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The clone operation allows you to create a copy of the virtual machine. This feature can 

be used when the workload has exceeded the resources of the existing virtual machines. 

Cloning a virtual machine is a manual process and requires that you monitor your 

environment and initiate a clone operation when appropriate.

If the virtual machine you are cloning contains any script or maintenance packages, those 

script packages and maintenance packages are applied to the newly created virtual 

machine. Script packages are applied to the new virtual machine using the same 

“executes” preferences that you had specified for the original virtual machine. For 

example, if any of your script packages were marked to run “at virtual system creation” 

those script packages get run at virtual machine creation. The same logic applies to script 

packages marked to be run “when I initiate it” and “at virtual system deletion”. In addition, 

if you are cloning a virtual machine that is a  “custom node”, PureApplication System will 

invoke the “addNode” command against the new node to add it to the cell.

The ability to start multiple clone operations at the same time can save you time. The only 

limiting factor is that the virtual machines must all belong to the same virtual system.
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The delete operation allows you to delete a virtual machine. This feature can be used 

when the virtual machines far exceed the workload or if a virtual machine is misbehaving. 

As with cloning a virtual machine, the deletion of a virtual machine requires that you 

monitor your environment and initiate a delete operation when appropriate.

During the delete operation any script packages whose “execute” field is marked with “at 

virtual system deletion” will get run before deleting the virtual machine. In addition, if 

you are deleting a virtual machine that is a “custom node”, PureApplication System will 

invoke the “removeNode” command against the node to remove it from the cell. One 

caveat is that the node must be in a started state in order for the “removeNode” command 

to be executed and the node removed from the cell. If your node is in a stopped state then 

it is not removed. To remove the node in this scenario, run the “cleanNode” command.

The ability to start multiple delete operations at the same time can save you time. The only 

limiting factor is that the virtual machines must all belong to the same virtual system.
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The VM details panel shows the status, usage, compute node where the VM is running, 

and other information. It shows the storage volumes used by the VM. You can associate 

additional storage volume to the VM, or remove it from the VM. The storage volume needs 

to have been created on the cloud group before assigning to the VM.

After a pattern has been deployed you can change virtual CPU and memory settings on 

the VM, as shown in the slide.
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And, in summary…
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This presentation has described managing the virtual system instance and its virtual 

machine. You can control the VMs that make up the virtual system or apply maintenance 

updates. You can also create an operational snapshot of the VMs or restore from a 

previously created snapshot. High level operational metrics and detailed configuration 

information are provided for each VM contained in the virtual system. You can access the 

VM directly in several ways: an SSH session provides low-level access to a VM terminal 

environment, and a VNC session allows you to access the virtual machine’s desktop. 

Finally, a link is provided to the middleware consoles like the WebSphere Integrated 

Solutions Console.

You also saw the available virtual machine operations that give you the capability to clone, 

start, stop, and delete individual virtual machines that make up a virtual system. Based on 

demand you can create and teardown certain middleware virtual machines to keep your 

environment healthy. 

You also saw how you can update the number of virtual CPUs and memory in a VM after 

deployment and add or remove additional storage to the VM. This also allows you to react 

to an increase or decrease in demand.
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