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IBM Tivoli Application Dependency Discovery Manager 7.2.1

Learning to read a javacore created by Tivoli
Application Dependency Discovery Manager

© 2013 IBM Corporation

In this module, you learn how to read a Tivoli® Application Dependency Discovery

Manager javacore file.
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+ Basic operating system skills
+ Basic knowledge of Tivoli Application Dependency Discovery Manager
+ Basic understanding of hexadecimal-to-decimal conversion

+ Basic text editing skills
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Some assumptions before you begin this module are that you have the skills listed here.
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When you complete this module, you can perform these tasks:

* Determine the service name
Determine what service caused the Out of Memory error

» Determine whether the environment is running in 32-bit or 64-bit mode

* Determine the memory usage at the time of the Out of Memory error
Locate the available memory and the free memory that is available at a specific time

* Read the memory thread dump
Search and determine the thread that caused the Out of Memory error
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When you have completed this module, you can perform several tasks:

- Determine the service name and the service that is running at the time of the Out of
Memory error.

- Know that the service name provides a starting point for deciding the next actions to take
to resolve the issue.

- Determine whether the environment is running in 32-bit or 64-bit mode, which is
important because each mode has different memory maximums. You can also find the
reason for the Out of Memory error.

- Determine the amount of memory that is available in the environment. This information is
important to know. The Out of Memory error might be caused by the system not having
enough available memory to perform the request from Tivoli Application Dependency
Discovery Manager.

When you read the thread memory dump, you can see the .jar that was running at the
time of the Out of Memory error. You can investigate the Tivoli Application Dependency
Discovery Manager logs to acquire the root cause of the issue.
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Out of physical memory

NULL

0SECTION TIMLE subcomponent dump routine

NULL

1TISIGINFO Dump Event "systhrow” (00040000) Detai “java/lang/OutOfMemoryError” received

1TDATETME  Date: 2010/10/27 at 01:04:10

1TIFILENAME  Javacore fiename: /data/ es-4.1 ja €.20101027.010353.6970.0009.t¢
NULL

OSECTION GPINFO subcomponent dump routine

NULL

2XHOSLEVEL  OSLevel Linux 2.6.18-128.el5

2XHCPUS Processors -
3XHCPUARCH Architecture : amdé4
3XHNUMCPUS How Many

NULL

1XHERROR2 Register dump section only produced for SIGSEGV, SIGILL or SIGFPE

NULL

1CICMDLINE /data/cmdb/dist/externaljdk-1.5.0-Linux-x86_64/jre/bin/java -Dcom.coliation. LogF /proxy.log -Dcom. servicename=Proxy -
Dcom.collation.home=/data/cmdb/dist -Djava.security.policy=/data/cr all-Dcom.sun. jmxremote=true -
Djava.rmi.server.codebase=http:/localhost:9430/dVapi-dl jar http: 94 /g ver-dl jar http:/flocalhost:9430/dVviewmgr-dl jar hitp:/localhost:9430/lib/sdm-dl jar -
DCOLLATION - ‘data/ gs.jar-/data/ -msgs.jar-/data/ci { ver.jar;

1CUAVAHOMEDIR JavaHome Dir: /data/cmdb/dist/externaljdk-1.5.0-Linux-x86_64/jre

2CIUSERARG -Djava.rmi.server. hitpe/k h 430/dVapi-di.jar httpe//| 30/dl/gui ~dl.jar httpe//1 Ih 430/ gr-dl.jar
http:/localhost9430/lib/sdm-di.jar

2CIUSERARG -Xms128M

2CIUSERARG -Xmx2048M

- Learning to read a javacore created by Tivoli Application Dependency Discovery Manager ©2013 1BM Corporation

This particular javacore is related to the environment running out of physical memory.
- The 1TISIGINFO line shows that the problem is an Out of Memory error.

- The 2XHOSLEVEL shows the operating system of the machine; in this case, it is Linux®.
You also see the base level and any patches that are applied.

- The 3XHCPUARCH shows the architecture of the machine. In this case, it is amd64 bit
CPU.

- The 3SaXHNUMCPUS shows the number of CPUs on the machine. In this case, it is four
CPUs.

- The 1CICMDLINE shows the servicename that caused the Out of Memory error. In this
case, it is Proxy service.

- The 2CIUSERARG shows the jvmargs. Be sure to note the —Xms and —Xmx settings.
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May 2013

* The 0SECTION shows the memory that is allocated for the service
0SECTION MEMINFO subcomponent dump routine
NULL
1STHEAPFREE Bytes of Heap Space Free: 2b9f4108
1STHEAPALLOC Bytes of Heap Space Allocated: 80000000

These are the hexadecimal values of the free and allocated memory. Use the calculator in programmer
mode to convert. Subtract to determine how much is in use

2b9f4108 =731857160 (700 MB free)
80000000 = 2147483648 (2 gigabit allocated forthe JVM)

This check shows only 700 MB of free allocated memory

Note: Max memory is never returned when allocated
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The OSECTION shows the memory information, in hexadecimal. In this case, there is not
enough allocated memory. There is only 700 MB of memory free, and that is not enough to
complete the action that is requested by the proxy. Confirm that additional memory is
available on the server, and increase the max (Xmx) memory that is allocated for the proxy
service. Note that max memory is never given back after it is allocated. Keep that in mind
when you allocate memory.
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Logical connections (1 of 3)

NULL

O0SECTION TITLE subcomponent dump routine

NULL

1TISIGINFO Dump Event "systhrow" ( ) Detail “j flang/OutO oryError” received

1TIDATETIME  Date: 2010/06/08 at 20:21:32

1TIFLENAME  Javacore fiename: -4.1/binfjavacore.20100608.201936.827646.tx¢
NULL

0SECTION GPINFO subcomponent dump routine
NULL =
2XHOSLEVEL  OS Level AIX 5.3

2XHCPUS Processors -

3XHCPUARCH Architecture : ppc
3XHNUMCPUS How Many 8

NULL
1XHERROR2 Register dump section only produced for SIGSEGV, SIGILL or SIGFPE
NULL
1CICMDLINE Mivolitaddnvdist/externaljdk-1.5.0-AX-powermpc/jre/bin/java -Dcom.collation. LogF i iog -Dcom. Topology -
Dcom.collation home=Aivolitaddm/dist -Djava.security.policy all-Dcom.sun emote=true -
Djava.rmi.server. I 94! gr-dl jar
1CUAVAHOMEDIR Java Home Dir. fjdk-1.5.0-A1X fire
2CWUSERARG -Djava.rmi.server.codebase=http//localhost:9430/dl/'topomgr-di.jar httpe//| 194, pomg ts-dl.jar

P dl.jar httpe 4 ents-dl.jar http:// J ports-di.jar http://| 94 tor-

-dl.jar http:/ Iy I gine-dl.jar http:// 30/d gemgr-dl.jar http:/) 30/lib/sdm-dl.jar

2CIUSERARG -Xmx1024M

You see the service name, the architecture of the machine, the Java that is used, the last jar file that is used when the Out of Memory error
occurs, and the jvmarg setting for it when it was out of memory
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This particular javacore is related to logical connections.
- The 1TISIGINFO shows the Out of Memory error.

- The 2XHOSLEVEL shows the operating system of the machine. In this case, it is AIX®
5.3.

- The 3XHCPUARCH shows the architecture of the machine. In this case, it is a Power PC
architecture.

- The 3XHNUMCPUS shows the number of CPUs of the machine. In this case, it is eight
CPUs.

- The 1CICMDLINE shows the service name that is causing the Out of Memory error. In
this case, it is the Topology Service.

- The 2CIUSERARG shows the Java arguments that are used.
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Logical connections (2 of 3)

3XMTHREADINFO “TopologyBuilderEngineThread" (TID:0x33F8ACO00, sys_thread_t:0x33B1D560, state:CW, native 1D:0x00658008B) prio=5

4XESTACKTRACE at javawjdo/spilJDOImpIHelper.newObjectidinstance(Bytecode PC:21(Compiled Code))
4XESTACKTRACE at kodo/util/Applicationlds fromPKValues(Applicationids java: 126(Compiled Code))

4XESTACKTRACE at kodo/jdbc/metal/AbstractClassMapping.getObjectid(AbstractClassMapping java:243(Compiled Code))
4XESTACKTRACE at kodo/jdbc/runtime/JDBCS! JDBCStorek ger.java:931(Compiled Code))

4XESTACKTRACE at kodo/jdbc/sql/AbstractResuit load(AbstractResult java:184(Compiled Code))
4XESTACKTRACE at kodo/jdbc/sql/Select$SelectResult load(Select java:2181(Compiled Code))

4XESTACKTRACE at kodo/jdbc/meta/ManyToManyFieldMapping.loadProjection(ManyToManyFieldMapping.java:333(Compiled Code))
4XESTACKTRACE at kodo/jdbc/meta/AbstractCollectionFieldMapping load(AbstractCollectionFieldMapping.java:596(Compiled Code))
4XESTACKTRACE at kodo/jdbc/runtime/JDBCStoreM load(JDBCStoreM: java:526(Compiled Code))
4XESTACKTRACE at kodo/runtime/DelegatingStoreManager.load(DelegatingStoreManager java: 133(Compiled Code))
4XESTACKTRACE at kodo/runtime/ROPStor load(ROF java:79(Compiled Code))
4XESTACKTRACE at kodo/runtir jerimpl.loadFields(StateManagerimpl java:3131(Compiled Code))
4XESTACKTRACE at kodo/runtime/StateManagerimpl.loadField(StateManagerimpl.java:3230(Compiled Code))
4XESTACKTRACE at kodo/runtime/StateManagerimpl.isLoaded(StateManagerimpl java:1368(Compiled Code))
4XESTACKTRACE at com/collationtopomgr/jdotopology/sys/RuntimeProcesstdo jdoGetports_(RuntimeProcessJdo java(Compiled Code))
4XESTACKTRACE at com/collationtopomgr/jdofopology/sys/RuntimeProcessJdo hasPorts(RuntimeProcessJdo java(Compiled Code))
4XESTACKTRACE at

com/ibr p gents/ConnectionDependencyAgent populateCacheMaps(ConnectionDependencyAgent java:498(Compiled Code))
AXECSJ&%;(TRACE at com/ibr or gents/ConnectionDependencyAgent.runint I(ConnectionD: o Agent java: 106(Compiled
* 4XESTACKTRACE atc ib db g onnection D yAgent.run(ConnectionD yAgentjava:84)
4XESTACKTRACE at comiibr )pobl gine/TopologyBuilderEngine. buildTopology(TopologyBuilderEngine java:208(Compiled Code))
4XESTACKTRACE at com/fibmic aritc gine/T /BuilderEngine.access$100(TopologyBuilderEngine java:59)
4XESTACKTRACE at com/ibr p ritopobt gine/TopologyBuilderEngine$1.run(Topolog rEngine java:170)

4XESTACKTRACE at javallang/Thread.run(Thread java:810(Compiled Code))

* The TopologyBuilderAgentis single-threaded
= Currentthreads are not typically what cause the issue; itis typically in the All Threads Details
= Anything endingin jdo is automatically generated dynamically or listed as (Compiled Code)
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The 3XMTHREADINFO shows that TopologyBuilderEngineThread is the point of failure.

The 4AXESTACKTRACE shows the code that failed. In this case, it is highlighted in red and
an asterisk has been added to the trace to help you locate the line.

Note that the TopologyBuilderAgent is single-threaded.

Current threads are not typically what cause the issue. It is typically in the All Threads
Details.

Anything ending in jdo is automatically generated dynamically or listed as (Compiled
Code). This type of code requires a code change because it is compiled.

learn_read_taddm_javacore.ppt Page 7 of 11



The conclusion is as follows:

= The logical connections are legitimate

= You must increase the topology Java virtual machine (JVM) to 2 gigabit or move to a 64-bit
operating system to increase beyond 3 gigabit

8
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The reason for the logical connection Out of Memory error is that the logical connections
were legitimate, but the allocated memory did not allow for the number of logical

connections. Increase the Topology JVM Xmx setting. You must have a 64-bit architecture
if you have to increase memory beyond 3 gigabit.
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= Using javacore for a discovery issue is much more difficult

* You look forthe servicename as you do in any other javacore
Ifthere are multiple servicenames, the last one is the one that is running

= The CURRENT THREADS section provides a clue forwhere to look in the logs
= |fthere is a DiscoverWorker, you must look in the logs

* ALL THREADS details
When you see DONE_DISCOVER_SENSOR_CLEANUP, it timed out, but it is still running

= dist/log/services/DiscoverManager.log
Afterwaiting forthreads to finish and before the JVM restarts, if you do not see JVM restart, look in
this log for the issue

= dist/log/sensors
Lookin the sensors directory for logs that did not complete
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Discovery out-of-memory is more difficult to diagnose. You can find the service name.
However, if you see multiple service names, the last one is the one that is running at the

time of the Out of Memaory error.

The current thread at the bottom of the javacore provides a clue to where to look in the

dist/log log files. Search on 4XE and look for a heading of Current threads.

If there is a DiscoverWorker, then look in the dist/log log files.

In the All Threads Details, look for DONE_DISCOVER_SENSOR_CLEANUP. This is

where it timed out, but is still running.

DiscoverManager.log shows everything after waiting for the threads to finish the message
and before the JVM restarts. If IJVM does not restart, then look for the issue in the

dist/log/sensors directory.

In the dist/log/sensors directory, look for sensors that did not complete.
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Now that you have completed this module, you can perform these tasks:

» Determine the servicename
Determine what service caused the Out of Memory error

» Determine whether the environment is running in 32-bit or 64-bit mode

* Determine the memory usage at the time of the Out of Memory error
Locate the available memory and the free memory that is available at a specific time

* Read the memory thread dump
Search and determine the thread that caused the Out of Memory error
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Now that you completed this module, you can determine the servicename and the service
that is running at the time the Out of Memory error occurred.

You know whether the environment is running in 32-bit or 64-bit mode, which is important
because each mode has different memory maximums. You know the amount of memory
allocated to the service.

Reading the thread memory dump provides the .jar file that is running at the time of the
Out of Memory error. You can investigate the Tivoli Application Dependency Discovery
Manager logs when needed to acquire the root cause of the issue.
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