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Load Balancer

This presentation will cover the changes to the Load Balancer Edge Component in the 
WebSphere Application Server V6.0.2 release.
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Goals

� The goal is to understand the WebSphere 
Application Server V6.0.2 Load Balancer changes

�Prerequisite: 
�An understanding of the Load Balancer Edge 

Component

The goal of this presentation is to explain the changes to the Load Balancer in the V6.0.2 
maintenance pack.
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Agenda

� Load Balancer
�Topology

�Benefits

�New Features in 6.0.2
�Deprecated functions

This presentation will first explain the concepts behind the Load Balancer component, then 
explain its new features and deprecated components.
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Load BalancerLoad Balancer

Section

This section will explain the load balancer component.
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The big picture: Without Load Balancer
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Here you see a simple scenario of a Web Server topology without Edge Components. 
There are several problems with this model -- most importantly is the single point of failure 
at the HTTP server.  If a Web Server is unavailable, requests may be lost.
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The big picture: With Load Balancer
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Here you see a scenario which illustrates how content hosting sites, shown on the right, 
and access providers, shown on the left, can benefit from the Load Balancer.  By 
introducing the Load Balancer it has removed the single point of failure at the Web 
Servers.  The Load Balancer will route requests to the load balancers based on 
availability.  There is also a second load balancer configured in case the primary load 
balancer should fail.
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Load Balancer: Overview
� Responsible for balancing the load across multiple 

servers that can be within
�A Local Area Network
�Wide Area Network

� Load balancing can be based on 
�Dynamically

computed weights

�Domain name 

based round-robin 

�User-specified settings

� Information in the client's request

� Can be configured for high availability

Clients

Load 
Balancer

Cluster of Load Balanced 
Servers

The Load Balancer is responsible for load balancing traffic to servers that are in a LAN or 
WAN. You must configure the Load Balancer to know about a number of configurations, 
such as:

1) The cluster which represents the load-balanced servers.  

2) The port you are load balancing traffic for.  

3) The servers that make up the load-balanced cluster, and 

4) The load-balanced servers are configured to be part of the cluster.   

Having one Load Balancer is a single point of failure, so you can configure two Load 
Balancers for high availability.  You can also configure the load balancer to specify what 
the load balancing decision is based upon.
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Why use the Load Balancer?

Availability: Users must reach the application regardless of 
failed server sites or links
�Requests are not routed to down servers

�Intelligent weighted round robin load balancing
�Servers can be removed for scheduled maintenance

�High availability feature to ensure load balancer health

Scalability: Applications need to scale for increasing 
numbers of simultaneous users on a wide range of web 
access devices
�Provides close to linear scaling

�Supports collocation of servers

If you configure the Load Balancer to monitor the load-balanced servers, requests will not 
be routed to unavailable servers.  Keep in mind that there are application-specific advisors 
that monitor more than just the state of the server.  Load balancing can be based on 
information gathered from the load balanced servers; for example, processor load, free 
memory, response time, and so on.  System administrators can add or remove servers to 
a cluster without disrupting user requests.  High availability provides failover support for 
the Load Balancer.

You can scale up the number of requests and the number of servers in the cluster.
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Why use the Load Balancer?
Performance: End users demand quick response times, 

regardless of their geographic location or the type of content 
being delivered
�No packet modification performed by Dispatcher 

�Allows split inbound/outbound traffic flow for network 
scalability

Server Awareness
�Connection, application and system monitoring

Flexibility 
�Protocol independent IP load balancing

�Not limited to load balancing web servers

The Dispatcher does not modify the source or destination in the packet, so the response 
from the load-balanced server is sent back to the client without passing through the 
Dispatcher.

You can have separate networks to handle inbound and outbound traffic.  This can result 
in improved performance for an environment.  As described on the previous slide, you can 
monitor your servers and detect when a load-balanced server becomes unavailable.   You 
can also load balance many different types of traffic.
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New features in V6.0.2New features in V6.0.2

Section

The next section details the new capabilities in the V6.0.2 maintenance pack and shows 
the deprecated features from previous releases.
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V6.0.2 features

� IPv6/IPv4 Load Balancer
�TCP connection routing using MAC packet forwarding

�High Availability for no single point of failure

�Server Health Monitoring / failure detection

� Local command line interface

The primary update to the Load Balancer in the V6.0.2 release is to support the Internet 
Protocol version 6 standard.  This standard specifies larger 128 bit addresses for the 
Internet.  The load balancer supports TCP connection routing and server health monitoring 
to detect failure.  The load balancer is supported with a command line interface to 
configure and monitor behavior.
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V6.0.2 deprecated components

� IPv4 only Load Balancer

� SiteSelector – DNS load balancing not strategic to 
WebSphere

� Proxy Content Based Routing – replaced by WebSphere 
Secure Caching Proxy 

� Cisco/Nortel controllers – out of date

� See also:

http://www-306.ibm.com/software/webservers/appserv/doc/v602/ec/infocenter/edge/LBguide.htm

This slide details the functionality from past versions of the Load Balancer that is now 
deprecated.
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SummarySummary

Section

And, in summary…
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Summary

�Discussed the uses for the Load Balancer

�Explained the new capabilities of the V6.0.2 Load 
Balancer 

This presentation has discussed the benefits of using a Load Balancer, and outlined some 
of the capabilities that it provides.  It also explained the changes to the Load Balancer 
component in V6.0.2.
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