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IBM WebSphere® Application Server V6

Resource Scopes

This presentation will focus on the scoping of application server resources and 
WebSphere variables in version six.  
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Goals

�Describe IBM WebSphere Application Server V6 
System Resource Scoping and new scoping 
introduced in V6

�Pre-requisites:

�Basic understanding of WebSphere Application Server 

V6 System Administration architecture, topology and 
terminology

The goal of this presentation is to describe the WebSphere Application Server version six 
System Resource scoping and the new scoping options introduced in version six.  



WASv6_SM_Res_Scopes.ppt Page 3 of 9

IBM Software Group

3

System Management  - Resource Scopes © 2004, 2006 IBM Corporation

System management resource scopesSystem management resource scopes

Section

The WebSphere Application Server architecture is built in layers.  There is the Cell level,  
then the Node layer, then the Application Server layer. These levels are present even in 
the stand-alone server installation; however, they mean less in that environment.  

Resources can be defined at any of these levels – and more, as you will see shortly.  By 
default, an Application Server will look first at the Application Server level to locate a 
resource.  If the resource is not found, it will look at the node level .  If the resource is not 
defined at the node level, then the Application Server will look at the Cell level .  Where a 
particular resource is visible from is called the scope. 
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Resource and variable scopes
� Resources (Java™ Messaging Service (JMS), JDBC, and so on) and Environment 

variables can be defined at several different scopes, as listed in the table

� Scope Override hierarchy applies when resources/variables with same name are 
defined at different scopes

Resources are tied with the application and are available to 
the specific application running on a server. If application 
deployment target changes, the resources move with the 
application 

Application

Resources available only to the specific serverServer

Resources available to all servers within the nodeNode

Resources available to all cluster members of that cluster. 
New cluster  member automatically gets the cluster scoped 
resources.

Cluster

(Network Deployment 
cell only)

Resources available to all nodes and servers within the cellCell

Scope
Resources/Variables 

Defined at:
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In version five there are three scoping levels, Cell level, Node level, and Server level. The 
configuration repository hierarchy reflects these three levels. When you define a resource 
at a Cell level, every process has access to that resource.  When you define a resource at 
the Node level, every process on that node has access to that resource.  And when you 
define at the application server level, then only that application server on that node has 
access to that resource.  

Network Deployment in version six adds another level called Cluster level. When 
resources are defined at the cluster level, then all cluster members in that cluster have 
access to that resource on whatever machine they’re running.  What is relevant to 
Express on the stand-alone Node is the Application scoping. Another module discusses 
Enhanced EAR files – those EARs that contain application code and resource definitions. 
Because the resources are defined in the deployment descriptors of the enhanced EAR 
file, when the application is moved in the Network Deployment environment from one 
location to another, those application scoped resources will be moved with the application.  

From the perspective of Express, this reduces the number of steps required to make your 
application run.  An administrator does not need to configure these resources at the Node 
level or at the Cell level when they’re packaged in the enhanced EAR file.  

If you have resources that are defined with the identical name at more than one level, the 
application server will see the resource that is defined closest to the application.  This 
means that if you have the same resource defined on the Node and on the Cell, then the 
Node resource is the one that the application will use.  
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Application scope

� EAR file contains configuration information 
�Resources, Shared libraries, Virtual hosts

� In the application META-INF\ibm-config directory - files resemble the V6 Configuration 
repository

� Application install/redeployment:
� resources.xml, variables.xml and deployment.xml files are configured under application 

scope

�Libraries.xml under server 

� Support for WebSphere Rapid Deployment
�Develop in Rational® tools or Application Server Toolkit (AST)

�Quick (re-)deployment to WebSphere Application Server V6

� Identical resources defined in multiple applications running in the same V6 
server are not in conflict
�These resources are visible only for the application

� On an uninstall of an application, the non-global resources are also removed

Here is some more detail about the Application Scope. The EAR file contains the 
configuration information that was covered on the previous slide. The application 
installation or redeployment will take these things into account, so the resources and the 
variables will be configured under the application scope.  If your enhanced EAR file has 
virtual hosts defined, these will be configured at the server level.  

WebSphere Rapid Deployment makes extensive use of this application scoping for both 
Quick Redeployment and Fine Grained Application Update.  

Identical resources defined in multiple applications are not in conflict; you can have two 

applications installed with  the same resource, and the resources are tied to the 
application and therefore there is no conflict.  

Finally, when application is uninstalled, the non-global resources will also be removed.  
Things like virtual host definitions will remain, but resources used by the application and 

not shared with other applications will be removed.  
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Selecting scopes in the Administrative Console

� Resources and Variables defined with the applications will have application scope

� Specify the scope before defining or listing Resources and Environment variables

In the Administrative Console, you can define the scopes.  In the stand-alone node, you 
will not see the Cluster scope, you would only see the Cell and the Node and the Server.  
You will not see the application scoping because that is tied to the application itself, and 
you would go to the application to configure those scoped variables or resources.



WASv6_SM_Res_Scopes.ppt Page 7 of 9

IBM Software Group

7

System Management  - Resource Scopes © 2004, 2006 IBM Corporation

Resource and variable scoping example

APP_INSTALL_ROOT = Application

APP_INSTALL_ROOT = c:\Server1_Apps\installedAppsServer

APP_INSTALL_ROOT = c:\MyApps\installedAppsNode

APP_INSTALL_ROOT = Cluster

APP_INSTALL_ROOT = ${USER_INSTALL_ROOT}/installedAppsCell

Variable valueScope Level

Here is a quick example, where a resource called installedApps is defined at the Server 
level , and at the Node level, and at the Cell level. The variable defined at the finest scope 
will take precedence.  In this example, the installedApps resource defined at the Server 
level will take precedence over the variables defined at the Node and Cell level. 
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Summary

�Two new additional scoping levels (clusters and 
applications), will provides more flexibility in 
defining common resources 

In summary, with the addition of the Application Scoping for Stand-alone nodes and the 
addition of Cluster Scoping for Network Deployment, there will be fewer steps for the 
system administrator to manage both the Stand-alone Node and the Network Deployment 
cell. 
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Trademarks, Copyrights, and Disclaimers
The following terms are trademarks or registered trademarks of International Business Machines Corporation in the United States, other countries, or both:

IBM CICS IMS MQSeries Tivoli
IBM(logo) Cloudscape Informix OS/390 WebSphere
e(logo)business DB2 iSeries OS/400 xSeries
AIX DB2 Universal Database Lotus pSeries zSeries

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both. 

Microsoft, Windows, Windows NT, and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries, or both. 

Intel, ActionMedia, LANDesk, MMX, Pentium and ProShare are trademarks of Intel Corporation in the United States, other countries, or both.  

UNIX is a registered trademark of The Open Group in the United States and other countries. 

Linux is a registered trademark of Linus Torvalds.  

Other company, product and service names may be trademarks or service marks of others.

Product data has been reviewed for accuracy as of the date of initial publication.  Product data is subject to change without notice.  This document could include technical inaccuracies or 
typographical errors.  IBM may make improvements and/or changes in the product(s) and/or program(s) described herein at any time without notice.   Any statements regarding IBM's 
future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.  References in this document to IBM products, programs, or 
services does not imply that IBM intends to make such products, programs or services available in all countries in which IBM operates or does business.  Any reference to an IBM Program 
Product in this document is not intended to state or imply that only that program product may be used.  Any functionally equivalent program, that does not infringe IBM's intellectual 
property rights, may be used instead.

Information is provided "AS IS" without warranty of any kind.  THE INFORMATION PROVIDED IN THIS DOCUMENT IS DISTRIBUTED "AS IS" WITHOUT ANY WARRANTY, EITHER 
EXPRESS OR IMPLIED.  IBM EXPRESSLY DISCLAIMS ANY WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR NONINFRINGEMENT. IBM shall 
have no responsibility to update this information.   IBM products are warranted, if at all, according to the terms and conditions of the agreements (e.g., IBM Customer Agreement, 
Statement of Limited Warranty, International Program License Agreement, etc.) under which they are provided. Information concerning non-IBM products was obtained from the suppliers 
of those products, their published announcements or other publicly available sources.  IBM has not tested those products in connection with this publication and cannot confirm the 
accuracy of performance, compatibility or any other claims related to non-IBM products.  IBM makes no representations or warranties, express or implied, regarding non-IBM products and 
services.

The provision of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or copyrights.  Inquiries regarding patent or copyright 
licenses should be made, in writing, to:

IBM Director of Licensing
IBM Corporation
North Castle Drive
Armonk, NY  10504-1785
U.S.A.

Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment.  All customer examples described are presented as illustrations of 
how those customers have used IBM products and the results they may have achieved.  The actual throughput or performance that any user will experience will vary depending upon 
considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the workload processed.  Therefore, no assurance 
can be given that an individual user will achieve throughput or performance improvements equivalent to the ratios stated here.
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