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This presentation will focus on the Data Replication Service in WebSphere Application 
Server V6.
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Goals

� Provide a quick overview of Data Replication Service 

(DRS) and where it is used within WebSphere Application 

Server

� Discuss new V6 DRS functions

The goal of this presentation is to outline and provide an overview of the Data Replication 
Service and discuss the new features in V6.
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Overview

�DRS is a mechanism for moving data around within 
WebSphere Application Server processes for 
replication purposes for specific functions

�DRS is used by multiple WebSphere Application 
Server components:

�HTTP Session memory to memory replication

�Dynamic cache replication 

�Stateful session Enterprise Java™ Bean (EJB) state 
replication 

�Coordinates with Workload Management

The Data Replication Service is an internal component of the WebSphere Application 
Server. It is used by other components to move data from place to place. The most visible 
use of DRS is for replicating persistent HTTP Session data so that if an application server 

fails, the request can be routed to another application server, and the session data will be 
available there.

In order to minimize the impact of a failure, DRS coordinates with the Workload 
Management routing algorithm to assure that requests and data end up in the same place.

A new feature in Version 6 is the capability to capture the state of a stateful session bean 
and enable failover to another instance of that bean in another application server.
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Benefits of Data Replication Service

�Provides failover for multiple components

� Low cost alternative for session persistence

�Removes requirement for database

� Improves overall performance

�distributes caches between machines

The Data Replication Service provides services in two scenarios: Failover and caching. 
Failover support assures that HTTP Sessions and EJBs can be moved to another 
application server. This is transparent to the user. 

The second use of Data Replication Service is caching. A servlet or a JSP™ can be 

configured to have its output cached. Once the data is available in the cache, repeated 
requests for the same information are handled faster. Since the data in the cache will be 
the same no matter which application server the request arrived at, it makes sense to 

cache the same data in of all the application servers. Data Replication Service handles 
moving cache entries to other servers.
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DRS Terms

�WebSphere Application Server V5 DRS terms:

�Replicators

� JMS broker responsible for data replication

�Replication Domain

� A set of one or more Replicators

�Partition

� A group of like components consuming data from Replicators

�WebSphere Application Server V6 DRS Terms:

�Replication Domain

� Create a replication domain and define how many replicas of the data it 

should contain

Version 5 of WebSphere Application Server leaves much of the configuration to the 
Administrator. Replicators are the producer and consumer that are responsible for moving 
data as Java™ Message Service (JMS) messages. Administrators create Replicators 

within a Replication Domain; the default configuration is to have all the application servers 
in a domain talk to all the other application servers. It is possible to reduce the overhead 
by limiting which application servers talk to which; those that are configured to talk to each 

other are a partition, as well as being part of a MultiBroker replication Domain.

Version 6 simplifies this. Because the underlying mechanism has changed, it is no longer 
necessary to manually create and configure Replicators. Also, the concept of Partitioning 

is masked. Even though it is still possible to limit the number of copies of the data, it is not 

necessary to expose the details of that configuration.
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DRS: V5 Replication Topology Options

NN--wayway
PeerPeer--toto--PeerPeer

(Default)(Default)

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

Single ReplicaSingle Replica

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

Single ReplicaSingle Replica
After failoverAfter failover

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

ClientClient--ServerServer
with backupwith backup

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x V5.x 
Cluster Cluster 
MemberMember

V5.x  V5.x  
Application Application 

ServerServer

V5.x  V5.x  
Application Application 

ServerServer

All Data send to all 
other processes

-Data is sent to one other server – If  
a server fails, request goes to the 
next server in order

- If the data is not in the memory of 
that server, it is retrieved from 
whichever server has it

Data is sent to dedicated server 
processes. If there is a failover, DRS 
retrieves data from other dedicated 
server

N-way Peer to Peer:

Looking at the configuration for HTTP Session Persistence, these Cluster Members are application servers 
that have been created as members of a cluster. Data Replication Service is used to copy session data 
between the clustered application servers. 

The default topology for Data Replication Service in version 5 is for all Replicators to service all channels in 
the Replicator domain. This means for five application servers, there will be four backups and the original. 
You can see how this could quickly consume a lot of memory. To reduce the memory overhead without 
losing the backup, you can set the Single Replica flag to limit the Replicators to one backup copy. In the 
event of a failover, the Session Manager will find the backup and make it available to the application server 
where the request lands.

Single Replica:

The single replica configuration scales much better in terms of memory consumption. In the event of a failure 
of an application server, the request will be routed to the next clustered application server in the rotation. If 
the session information exists in the new server, it is used; if not, the session manager retrieves it from 
wherever it was backed up. As soon as the request hits the new server, it’s updated session information is 
sent to another server, so there is always a backup. (Unless the right two servers happen to fail at the same 
time.)

Client Server

A Client Server topology is one where another application server is configured to store backup session data 
in the local memory space. This topology reduces the overhead on application servers handling requests, but 
introduces a single point of failure (SPOF).

In the Client Server topology, it is useful to configure two independent application servers to store backup 
session information. By introducing a second server on a second machine, the single point of failure is 
eliminated.
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DRS in V6DRS in V6

Section

This section address Data Replication Service function in WebSphere Application Server 
Version 6
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DRS in V6 

DRS A
DRS D

DRS B
DRS C

Replication Domain consists of server or cluster members 

that have the capability of sharing WebSphere Application 

Server internal data (HTTP Session, Cache) within the 

domain

A replication domain consists of servers and cluster members that have the capability to 
replicate information from one cluster member to any other cluster member. 
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DRS: New V6 Functional Changes

� Integration with Workload Management (WLM) to 
provide "hot failover" in peer to peer mode

�Ability to collocate Stateful session EJB replicas 
with HTTP session replicas for hot failover

�Faster underlying transport

�Allows for the use of both multicast and unicast IP

Some changes in Version 6 include cooperation between the Data Replication Service and 
the Workload Management subsystem to coordinate which cluster members serve as 
backups for other cluster members.  Ideally, session failover data and stateful session 

bean failover data should end up in the same place – the place that a failed-over session 
will arrive in the event it needs to be served by a cluster member other than the one that 
originated the session.

Another improvement is that the underlying mechanism has been rewritten using a 

proprietary transport to move data. This reduces overhead and improves overall system 
performance. 
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DRS: V6 Configuration Simplification

�Replicator configuration is no longer a part of the 
replication domain configuration

�Configuring a user (consuming component) for 
DRS involves:

�Creating a domain and specifying the number of replicas
� Default number of replicas is 1

� For cache replication, each server must have a replica

�Configuring the user to be part of the domain

�Ensuring that only valid users are part of the domain

�Many fields from V5.x have been removed, making 
the configuration panels more intuitive

Moving from Version 5 to Version 6 is moving to a more simplified configuration. The 
change in the underlying communication mechanism removes the need for Replicators. 
The only configuration decision you can make is how many backup copies of the data will 

be needed. The default is one.

Version 6 benefits from a faster transport mechanism, the channel framework, which 
eliminates the one-thread-per-queue limitation. Sitting on top of a more robust transport 
also removes the need for manual partitioning.
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DRS Administration

� DRS domain can be 

created as follows:

�Optionally, when creating a 

cluster - DRS domain name 

same as cluster name

�Manually create DRS domain

� Enabling Dynamic Cache to 
use DRS

Server -> Container Services   -> Dynamic Cache Service

This slide illustrates the locations within the Administrative Console where you can change 
settings on the Data Replication Service. When you create a cluster, creating a replication 
domain is as easy as selecting a checkbox, or you can manually create a domain. 

Because Data Replication Service is used for both cache replication and session data, you 
can configure cache replication under Server, then Container Service, then select 
Dynamic Cache Replication.
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v6 Topology: Examples

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

V6 V6 
Cluster Cluster 
MemberMember

Single Replica
(Default)

Replicas = 4

Data is replicated to other 4 processes
Maybe overkill for HTTP Session 
replication, but may be useful for cache 
replications

In the default topology, each server in the domain will hold a replica of the data from one 
other server.

In the second example, notice that the arrows each have two heads – data flows from 
each process to every other process, so that for each replicated object, there are four 

remote copies and the local original. This topology would probably be more than what is 
needed for HTTP Session replication, but it is the only allowable configuration for cache 
replication. When caching dynamic content, the cache is only useful if it is available on all 

the machines where a request could arrive.
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DRS: V5 to V6 What Does Not Change?

� v5 wsadmin DRS scripts will work with V6

�These scripts will create “multibroker domains”, which are 
deprecated

�It is recommended to use the new V6 configuration 
objects

�Replication Domains still exist

�No longer a collection of Replicators

�Client/Server topology still configurable

�Single Replica and N-way Peer-to-Peer

�Can still be manually configured

wsadmin scripts that create replication domains for version 5 will still work with version 6, 
and the common topologies used in version 5 will still be possible. However, using 
wsadmin scripts that were intended for version 5 is not suggested, because it will create 

multibroker domains, which do not have the performance benefits of v6 replication 
domains.
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Problem DeterminationProblem Determination

Section

This section deals with problem determination.
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Problem Determination

� Log files

�SystemOut.log for all servers in the cluster

�Activity log

�Server.xml for each server in the cluster, and the cell-

scoped multibroker.xml

�Trace string

�Group: “DRS”

�Component: “com.ibm.ws.drs.*”

When troubleshooting a DRS problem, you should examine the SystemOut.log for all 
servers in the cluster, and their server.xml files, which contain the DRS configuration 
information. If you need to search deeper, tracing the group named DRS, or the 

com.ibm.ws.drs.* component will give you more detailed information.
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Best Practices

� Create distinct replication domains for distinct data

�One domain for each Dynamic Cache instance, another for HTTP 
Sessions

� Put Stateful Session Bean and HTTP Session data in the 
same domain

�Typically developers stash a stateful bean reference in session

� Set number of replicas to small values

�Balance resource use with failover ‘comfort level’

� If “congestion” messages appear in logs, increase 
Transport Buffer size to 50MB (default is 10MB) for each 
server

�Application Servers > server_name > Core Group Service

Suggested Best Practices include creating a distinct domain for HTTP and EJB session 
data, and another domain for Cache replication. 

The number of replicas you configure will have an impact on failover and on performance. 
Using a smaller number improves performance. Increasing the number of replicas may 

reduce the time it takes a session to move to another server, but it does so at the cost of 
overall performance. It is suggested that in most cases, one, two, or three replicas should 
be sufficient.
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Summary

�Data Replication Service moves data

�Cache replication improves response times for 
users

�HTTP Session data replication provides failover 
support in coordination with WLM component

�Stateful EJB state persistence, failover new in V6

�Configuration simplified, performance enhanced

In summary, this presentation has explained that the Data Replication Service is used for 
moving data between cluster members or application server processes.

HTTP Session data can be configured to be available in the cluster member where a 
session will fail over to, and the Data Replication Service coordinates with the Workload 

Management component. 

New in V6 is Stateful Session Bean persistence and failover, and administration of Data 
Replication Service has been simplified.
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