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This unit focuses on problem determination techniques and tools associated with request flow problems.
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Unit objectives

After completing this unit, you should be able to:

� Identify working and non-working requests

� Identify key questions needed to resolve request 
problems

�Determine the appropriate tracing necessary to 
debug problem requests

�Read logs to pinpoint the source of failure

This topic explores client requests and possible failure points that can occur.  By the end of this unit, you will be able to identify 
the differences between working and non-working requests, know what questions are relevant to resolving request problems, as 
well as use the WebSphere® tracing and tooling to pinpoint the source of failure.   
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Request flows (SSL and non-SSL)
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This diagram depicts how requests move between a client and Websphere Application Server.  The Internet/Intranet cloud 
represents components in the request flow that can cause problems but are not discussed in this unit.  If you do suspect a 
problem in one of these gateways, you can determine if a problem exists by taking a packet trace from the IHS to verify the 
content and movement of your requests.
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Review of a working request: Outline

�Typical request methods
�GET

�POST

�Common protocols
�HTTP

�HTTPS

�Browser return codes
�200

�302

�304

�Identifying working requests through the logs
�Review Web server access log (GET & POST)

�Review plug-in log (GET & POST)

There are several paths a request can take and a number of different scenarios associated with each variation.  This unti 
focuses in on the most common requests and a selection of the problems you are most likely to experience.  The most common 
request methods are get and post but there are also head, put, and delete.  In this unit, we focus on get and post.  This course
also focuses on the two most common protocols, http and secured https.  Within this realm there are three possible browser 
return codes that we are going to explore.  
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Typical request methods: GET

The get method is used when a request is seeking content from a host application.  This is commonly used when loading a 
page in a browser.  Here we see the sample application, Plants by WebSphere, that ships with WebSphere Application Server.
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Typical request methods: POST

The post method is used to to submit data to a web based application.  This is how user input is often submitted to an 
application.  Here we see an example of post being used to submit the quantity of desired bonsai trees in the Plants by 
WebSphere application.
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Common protocols: HTTP

�HyperText Transfer Protocol (HTTP) is the method 
used to transfer or convey information on the World 
Wide Web. It is a patented open internet protocol 
whose original purpose was to provide a way to 
publish and receive HTML pages.

�The default TCP port of an HTTP Uniform Resource 
Identifier (URI) is 80.

�Sample:  http ://localhost/PlantsByWebSphere
http ://localhost:80/PlantsByWebSphere

Both of the previous examples use the default http method to communicate between the client and WebSphere Application 
Server.  The default port for this communication is port 80 and is implied whenever a port is not specified in a URL.  Therefore, 
the two sample URLs will result in the exact same request.
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Common protocols: HTTPS

�HTTPS is not a separate protocol, but refers to the 
combination of a normal HTPP interaction over an 
encrypted secure socket layer (SSL) or transport 
layer security

� The default TCP port of an HTTPS Uniform 
Resource Identifier (UIR) is 443.

�Sample:  https ://localhost/PlantsByWebSphere

Data served using the HTTPS protocol should result in a secure/encrypted connection.  The padlock at the bottom browser bar 
in Internet Explorer indicates that the page displayed is secure.  If it isn’t displayed, and the request was over HTTPS, this 
indicates that part of the content wasn’t encrypted and isn’t secure.  This typically is seen when applications use frames. The 
original request was made using the HTTPS protocol, but the follow-on requests to populate the other frames of the page were 
submitted using HTTP.  If you observe this within your application, you will need to consult with the developer to change those 
requests to use the proper protocol.
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Browser return code: “200 OK”

�The request has succeeded. The information returned with 
the response is dependent on the method used in the 
request.
�GET: An entity corresponding to the requested resource is sent in the 

response

�HEAD: The entity-header fields corresponding to the requested 
resource are sent in the response without any message-body

�POST: An entity describing or containing the result of the action is
returned

�TRACE: An entity containing the request message as received by the 
end server is returned

Response Header
HTTP/1.0 200 OK
Date: Fri, 31 Dec 1999 23:59:59 GMT 
Content-Type: text/html 
Content-Length: 1354

The response header is a record at ht ebeginning of an HTTP response from the Web server.  The response header field allows 
the server to pass additional information about the response that cannot be placed in the status line.  The header fields give 
information about the server and about further access to the resources identified by the Requested URI.  This data is normally 
not viewable from the browser response page.  The 200 response code means that the request was handled properly.
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Browser return code: “302 Object moved”

� The requested resource resides temporarily under 
a different URI.

�Since the redirection might be altered on occasion, the 
client SHOULD continue to use the Request-URI for future 
requests.

�The temporary URI SHOULD be given by the Location 
field in the response.

Response Header
HTTP/1.1 302 Object moved
Location: http://www.mycompany.com/newpage.html

A 302 response inidcates that the page is no longer at the specified location and has been moved.  This is automatically 
generaged by the host which reroutes the browser to the new page.  This will typically happen when the web server or 
application sever has a redirect to point the browser queuest to another URI.
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Browser return code: “304 Not Modified”

� Indicates that the requested page has not been 
modified since it was last requested.

� If the client has performed a conditional GET 
request and access is allowed, but the document 
has not been modified, the server SHOULD 
respond with this status code.

Response Header
HTTP/1.1 304 Not Modified
Date: Fri, 31 Dec 1999 23:59:59 GMT

The 304 respone code indicates that the requested page has not been modified since it was last requested.  The pace that is 
returned is pulled from the host system‘s cache.  Caching is an effective mechanism for reducing overhead to the host system.  
The host cache‘s the content rather than having to locate or generate the content to be served.  The host will continue to use 
the cache entry until it expires or is modified.
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Identifying a working request: Web server 
access log
�GET and POST requests

IHS Access Log for a Successful Get Request
127.0.0.1 - - [17/Apr/2006:13:07:00 -0400] "GET /PlantsByWebSphere/ HTTP/1.1" 200 1984

IP of client Date / Time stamp Request 

Method

Request Return

Code

Content

Length

IHS Access Log for a Successful Post Request
127.0.0.1 - - [17/Apr/2006:13:26:10 -0400] "POST /PlantsByWebSphere/servlet/ShoppingServlet HTTP/1.1" 200 8307

IP of client Date / Time stamp Request 

Method
Request Content

Length

Return

Code

All requests submitted to the IBM HTTP Server (IHS) are recorded in the Web server‘s access log at the time the request is 
completed.  This is where you can verify the response to a specific requests.  If a request fails to be processed on the Web 
server for any reason the response may not be posted to the access log.  The example output on this slide conforms to the 
default IHS configuration format specified by the httpd.conf file.  There are several key fields in an access log entry.  Notice
how both of these examples are from transactions with 200 response codes.
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Identifying a working request: Plug-in log

[Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE:

1. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE: ws_common: websphereShouldHandleRequest: 
trying to match a route for: vhost='localhost'; uri='/PlantsByWebSphere/'

2. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE: mod_was_ap20_http: as_translate_name: 
WebSphere will handle: /PlantsByWebSphere/

3. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE: ws_common: websphereFindTransport: Setting 
the transport(case 2): App_Server_01 on port 9080

4. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE:    GET /PlantsByWebSphere/ HTTP/1.1

5. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE: ws_common: websphereExecute: Wrote the 
request; reading the response

6. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE: lib_htresponse: htresponseRead: Reading the 
response: 52965c

7. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE:    HTTP/1.1 200 OK

8. [Mon Apr 17 13:07:00 2006] 00000d64 00000c0c - TRACE: ws_common: websphereEndRequest: Ending the 
request

�GET request

Date / Time stamp Process / Thread ID Message Type

If a request is directed to a WebSphere Applicaiton Server then you can also trace the request as it passes through the IHS 
plugin.  This information can be found in the plugin-log file.  The examples on this slide are various log statements from a 
plugin-log file.  They are not a complete requeust trace, but represent a few key entries to look for in order to validate that a 
request is received and preccessed by the plug-in.  
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Identifying a working request: Plug-in log

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE:

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE: ws_common: websphereFindServerGroup: trying to 
match a route for: vhost='localhost'; uri='/PlantsByWebSphere/servlet/ShoppingServlet'

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE: mod_was_ap20_http: as_translate_name: WebSphere 
will handle: /PlantsByWebSphere/servlet/ShoppingServlet

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE: ws_common: websphereFindTransport: Setting the 
transport(case 2): App_Server_01 on port 9080

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE:    POST /PlantsByWebSphere/servlet/ShoppingServlet 
HTTP/1.1

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE: ws_common: websphereExecute: Wrote the request; 
reading the response

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE: lib_htresponse: htresponseRead: Reading the 
response: 699964

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE:    HTTP/1.1 200 OK

[Mon Apr 17 15:43:18 2006] 00001128 00001130 - TRACE: ws_common: websphereEndRequest: Ending the 
request

�POST request

Date / Time stamp Process / Thread ID Message Type

These log entries are almost identical to the previous slide except that the previous side was from GET requests adn these are 
examples of POST requests.  The log entries still follow the same general format as before.
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Topic summary

Having completed this topic, you should be able to:

�Describe the typical request flow between a client, 
a Web server, and the WebSphere Application 
Server

�Read and interpret the necessary logs to identify 
working requests

By now you should be able to describe the typical request flow between a client, Web server, and the WebSphere Application 
Server as well as read an interpre the pertinent log files.
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Review of non-working request

After completing this topic, you should be able to:

� Identify preliminary questions to ask at the start of 
problem determination

�Determine what trace data is needed and how to 
collect it

�Review trace data to identify key failure points

�Make a rational choice to correct the problem

The rest of this presentation focuses on how to troubleshoot non-working requests.  This includes the initial steps, activating 
trace, and reviewing the trace to determine what steps are necessary to resolve the problem.
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Preliminary questions (1 of 2)
1. Are all components running?
�Verify that IHS and the WebSphere application are running.

2. DNS is working correctly?
�Verify that the Web server hostname and the IP address of the box are set correctly 

within DNS.

3. Are there any firewall or front-end issues?
�Know your topology and what components lie between the client and the Web server.  

One of these could be keeping the request from going through.

4. What are the Operating Systems (OS) of all components involved?
�Sometimes updates to components are published for your particular OS.  Also, you may 

have an OS related patch that is required to correct a problem.

5. What are the versions and maintenance levels of the involved products?
� Important for researching possible updates to the Web server, plug-in and application 

server.

There are several questions that you should ask yourself whenever you begin troubleshooting a non-working requets.  These 
questions will help you focus your efforts on the components that are likely causing the problem.
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Preliminary questions (2 of 2)

6.What did you type in?
�Need to know the exact request that was typed into the 

client browser.

7.What did you get back?
�Get a print screen of the results.  Problems can result with 

the wrong response or no response.

8.What was the date and time of the request?
�This aids in locating the problematic request within the 

logs.

9.Who was supposed to respond to the request?
�Web server or application server

Here are the rest of the example questions that will help you track down the cause of the request flow problem.  These 
questions cannot cover all the components since that would require more knowledge of your environment, but they provide an 
excellent starting position to focus your problem determination efforts.
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Determining what trace data is needed (1 of 3)

1. Stop the IBM HTTP Server and WebSphere Application 
Server.

2. Clear all logs in the IBM HTTP Server directory:
�<install_root>/log

3. Clear all logs in the WebSphere Application Server 
directory:

�<install_root>/log

4. Edit the plugin-cfg.xml file and change Loglevel to Trace. 
For example:

�<Log LogLevel="Trace" 
Name="c:\WebSphere\AppServer\logs\native.log"/>

5. Edit the httpd.conf file and change Loglevel to debug

The IHS Web server requires a restart for any changes to the httpd.conf file to take effect. For other Web server types, please 
consult with your vendor for the specifics on how to accomplish the same logging.
Any time a Web server restart is required for diagnostic purposes, you should archive the existing logs to have new logs 
created.  Doing this will reduce the amount of data you will need to review to diagnose a problem request.
Most IHS configurations have one access log and error log.  Scan the httpd.conf file for any of the following directives: Errorlog, 
CustomLog, RewriteLog and make a note of each location. Various other logs can be generated depending on the 
environment’s needs.  Some may set up <VirtualHost> stanzas for SSL and have specific logs generated to trap that area’s 
specific traffic.
The Plug-in can have it’s Loglevel changed without having to stop and restart the Web server.  This change will take affect after 
the plug-in’s Refreshinterval has expired and a new request has been submitted to the system.
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Determine what trace data is needed (2 of 3)
6. Enable WebSphere tracing:
�Log on to the administrative console,

� In left panel, select Troubleshooting -> Logs and Trace .
� In right panel, select Logging and Tracing -> your_application_server -> D iagnostic 

Trace .

� In Configuration tab perform the following tasks:
� Check Enable Log property.
� In the Trace Output, choose File Name and type a file name. Increase the Maximum file size to 100 MB. Increase 

Maximum number of historical files to 10 as well.
� Select Basic (Compatible) Trace Output Format unless otherwise specified by support.

The information in this slide provides the steps to enable an application server Webcontainer trace.  This information is posted 
within an IBM Mustgather that can be found on the ibm support site by search for the pharase Mustgather.
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Determine what trace data is needed (3 of 3)
6. Enable WebSphere tracing (continued):
� Navigate back to Logging and Tracing -> your_application_server -> C hange Log Detail Levels
� In the Configuration tab Trace Specification , enter the following line:
� *=info:Webcontainer=all:HTTPChannel=all:GenericBNF=all

� Click Apply , then OK and then Save your configuration (select Synchronize changes with Nodes 
option).

7. Restart the IBM HTTP Server and WebSphere Application Server.

8. Recreate the failure.

This slide provides the steps to enable an application server Webcontainer trace.  This information can also be found by looking 
at the Mustgather infromation on the IBM support website.
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Unit summary

Having completed this unit, you should be able to:

� Identify the difference between working and non-
working requests

�Produce the necessary logging to research non-
working requests 

� Identify the root cause of a non-working request

By this point you have the ability to identify a non-working request and produce the necessary trace and log information so that 
you can identify the root cause of the non-wokring request.
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Feedback

Your feedback is valuable
You can help improve the quality of IBM Education Assistant content to better 

meet your needs by providing feedback.

� Did you find this module useful?

� Did it help you solve a problem or answer a question?

� Do you have suggestions for improvements?

Click to send e-mail feedback:

mailto:iea@us.ibm.com?subject= Feedback about 
SW5706G13_RequestFlowProbs.ppt

You can help improve the quality of IBM Education Assistant content by providing feedback.
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