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This presentation will cover WebSphere® MQ V6.0 Accounting and Statistics.
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Why collect and analyze statistics?

The zZ/OS® Queue Manager uses the System Monitoring Facility available to
recording statistics and accounting data about the Queue Manager and the
applications connected to the Queue Manager.

The data collected may be used for
Problem determination
*Performance Monitoring
*Accounting and Charging

No such facility existed for Distributed Queue Managers, so those wanting to make
use of such facilities must do so using User Exits or custom additions to their
applications.

MQ V6 adds the ability for the Distributed Queue Manager to collect sets of
information which is then written at appropriate intervals as PCF messages to
predefined queues.

-SYSTEM.ADMIN.STATISTICS.QUEUE

*SYSTEM.ADMIN.ACCOUNTING.QUEUE
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System Monitoring Facility (SMF) is offline monitoring that, at the end of specified interval,
packages up all the work that Queue Manager has done. This information can be used for
problem determination, performance monitoring, and accounting and charging purposes. This
monitoring is split into the logical division of statistics and accounting.
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Statistics Data Collection

Statistics Monitoring Data collects information about Websphere MQ resources and
writes this information at configured intervals to the predefined destination queue.

This data, written in the form of PCF records, can be post-processed to give
information on the activity of the system.

Data collection is split into 3 classes

*QMGR statistics - statistics based on the activity of the whole system
*Queue statistics - statistics on the activity of the queue (per queue)
+Channel statistics - statistics on the activity of the channel (per channel)

Collection of data for each class may be selected independently and when enabled at
predefined intervals, PCF messages containing the that class are written to the new
system queue SYSTEM.ADMIN.STATISTICS.QUEUE.
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Statistics Data Collection writes WebSphere MQ monitoring data, in the form of PCF, records at
configured intervals. This data is split into three classes as shown here, based on queue manager
system activity, individual queue activity, and individual channel activity.
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Statistics Data Collection - MQI (QMGR) Statistics

+1 Message written per time interval

*API counts for each of the MQ API's (MQCONN / MQDISC / MQPUT / MQGET/ ...)
~Total message/bytes put to queues (persistent / non-persistent messages)
«Total message/bytes got from queues (persistent / non-persistent messages)

Statistics Data Collection - Queue Statistics

+Can be configured at both system and queue level
*Messages written at the end of the interval containing up to '100' queue records

*Minimum / Maximum depth of queue

*Average time-on-queue for messages retrieved from the queue

*API counts for GET / PUT / BRWS (persistent / non-persistent)
«Total byte counts for GET / PUT / BRWS (persistent / non-persistent)
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Shown here are some of the statistics that can be gathered at the Queue Manager and the
individual Queue levels. API accesses, quantity and size of messages, and total put and get
operations performed are among the statistics that can be gathered at the Queue Manager level.
Minimum and Maximum depth of queue, average time on queue, and both API and byte counts
can be gathered at the individual queue level. This data is provided in the form of a PCF message.
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Statistics Data Collection - Channel Statistics

+Can be configured at both system and channel level
+Messages written at the end of the interval containing up to '100' channel records
+Only channels 'active' in the time interval will have statistics recorded

*Number of messages transferred (persistent / non-persistent)
*Number of bytes transferred (persistent / non-persistent)
*Network times (min / avg / max) : measured on heartbeats
«Exit Times (min / avg / max)

+Batch Info (total / number full / avg size)

*Number of PUT retries

© IBM Corporation 2005

Channel statistics, like queue statistics, are provided in the form of a PCF message containing up
to 100 channel records with each channel contained within a PCF group. Statistics include
number of messages transferred, bytes transferred, network times, exit times, batch information,
and PUT retries. This information is useful in capacity planning.
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Accounting Data Collection

Accounting Monitoring Data collects information about the applications that connect to the
Queue Manager.

This data, written in the form of PCF records to the SYSTEM.ADMIN.ACCOUNTING.QUEUE
and can be post-processed to give information on the activity of each application connected.
The PCF formatted message is written upon MQDISC (or at regular intervals for long running
tasks)
-Connection Details (application name / process Id / connection type / connect
time)
*API counts (MQOPEN / MQCLOSE / MQGET / MQPUT/ ...)
‘MQPUT/ MQGET / MQGET (browse)
‘message counts: persistent / non-persistent
‘bytes counts: persistent / non-persistent
‘message sizes: persistent / non-persistent
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Accounting monitoring collects information about the applications that connect to the queue
manager. Data is provided in the form of a PCF message and in a format similar to that of a
statistics message. This message is written to the SYSTEM.ADMIN.ACCOUNTING queue and
can be post-processed. Data collected includes connection details, such as application name,
process ID, connection type, and connection time, API counts, such as PUTS and GETS, and
MQPUT and MQGET calls. There is also information about message sizes and types. This data
is useful in determining how system resources are being utilized.
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Accounting Data Collection (cont.)

As well as the standard collection details, detailed queue information for each connection may
also be collected.

Written at the same time as the standard accounting data collection, a number of PCF formatted

messages, including accounting information for each queue opened by the connection (up to
100 queue details per message) can we written.

For each queue accessed by the connection the following information will be reported

*Queue details: name, type

+Open details: first open time, last close time

*MQPUT details: count, total bytes, msg-sizes (min / max)
(persistent / non-persistent)

*MQGET details: count, total bytes, msg-size (min / max), time-on-queue (min / avg / max)
(persistent / non-persistent)

*MQGET(browse): count, total bytes, msg-sizes (min / max)
(persistent / non-persistent)
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You can also drill down to get more detailed information on a per queue basis, with each queue
contained within a PCF group. The data available includes name and type of queue, first open and
last close time, and details about MQPUT, MQPUT1, MQGET, and MQGET (browse) operations.
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Configuration of Statistics and Accounting Data

Statistics and Accounting Monitoring data is controlled using a set of Queue Manager and
Queue/Channel attributes.

At Qmgr level:
STATMQI (OFF | ON)
STATQ (NONE | OFF | ON)
STATCHL (NONE | OFF | LOW | MEDIUM | HIGH)
STATACLS (QMGR | OFF | LOW | MEDIUM | HIGH)
STATINT (<seconds>)

ACCTMQI (OFF | ON)

ACCTQ (NONE | OFE | ON)
ACCTINT (<seconds>)

ACCTCONO (DISABLED | ENABLED)

At Channel level (on each channel)
STATCHL (QMGR | OFF | LOW | MEDIUM | HIGH)

At Queue level (on each
queue)
STATQ (QMGR | OFF | ON)
ACCTQ (QMGR | OFF | ON)
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Configuration of Accounting and Statistics data is based upon Queue Manager and object
attributes. When the QMGR value is set to DISABLED, collection for that type of monitoring
data is disabled for all types of that resource regardless of the setting on the object.

At the queue level, you can configure STATQ and ACCTQ, which determines what statistics you
are collected for this queue. QMGR means inherit from the Queue Manager definition STATQ
attribute.

At the channel level, you can specify the level of statistics gathering for channels, with QMGR
again meaning to inherit the STSTCHL attribute from the Queue Manager. Averages are more
accurate at the HIGH level because a larger volume of data is analyzed.

Statistics QMGR attributes

STATMQI - Collect MQI/QMGR based statistics (ON/OFF)

STATQ - Default statistics collection for queues. Can be overriden using per Queue attribute.
STATCHL - Default statistics collection for queues. Can be overriden using per Queue attribute.
STATACLS - Value of STATCHL for Auto defined cluster sender channels.

STATINT - Interval at which collected statistics are written out.

Accounting QMGR attributes




ACCTMQI - Collect MQ/QMGR bassed accounting data (ON/OFF)
ACCTQ - Default accounting collection for queues. Can be overriden using per Queue attribute.
ACCTINT - For long running connections interval at which intermediate records are written

ACCTCONO - Can the collection of accounting data be overriden using the MQCNO option on the
connection
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Configuration of Accounting Data (cont.)

=Also possible to enable or disable the collection of accounting data per
connection using new connection options:

t MQCNO_ACCOUNTING_MQI_ENABLED

f MQCNO_ACCOUNTING_MQI_DISABLED

r MQCNO_ACCOUNTING_Q_ENABLED

s MQCNO_ACCOUNTING_Q_DISABLED

=These setting are ignored unless the gmgr attribute ACCTCONO
(Acounting Connection Override) is set to ENABLED. Default is DISABLED
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You can now choose to enable or disable MQI or Q accounting.
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Sample for formatting Monitoring Data

Sample (amgsmon) supplied s o

which formats out Statistics and = aainiend

Accounting data PCF records i vy
Ce—nnd!.avul: 600

> amgsmon -m QM -t accounting e o

ApplicationPid: 19910
ApplicationTid: 1
UserId: 'tlobban'
ConnDate: '2004-09-03"
ConnTime: '09:83:27"
DiscDate: '2004-09-03'
DiscTime: '09:53:30"
DiscType: Normal

OpenCount: [0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, O]
OpenFailCount: [0, 0, 0, 0, 0, 0, 0, 0, O, O, O, O]
CloseCount: (0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

CloseFailCount: [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
PutCount: [1, 0]

PutPailCount: O

PutBytes: [5, 0]

GetCount: [0, 0]

GetPailCount: 0

GetBytes: [0, 0]

BrowseCount: [0, 0]

BrowseFailCount: 0

Commi tFailCount: O
BackCount: 0

InqCount: [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
IngPailCount: (0, 0, 0, 0, 0, 0, 0, O, O, 0, O, O]
SetCount: (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
SetFailCount: (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
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Shown here is a sample PCF message formatted for better readability using amgsmon with an
example of the command syntax.
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The following terms are trademarks or registered trademarks of International Business Machines Corporation in the United States, other countries, or both

1BM CICS IMS MQSeries Tivoli

IBM(logo) Cloudscape Informix 0S/390 ‘WebSphere

i&ugo)cmmss DB2 iSeries 0S/400 xSeries
DB2 Universal Database Lotus pSeries 2Series

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both

Microsoft, Windows, Windows NT, and the Windows logo are regi: of Microsoft Cq ion in the United States, other countries, or both.
Intel, ActionMedia, LANDesk, MMX, Pentium and ProShare are trademarks of Intel Corporation in the United States, other countries, or both.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a registered trademark of Linus Torvalds

Other company, product and service names may be trademarks or service marks of others.

Product data has been reviewed for accuracy as of the date of initial publication. Product data is subject to change without notice. This document could include technical inaccuracies or
typographical errors. IBM may make improvements andior changes in the pmdu:l(s)andlor program(s) described herein at any time without notice. Any statements regardlng IBM's
future direction and intent are sub;ecl to change or withdrawal ut notice, and represent %t'xeas and objectives only. References in this document to IBM products, programs, or

in all

services does not |mgiy that IBM intends to make such products, programs or services availal countries in which IBM ates or does business. Any reference to an IBM
ram Product in this document is not intended to state or imply that only that program product may be used. Any fumtlunaﬁ equivalent program, that does not infringe IBM
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taternent of Li 'ged lemational Program License Agreement, etc ) under which they are provided. Information conceming non-IBM products was obtained from the suppliers

of those produc(s meir publi: announcements or other pi available sources. IBM has not tested those products in connection with this publ»cauon and cannot confirm the

accuracy of peffnrmante compatibility or any other :lamsr to non-IBM products IBM makes no representations or warranties, express or implied, regarding non-IBM products
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The prowision of the information contained herein is not intended to, and does not, grant any right or license under any IBM patents or copyrights. Inquines regarding patent or copyright
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Armonk, NY 10504-1 785
USA
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