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Abstract: Migrating to z/OS R13 - Part 2 of 3

This is part two of a three-part session that will be of interest to System Programmers and their managers who are
migrating to z/OS R13 from either z/OS R11 or z/OS R12. It is strongly recommended that you attend all three
sessions for a complete migration picture. In part two, the speaker will cover the specific migration actions for
getting to z/OS R13. Selected elements such as the BCP, Communications Server, and others will be included.

The general availability date for z/OS V1 R13 was September 30, 2011.
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Trademarks

The following are trademarks of the International B usiness Machines Corporation in the United States, other countries, or both.

Not all common law marks used by IBM are listed on this page. Failure of a mark to appear does not mean that IBM does not use the mark nor does it mean that the product is not
actively marketed or is not significant within its relevant market.

Those trademarks followed by ® are registered trademarks of IBM in the United States; all others are trademarks or common law marks of IBM in the United States.

For a complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtml:

*, AS/400®, e business(logo)®, DBE, ESCO, eServer, FICON, IBM®, 1BM (logo)®, iSeries®, MVS, OS/390®, pSeries®, RS/6000®, S/30, VM/ESA®, VSE/ESA,
WebSphere®, xSeries®, /OS®, zSeries®, z/VM®, System i, System i5, System p, System p5, System x, System z, System z9®, BladeCenter®

The following are trademarks or registered trademar ks of other companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.

Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license therefrom

Java and all J based trademarks are of Sun Micr Inc. in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel
Corporation or its subsidiaries in the United States and other countries

UNIX is a registered trademark of The Open Group in the United States and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes :

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will
experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve throughput equivalent to the ratios stated here.

1BM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Al customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual
o will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without
notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. 1BM has not tested those products and cannot confirm the performance,
compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-1BM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
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 Migration Actionsfor z/OS R11 and R12:
*General Migration Actions
*Hement-Soecific Migration Actions:
—BCP
—Communications Server
—DFIMS
—Infoprint Server
—Cryptographic Services — System S
—TO/E
e Summary
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Structure of Migrating to z/OS R13 Presentations

* Session Part 1 of 3 |
*Content of z/OS R13: changing and withdrawn elements and functions
*Ordering and Deliverables
+z/OS Policies: coexistence support between z/OS R11, R12, and R13
*Planning for z/OS R13: system requirements for hardware and software
*Programmatic Verification of Migration Actions
*Positioning for sharing IEASYSxY¥, if desired

* Session Part 2 of 3 |
*Content is what you just saw on the prior foil

* Session Part 3 of 3 |
*Migrations actions for z/OS R13 and R12 from selected elements:
*Distributed File Service
*JES2 and JES3
eLanguage Environment
+z/0OS UNIX
*SMP/E and ServerPac Installation Enhancements
4 *Some Helpful z/OS R13 Sysprog Enhancements! o 2011 oM Conporation

Definition of “Migration Action”:

e Upgradingto a new z/OS release isa two step proce  ss.

1. Migration: the installation of a new version or release of a program to replace
an earlier version or release.

2. Exploitation: usage of new enhancements available in the new release. Not
covered in this presentation.
» After a successful migration, the applications and resources on the new
sysem function the same way they did onthe oldsy  stem, if possible.

* Migration actions are classfied as.
* Required: required for al users
* Required-1F : only required in certain cases
* Recommended : good to do because it 1) may be required in the future, 2)
resolves performance or usability problem 3) improves migration workload.
» Migration actions are also classfied aswhen they may be performed:
e NOW, Pre-Firg IPL, or Post-First IPL

. Means “don't overlook!” ﬂ/1eans some programmatic
5 v assistance is available

&
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Migration Definitions and Classifications

Migration is the first of two stages in upgrading to a new release of z/OS. The two stages are:

® Stage 1: Migration. During this stage you install your new system with the objective of making it functionally
compatible with the previous system. After a successful migration, the applications and resources on the new
system function the same way (or similar to the way) they did on the old system or, if that is not possible, in a
way that accommodates the new system differences so that existing workloads can continue to run. Migration
does not include exploitation of new functions except for new functions that are now required.

® Stage 2: Exploitation. During this stage you do whatever customizing and programming are necessary to take
advantage of (exploit) the enhancements available in the new release. Exploitation follows migration.

Migration Requirement Classification and Timing

The migration actions are classified as to their requirement status:

® Required . The migration action is required in all cases.

® Required-IF. The migration action is required only in a certain case. Most of the migration actions in this
presentation are in this category.

® Recommended. The migration action is not required but is recommended because it is a good programming
practice, because it will be required in the future, or because it resolves unacceptable system behavior (such as
poor usability or poor performance) even though resolution might require a change in behavior.

To identify the timing of migration actions, this presentation uses three types of headings:

® Now. These are migration actions that you perform on your current system, either because they require the
current system or because they are possible on the current system. You don’t need the z/OS V1R13 level of
code to make these changes, and the changes don't require the z/OS V1R13 level of code to run once they are
made. Examples are installing coexistence and fallback PTFs on your current system, discontinuing use of
hardware or software that will no longer be supported, and starting to use existing functions that were optional
on prior releases but required in z/OS V1R13.

® Pre-First IPL. These are migration actions that you perform after you've installed z/OS V1R13 but before the
first time you IPL. These actions require the z/OS V1R13 level of code to be installed but don’t require it to be
active. That is, you need the z/OS V1R13 programs, utilities, and samples in order to perform the migration
actions, but the z/OS V1R13 system does not have to be IPLed in order for the programs to run. Examples are
running sysplex utilities and updating the RACF database template.

It is possible to perform some of the migration actions in this category even earlier. If you prepare a system on
which you will install z/OS V1R13 by making a clone of your old system, you can perform migration actions that
involve customization data on this newly prepared system before installing z/OS V1R13 on it. Examples of such
migration actions are updating configuration files and updating automation scripts.

e Post-First IPL. These are migration actions that you can perform only after you've IPLed z/OS V1R13. You
need a running z/OS V1R13 system to perform these actions. An example is issuing RACF commands related
to new functions. Note that the term “first IPL” does not mean that you have to perform these actions after the
very first IPL, but rather that you need z/OS V1R13 to be active to perform the task. You might perform the task
quite a while after the first IPL.

Icons used in this presentation:

means that you shouldn’t overlook this migration action.

means that an IBM Health Check (using the IBM Health Checker for z/OS function) can help you
with this migration action.

Miami Beach, Florida October 2011
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Elements with Migration Actions for z/OS R13

f Documented in z/OS V1R13 Migration (GA22-7499-19)

* For complete migration tasks for z/OS R13, see this book!
— Planned: from R11 to R13, and R12 to R13, customize d books on z/OS Installation
and Migration webpage.

f Erom z/OS R11 to z/OS R13:
»>BCP
» Communications Server

»Language Environment

> Crypto Services — ICSF, SSL, OCSF, and Pkl RMF
»DFSMS - SDSF'
= DFSORT = Security Server (RACF)

> Distributed File Service — zFS " SMP/E (covered in Part 1)

>Infoprint Server >TSOIE
»>JES?2 : XL C/C++
»JES3 »z/0S UNIX

»meansthat some of that element’s migration actions will be discused in these
presentations

=meansthat you need to look for that element’s migr ation actionsin the ZZOS R13
Migration book

6 © 2011 IBM Corporation

Migration Actions for Elements Between z/OS R11 and z/OS R13

When migrating from z/OS R11 to z/OS R13, the specified elements in the slide above have required migration
actions. Refer to z/OS V1R13 Migration for complete information on the required migration actions for all elements.
Some migration actions for selected elements follow in this presentation.

If you are migrating from z/OS R12 to R13, there are fewer migration actions that are applicable. Use the
customized z/OS V1R13.0 Migration - From z/OS V1R12.0 to z/OS V1R13.0 book to see just the migration actions
appropriate for this path, which is planned to be available. All the customized migration books can be found on this

webpage: http://www.ibm.com/systems/z/os/zos/installation/ .
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General Migration Actions for z/OS R13 from z/OS R1 1

f Migration Actions You Can Do NOW:

¢ Verify that you have enough XCF groups in your CDS and enough XCF
members in your XCF groups (Recommended)
*As of R13, JES2 is using new XCF groups for its spool migration
H/ enhancement. JESXCF uses one XCF for each active migration. JES2 will
only use the number of XCF groups available, up to the limit of 5, for spool
migrations.
elssue DISPLAY XCF,COUPLE and notice MAXGROUP and PEAK values.

f Migration Actions Pre-First IPL:

¢ Accommodate new address spaces (Recommended)
*New in R13: GPMA4CIM for cross-platform performance management with
RMF XP. You may start it with a START command.
*Runtime Diagnostics address space, HZR, will be persistent. When started
with the START command, it will remain active until stopped with a STOP
command. To analyze the system: MODIFY HZS,ANALYZE.
*New in R12: ARCnRSTy for DFSMShsm for full-volume recovery from dump.
(Data set recovery from dump still uses ARCnNnREST.) Perform security
customization to allow new started procedures with these names.

7 ©2011 IBM Corporation

General Migration Actions for z/OS R13 from z/IOS R1 1
Migration Actions Pre-First IPL:

« Remove references to deleted data sets and paths  (Required)
*Removed in R13: z/OS UNIX System Services Connection Manager ds and paths,
DCE ds and paths, DFS ds and paths. Probably most important: SEUVLINK and
SIOELMOD, and SEUVLPA must be removed from linklist and Ipalist.

*Removed in R12:
*BCP: SYS1.SCUNIMG/ACUNIMG;
*SYS1.SCUNIMG: Pre-built image CUNIDHC2 for DB2 is removed.
“Unicode on Demand” obsoletes need for this pre-built image.
*Remove SCUNIMG from the linklist and APF authorization list.
*LE: CEE.SCEEUMAP, and paths /ust/lib/nls/locale/ucmap/IBM and
{usr/lib/nis/locale/uconvtable/IBM;
«all the msys for Setup data sets and paths.
e Add references to new data sets and paths  (Required)
*New in R13: RMF XP file system path: /usr/Ipp/gpm/IBM.
*New in R12: <<nothing>>

e Setup an IPCS environment (Required)

*Reminder: You must use the IPCS level associated with the GTF data that you collect!
R13 GTF data cannot be properly formatted on a pre-R13 system. Pre-R13 GTF data
cannot be properly formatted on R13 system. Do not combine pre-R13 and R13 GTS

data, and expect it to format on any z/OS release.

8 © 2011 I1BM Corporation
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General Migration Actions for z/OS R13 from z/OSR1 1 =

Migration Actions Pre-First IPL:

Update your check customization for modified IBM He alth Checker for z/OS
checks (Recommended)
¢ Checks changed in z/OS R12 and R13:
*SUP_HIPERDISPATCH (changed default behavior on zEnterprise, and
added MachTypes parm)

*PFA_MESSAGE_ARRIVAL_RATE, PFA_SMF_ARRIVAL_RATE,
PFA_ENQUEUE_REQUEST_RATE (new parms, amongst others)

*USS_PARMLIB (check is case sensitive for PARM on MOUNT)

*XCF_SFM_CFSTRHANGTIME (default changed from 300 to 900 seconds).
This was a new check in z/OS R12.

*ZOSMIGREC_ROOT_FS_SIZE (DEBUG added)
¢ Checks deleted in z/OS R12 and R13:
*CSVTAM_VIT _DSPSIZE and CSVTAM_VIT_SIZE

« Action: Review your changes for these checks. Remove your changes or
make additional changes, as desired.

9 © 2011 IBM Corporation

General Migration Actions for z/OS R13 from z/OSR1 1
Migration Actions Pre-First IPL:

Continued...Update your check customization for modif ied IBM Health
Checker for z/OS checks (Recommended)

¢ New checks you’'ll see on z/OS R12 and R13:
*ALLOC_ALLC_OFFLN_POLICY, ALLOC_SPEC_WAIT_POLICY, ALLOC_TIOT_SIZE
*CSRES_AUTOQ_GLOBALTCPIPDATA, CSRES_AUTOQ_RESOLVEVIA,
CSRES_AUTOQ TIMEOUT, CSTCP_IPMAXRT4_tcpipstackname,
CSTCP_IPMAXRT6_tcpipstackname,
*CNZ_Console_Operating_Mode, CNZ_Syscons_Allowcmd,,
*DMO_TAPE_LIBRARY_INIT_ERRORS
*GRS_AUTHQLVL_SETTING
*|OS_CAPTUCB_PROTECT, IOS_MIDAW, I0S_STORAGE_IOSBLKS
*PFA_SMF_ARRIVAL_RATE, PFA_ENQUEUE_REQUEST_RATE,
PFA_JES SPOOL_USAGE
*RCF_PCCA_ABOVE_16M, SUP_LCCA_ABOVE_16M
*SMS_CDS_REUSE_OPTION, SMS_CDS_SEPARATE_VOLUMES
*XCF_CDS_MAXSYSTEM, XCF_CF_MEMORY_UTILIZATION, XCF_CF_PROCESSORS,
XCF_CF_STR_POLICYSIZE, XCF_CFRM_MSGBASED, XCF_SFM_CFSTRHANGTIME

«...does not include new z/OS R12 and R13 Migration Health Checks...

e Action: Review output of new checks, and handle any exceptions found.

10 © 2011 IBM Corporation
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General Migration Actions Between z/OSV1 R11andz /OSV1R13
These migration actions were taken from z/OS R13 Migration. Some descriptions and actions have been shortened
for inclusion in this presentation. For the complete descriptions and actions, refer to z/OS R13 Migration.

General Migration Actions You Can Do Now

Install coexistence and fallback PTFs  (Required)

Migration action:  Install coexistence and fallback PTFs on your systems to allow those systems to coexist with
z/OS V1R13 systems during your migration, and allow backout from z/OS V1R13 if necessary. Use the SMP/E
V3R5 REPORT MISSINGFIX command in conjunction with the FIXCAT type of HOLDDATA as follows:

1. Acquire and RECEIVE the latest HOLDDATA onto your pre-z/OS V1R13 systems. Use your normal service
acquisition portals or download the HOLDDATA directly from
http://service.software.ibm.com/holdata/390holddata.html. Ensure you select Full from the Download NOW
column to receive the FIXCAT HOLDDATA, as the other files do not contain FIXCATSs.

2. Runthe SMP/E REPORT MISSINGFIX command on your pre-z/OS V1R13 systems and specify a Fix
Category (FIXCAT) value of “IBM.Coexistence.z/OS.V1R13 ". The report will identify any missing
coexistence and fallback PTFs for that system. For complete information about the REPORT MISSINGFIX
command, see SMP/E Commands.

3. Periodically, you might want to acquire the latest HOLDDATA and rerun the REPORT MISSINGFIX
command to find out if there are any new coexistence and fallback PTFs.

Note that it is no longer possible to do z/OS coexistence verification with the EPSPT tool.

H/Add or change volumes to keep vour z/OS root file s ystem in a single data set
(Recommended)

Recommended for ease of management if your z/OS root (or subsystem) file system resides on a 3390-3 volume
(or another DASD volume that is close to the 3390-3 limit of 3339 cylinders).

Because of enhancements and PTF service, the z/OS root file system (or “version root file system”) and subsystem
file systems continue to grow in size from release to release. As of z/OS V1R13, the size of the z/OS root file
system is approximately 3293 3390 cylinders when HFS, and approximately 3309 3390 cylinders when zFS. This is
closely approaching the 3390-3 size limit of 3339 cylinders. It is advisable to have the z/OS root file system and
subsystem file systems within a single data set for ease of management.

Migration action: To keep the z/OS root file system in a single data set, do one of the following:

¢ Move your z/OS root file system to a larger DASD volume geometry.

* Use multiple volumes for the z/OS root file system data set.

If your z/OS root data set cannot fit on the volume or volumes you have defined for it, divide the z/OS root, with the
smaller file systems being managed together.

Remember that all systems to which you deploy the z/OS root file system need sufficient DASD space to hold the
z/OS root.

Tips:

« File systems for subsystems and products other than the z/OS product itself might also increase in size.
When examining the volume for how much space your z/OS file system is using, check other product file
system sizes too.

¢ Use IBM Health Checker for z/OS check CHECK(IBMUSS,ZOSMIGREC_ROOT_FS_SIZE) to determine
whether a volume has enough space for the z/OS root file system.

e This capability is also available in z/OS V1R9 with APAR OA28684 (PTF UA49361) and z/OS V1R10 with
APAR OA28684 (PTF UA49362).

Use SOFTCAP to identify the effect of capacity chan ___ges (Recommended)
Not required, but is recommended to help in assessing processor capacity and available resources when migrating
to new software levels, and when migrating to z/Architecture.
Migration action:
¢ Download SoftCap from one of the following Web sites:
® Customers: http://www.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS268

Miami Beach, Florida October 2011
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® Business partners: http://partners.boulder.ibm.com/src/atsmastr.nsf/Web/Techdocs. Note that this requires
an ID on PartnerWorlde.Run SoftCap to determine your expected increase in CPU utilization (if any) and to
identify your storage requirements, such as how much storage is needed to IPL.
Reference information: SoftCap User’s Guide, which is provided with the tool.

Upgrade Windows 2000, 95, 98, and NT clients (Recom __mended)

Recommended because z/OS does not support service for client operating systems whose service is withdrawn by
the operating system manufacturer.

z/OS no longer supports service for client operating systems whose service is withdrawn by the operating system
manufacturer. As a result, IBM no longer supports service for clients running Windows 2000, Windows 95, Windows
98, or Windows NT Workstation 4.xx.

Migration action: Use a supported follow-on to Windows 2000, Windows 95, Windows 98, or Windows NT
Workstation 4.xx.

Reference information: For client software supported with z/OS, see z/OS Planning for Installation.

H/Verifv that you have enough XCF groups in your CDS and enough XCF members in your

XCF groups (Recommended)

Recommended to ensure you have an adequate number of XCF groups and members formatted in your sysplex
couple data sets.

Starting with z/OS V1R13, JES2 is using new XCF groups for its spool migration enhancement. JES spool migration
utilizes tasks on all members of a MAS to manage the migration of a spool volume's data and the access to that
migrating or migrated data. These various tasks communicate using messages sent through JESXCF services. The
JESXCF services utilize one XCF group for each active migration to identify what messages are for which active
migration. XCF groups are a limited system resource, so JES2 limits the number of concurrent active migrations to
five. If you plan to perform spool migrations, verify that you have up to five XCF groups available if you intend to
have up to five spool migrations active at any given time. JES2 will only utilize the number of XCF groups available,
up to five, for spool migrations.

Migration action:

1. Issue the DISPLAY XCF,COUPLE command on your current system. Notice the values of MAXGROUP and
PEAK for your sysplex couple data sets. These values show you the maximum number of XCF groups that
the couple data sets can support, and the peak number of XCF groups ever in use in the sysplex. Also
notice the values of MAXMEMBER and PEAK for your sysplex couple data sets. These values show you
the maximum number of members that the couple data set can support in one group, and the greatest
number of members ever in use in the largest group in the sysplex.

2. If your peak member value is close to the maximum member value, you might want to reformat your sysplex
couple data sets to support a larger maximum number of members to be used by any one group.

Tip: Use IBM Health Checker for z/OS check XCF_SYSPLEX_CDS_CAPACITY, which checks the adequacy of the
number of groups, members, and systems for which a sysplex CDS is formatted.

General Migration Actions Pre-First IPL

Set up your IPCS environment _ (Required)

The version and release level of IPCS must match the level of the system that produced the dump or trace. You
must use the z/OS MVS libraries of IPCS code, for example, to analyze a dump or trace produced by an z/0S MVS
system.

Migration action:

« z/OS V1R13 GTF data cannot be properly formatted on a pre-z/OS V1R13 system. If you attempt to format
z/OS V1R13 GTF data with IPCS on a pre-z/OS V1R13 system, the fields will be unusable. Conversely,
pre-z/OS V1R13 GTF data cannot be properly formatted on a z/OS V1R13 system. You must use z/OS
V1R13 IPCS for z/OS V1R13 GTF data and pre-z/OS V1R13 IPCS for pre-z/OS V1R13 GTF data. You
cannot merge pre-z/OS V1R13 GTF data with z/OS V1R13 GTF data and expect to format it on any z/OS
release. Plan on using the IPCS level associated with the GTF data that you collect.

« Setup an IPCS environment. For guidance, use the documents listed in the reference information below.
During setup, ensure that your logon procedure points to the target system’s level of IPCS data sets, which
are shown in z/OS Migration.

Miami Beach, Florida October 2011
© 2011 IBM Corporation Page 9 of 66 System z Technical University



Migrating to z/OS R13 - Part 2 of 3

Reference information: ~ For more information about IPCS, see z/OS MVS IPCS Customization. For more
information about the correct logon procedure updates, see the z/OS Program Directory. For information about
setting up the JES2 IPCS environment, see z/OS JES2 Diagnosis. For information about setting up the JES3 IPCS
environment, see z/OS JES3 Diagnosis.

Use IBM-supplied PARMLIB and PROCLIB _ (Required)

Migration action:  For parmlib, add the data set pointed to by the z/OS V1R13 PARMLIB DDDEF to your parmlib
concatenation. The data set should generally be added last in the concatenation, and you should make sure that the
other data sets in the concatenation don't have members with the same names as IBM-supplied members. If you
place the data set on the system residence volume and use an indirect catalog entry, future migrations won't require
this particular migration step.

* For proclib:

* Ensure that the default proclib members have been copied to your default proclib to pick up the new and
changed members.

* Update individual sample members provided and ensure they are accessible to the system, as shown in the
table of proclib member updates in z/OS Program Directory.

* Ensure that the procedure libraries listed in the table of libraries to be added to the proclib concatenation in
z/OS Program Directory have been placed in the necessary procedure library concatenations and are
available to the system.

Reference information: For lists of parmlib and proclib members that are shipped, see z/OS Program Directory.

Migrate /etc and /var system control files  (Required)

Migration action:  The /etc and /var directories contain system control files: the /etc directory contains
customization data that you maintain and the /var directory contains customization data that IBM maintains. During
installation, subdirectories of /etc and /var are created. If you install z/OS using ServerPac, some files are loaded
into /etc and /var due to the customization performed in ServerPac. You have to merge the files in /etc and /var with
those on your previous system. If you install z/OS using CBPDO, you should copy the files from your old system to
the z/OS V1R13 /etc and /var subdirectories.

Copy files from your old system to the z/OS V1R13 /etc and /var subdirectories, and then modify the files as
necessary to reflect z/OS V1R13 requirements. If you have other files under your existing /var directory, then you
will have to merge the old and new files under /var. The easiest way to do this is to create a copy of your current
/var HFS and then copy the new /var files into the copy.

The following z/OS V1R13 elements and features use /etc:

* BCP (Predictive Failure Analysis), as of z/OS V1R12

e CIM

* Communications Server — IP

® Cryptographic Services — PKI Services and System SSL
* DCE Base Services

® DFSMSrmm

* Distributed File Service. The SMB server uses /etc/dfs.
* IBMHTTP Server

* |IBM Tivoli Directory Server — uses /etc/Idap.

* Infoprint Server uses /etc/Printsrv.

® Library Server

® 7/OS UNIX System Services

The following z/OS V1R13 elements and features use /var:

® Cryptographic Services — OCSF

* DFSMSrmm

* |IBM Tivoli Directory Server — uses /var/ldap.

® Infoprint Server

* Integrated Security Services - Network Authentication Service uses /var/skrb.

® 7/OS UNIX System Services
Reference information:  For information about copying your existing /etc and /var directories, see z/OS Migration.

H/Verifv that virtual storage (MEMLIMIT) is set prope __rly (Required)

Miami Beach, Florida October 2011
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Migration action: Determine how much virtual storage use to allow above the 2 GB bar. While there is no practical
limit to the number of virtual addresses an address space can request above the bar, the system can limit the
amount of virtual storage above the bar that an address space is allowed to use. The amount of virtual storage
above the bar is determined as follows. The MEMLIMIT parameter in parmlib member SMFPRMxx sets the default
system-wide limit, which defaults to 2 GB as of z/OS V1R10 (and zero prior to z/OS V1R10). However, the system-
wide default MEMLIMIT can be overridden by specifying REGION=0M or MEMLIMIT on JOB or EXEC statements in
JCL. To set a limit on the use of virtual storage above the bar, use the SMF exit IEFUSI. For more information, see
“Limiting the use of memory objects” in Z/OS MVS Programming: Extended Addressability Guide.

If you want to control the use of virtual storage above the 2 GB bar, do one or more of the following:

* For MEMLIMIT prior to z/OS V1R10, you must specify a nonzero MEMLIMIT in an active SMFPRMxx member
of parmlib to establish a system default other than zero for available virtual storage above 2 GB. (The default
MEMLIMIT is zero prior to z/OS V1R10.) As of zZ/OS V1R10, the MEMLIMIT default is 2 GB. If this 2 GB default
value is acceptable to you, no change to SMFPRMXxx is necessary.

® You can specify MEMLIMIT explicitly in JCL to override the system default that was set (or allowed to default) in
SMFPRMxXx.

® You can specify REGION=0M on the job statement in JCL to implicitly set MEMLIMIT to NOLIMIT, which also
overrides the system default (from SMFPRMXxx).

® You can use IEFUSI both to establish a system default MEMLIMIT for different classes of work (for example,
job, TSO, STC) and limit the amount of virtual storage that can be used above the bar, provided that an explicit
or implicit nonzero MEMLIMIT is in effect from JCL or SMFPRMxx. As of z/OS V1R10, keyword
HONORIEFUSIREGION | NOHONORIEFUSIREGION is available in SCHEDxx to identify if the region and
MEMLIMIT settings specified through or otherwise affected by the IEFUSI exit are to take effect for a program.

Tip: Use IBM Health Checker for z/OS to help determine whether your virtual storage limits are set properly. The

check RSM_MEMLIMIT checks the current setting for the MEMLIMIT parameter in SMFPRMxx, which affects the

amount of virtual storage above the 2 GB bar that is available to jobs. This check verifies that a nonzero MEMLIMIT
value is in use.

Reference information: Information about how to evaluate the central storage configuration can be found in the

Washington Systems Center white paper z/OS Performance: Managing Processor Storage in a 64-bit Environment -

V1 at http://www.ibm.com/support/techdocs (Search for "WP100269".)

Back virtual storage with real and auxiliary storag e (Required)

Migration action: As you exploit additional virtual storage by defining additional address spaces or by exploiting
memory objects, ensure that you have defined sufficient real and auxiliary storage. Review real storage
concentration indicators via an RMF report to evaluate if additional real or auxiliary storage is needed:

® Check UIC and average available frames.
®* Check demand page rates.

® Check the percentage of auxiliary slots in use.

Reference information: For more information about memory objects, see z/0OS MVS Programming: Extended
Addressability Guide and Washington Systems Center flash 10165 at http://www.ibm.com/support/techdocs.
(Search for “flash10165".)

Remove references to deleted data sets and path ( Required )
Migration action: Using the table in z/OS Migration, "Data sets and paths deleted from z/OS V1R13, and R12" as a
guide, remove references to data sets and paths that no longer exist. Remove the references from the following

places:

* Parmlib

* Proclib

* Logon procedures
* Catalogs

® Security definitions, including program control definitions
®* DFSMS ACS routines

* /etc/profile

* SMP/E DDDEF entry
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* Backup and recovery procedures, as well as any references to them in the table, the high-level qualifiers in the
data set names are the default qualifiers.

Note: Ensure that references to the DCE target library EUV.SEUVLINK and DFS target library IOE.SIOELMOD

have been removed from your LNKLST concatenation. Ensure that any reference to DCE target library

EUV.SEUVLPA has been removed from the LPALST concatenation.

Note: Do not remove any data sets, paths, or references that are needed by earlier-level systems until those

systems no longer need them, and you are sure you won’'t need them for fallback.

Reference information:  z/OS Migration contains the list of all removed data sets and paths in z/OS R12 and R13.

Add references to new data sets (_Required )
Migration action: The only data set of path that has been added to z/OS R12 or R13 was the following:

Data set name
(high-level qualifiers | DLIB or
DDDEF are defaults) or path | target To element or feature | When added | Why added

SERBHFS JSuse/lpp/ gpm / IBM Target EMF /05 VIR12, | MNew RMEF file system
path for EMF XP.

Accommodate new address spaces (Recommended)
Not required, but recommended to keep interested personnel aware of changes in the system and to ensure that
your MAXUSER value in parmlib member IEASYSxx is adequate.
There are two new address spaces in z/OS V1R13.
GPMA4CIM is an address space to be used for cross-platform performance management with RMF XP. You
can start it by means of procedure SYS1.PROCLIB(GPM4CIM) from the console as started task with the
following command: s gpm4cim[.identifier],0s=A|X|Z
Since you can run multiple GPM4CIM instances simultaneously, it is recommended to assign an identifier
that you can use for subsequent STOP or MODIFY commands. You may already have created the userID
GPMSERVE as owner of the GPMSERVE procedure. The GPM4CIM started task can be assigned to the
same userlID with the following command: RDEFINE STARTED GPM4CIM.* STDATA(USER(GPMSERVE)
TRUSTED(YES)). For more information, refer to z/OS RMF User's Guide.
«  The Runtime Diagnostics address space HZR will be a persistent address space. When the HZR address
space is started with the START command S HZR,SUB=MSTR, it will remain active until stopped with the
STOP command P HZR. To analyze a system, enter the MODIFY HZR,ANALYZE command. See migration
action “Start Runtime Diagnostics at system initialization” in z/OS R13 Migration for more information.

There is one new address space in z/OS V1R12. ARCnRSTY is the address space identifier for full-volume recovery
from dump, where n is the DFSMShsm host ID and y is the instance of the DFSMSdss started task (a number from
1 to 4). Data set recovery from dump will still use ARCnREST. See “DFSMShsm: Configure your security system to
permit started procedures using new address space identifier” later in this presentation for more information.

The MAXUSER value in parmlib member IEASY Sxx specifies a value that the system uses to limit the number of
jobs and started tasks that can run concurrently during a given IPL. You might want to increase your MAXUSER
value to take new address spaces into account. (A modest overspecification of MAXUSER should not hurt system
performance. The number of total address spaces is the sum of M/S, TS USERS, SYSAS, and INITS. If you change
your MAXUSER value, you must re-IPL to make the change effective.)

Update your check customization for modified IBM He alth Checker for z/OS checks

(Recommended)

Not required, but recommended to ensure that your checks continue to work as you intend them to work.

Changes that IBM makes to the checks provided by IBM Health Checker for z/OS can affect any updates you might
have made.

The checks that were changed by IBM in z/OS V1R12 and V1R13 are:

e SUP_HIPERDISPATCH (changed default behavior on zEnterprise, and added MachTypes
parm)

» PFA _MESSAGE_ARRIVAL_RATE, PFA_SMF_ARRIVAL_RATE,
PFA_ENQUEUE_REQUEST_RATE (new parms, amongst others)

« USS_PARMLIB (check is case sensitive for PARM on MOUNT)

+ XCF_SFM_CFSTRHANGTIME (default changed from 300 to 900 seconds). This was a
new check in z/OS R12.

e ZOSMIGREC_ROOT_FS_SIZE (DEBUG added)

e ...does not include new z/OS R12 and R13 Migration Health Checks...
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The checks that were deleted by IBM in z/OS V1R13 are:
CSVTAM_VIT_DSPSIZE
CSVTAM_VIT_SIZE

For information new checks, refer to Chapter 13. IBM Health Checker for z/OS checks, IBM Health Checker for
z/OS User’s Guide.
Action:

1. Look at the updated checks in IBM Health Checker for z/OS: User's Guide.

2. Review changes you made for those checks, in HZSPRMxx parmlib members, for example.

3. Make any further updates for the checks to ensure that they continue to work as intended.

Rework and install user modifications  (Required-1F)

Required if you have made any user modifications that necessitate changes.

Migration action: Use the z/OS SMP/E Planning Migration Assistant to help determine which user modifications
need to be reworked and which just have to be reinstalled. The Top or New Intermediate Product Migration
Changes Report uses data found on your system, combined with IBM-supplied information from the Software
Information Base, to show you the current levels of products available as well as product migration and functional
changes using a comparison of FMIDs. You can use this report to determine the product migration impacts by
reviewing the “changed” FMIDs. This can help you assess how many user modifications have to be reworked if you
issued the LIST SYSMOD USERMOD FORFMID (listing the “changed” FMIDs) command. All other user
modifications can be reinstalled without having to be reworked.

Note: IBM recommends using exit routines for any user modifications where possible, and installing the exit routines
with SMP/E. By using SMP/E, it is easier to bring forward desired modifications to the z/OS release you are
installing.

Several elements and features have their default options set by assembling and link editing one or more modules.

These include:

¢ XL C/C++

* DFSORT. Consider using ICEPRMxx parmlib members, introduced in z/OS V1R10, to eliminate the assembler
language installation option modules

* HLASM

* ISPF (specifically, the ISPF configuration table)

* Language Environment. Investigate using CEEROPT, which can be used to specify run-time options for CICS,
IMS LRR, and other LRR users. Even better, consider using the function added in z/OS R7 to eliminate your
assembler language run-time option modules in CEEPRMxx parmlib member!

®* SDSF (ISFPARMS customization). Use dynamic statements for ISFPARMS to avoid reassembly!

Reconnect subsystems and non-IBM product