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Overview

In multi-queue manager environments it can be time consuming resolving MQ objects across queue managers
and determining the location of problems.

mgsnoop helps reduce the effort by taking a queue name and dynamically resolving it to its ultimate destination
or destinations. The state of al intermediate objectsis also displayed.

For example:

Suppose a remote queue APPQ1 on queue manager QM1 resolves to alias queue APPQ2 on queue
manager (transmit queue) QM2 which resolves to a triggered queue APPQ3.

Running masnoop against APPQ1 will display information about APPQ1; the transmit queue QM2;
the sender channel which serves the transmit queue; the alias queue APPQ2 on queue manager QM2;
and thelocal queue APPQ3, along with information about the associated initiation queue and process
definition..

mgsnoop proceeds by interrogating queue objects. If a queue object is aremote definition, or a clustered
definition, then mgsnoop will resolve, and determine the location of, the remote queue manager (or managers).
mgsnoop will then client connect to the remote queue manager (or managers) and continue resolution.
Resolution ends when alocal queue is found. In the case of multiple ultimate destinations then multiple
resolutions take place, each ending when alocal queueisfound.

mgsnoop can access OS390 queue managers, both those with the Client Attach feature and those without.
mgsnoop will also investigate clusters, displaying constituent queue managers and relevant status.

With minimal setup, mgsnoop can check communications between all queue managersin acluster. It will check
that every cluster queue manager can successfully send a message to every other queue manager in the cluster
viathe cluster network.
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2. Environment

mgsnoop requires MQSeries 5.2 client software.
Executables were complied under Windows NT 4 and Sun Solaris 5.7.
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Arguments

mQsnoop uses switch style arguments.

Some arguments can be specified multiply. These are indicated in the text with adouble asterisk. All other
arguments can only be specified once — if they are specified more than once then only the first instance is used.

Arguments can be specified in any order.

Command Line Arguments

Required Arguments

-C

ClusterName

The cluster name which mgsnoop will resolve.

QueueName

The queue name which mgsnoop will resolve.

Optional Arguments

-cd

ChannelName/TrpType/ConnectionName/QmgrKey  **

Specifies a connection definition.

ChannelName SvrConn channel name. Optional parameter. Defaults to the default channel
name

TrpType Transport Type. Optional parameter. Defaults to TCP)

ConnectionName Connection Name

QmgrKey The name of the queue manager targeted by the connection definition.

The four constituent parameters are delimited by “/”. Note that trailing delimiters can be optionally
omitted.

See the section “Connection Process’ for more details of the processing of connection definitions.

OutputFormat

The format of the displayed data. The options are:

Y% display information in verbose format (default)
f display final information only.

See the section “ Output Formats’ for more details.

LogFile

The fully qualified name of alog file. Output datawill be written to the logfile as well asto stdout. To
avoid writing to standard out, pipe the stdout to afile.
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I nitial QueueManagerName

If theinitial mgsnoop client connect is using a channel table, then the Initial QueueManagerName
argument can be used to specify a queue manager name which will be used as an index into the channel
table.

If mgsnoop is using connection definitions ( -cd arguments ) then the I nitial QueueManager Name
argument is matched against the QMgrKey parameter of a—cd connection definition argument.

Initial QueueManagerName isignored if an MQSERVER environment variable is being used for the
initial client connection.

ParmFile

A fully qualified parameter file name. All mgsnoop arguments (except —p) can be specified in the
parameter file. Unchanging arguments (for example, OS390 queue manager information) can be
specified in a parameter file while volatile arguments (like queue name) can be specified on the
command line.

ReplyToQueuePrefix

This argument is used when accessing OS390 queue managers which do not have the Client Attach
feature. See®Accessing OS390 Queue managers’ section.

DefaultSvr ConnChannelName

The name of the default SvrConn channel name. If this argument is not specified then the default
SvrConn channel name is SY STEM.DEF.SVRCONN.

DefaultContextUserid

This argument is used in conjunction with proxy access to OS390 queue managers. Seethe “Accessing
0OS390 Queue manager s’ section.

0S390_ProxyConnectionlnformation *x

This argument is used when accessing OS390 queue managers which do not have the Client Attach
feature. Seethe “Accessing OS390 Queue managers’ section.

Include SvrConn channel names when displaying connection information. By default, SvrConn
channel names are not displayed.

Optional Arguments When Performing Cluster Communication Tests:

See the section “Cluster Communication Test” for more details.

_qC

_qd

magsnoop will check all queue managers to check that all the required cluster test queues are defined. If
any are not defined then mgsnoop will define them.
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mgsnoop will check all queue managersto for cluster test queues are defined. If any are defined then
magsnoop will delete them. Note that the Purge option will be used for the del ete.

Specifies that a cluster communication test isto be performed

-tc
Specifies that a cluster communication test isto be performed. Prior to the communication test,
mgsnoop will check all queue managers to check that all the required cluster test queues are defined. If
any are not defined then mgsnoop will define them.

-V Prefix
The prefix of the cluster test queue. If thereis no associated value then the cluster test queue has no
prefix.

-w Waitlnterval

Waitinterval in milliseconds for cluster testing. If await interval isrequired (due to slow network or
time taken for cluster channels to start) then this argument is used to specify it. Default valueis zero
seconds (but see “Cluster Communication Test” section for details of mgsnoop sleep intervals).

Environment Variable MQSNOOP_ARGUMENTS

An environment variable MQSNOOP_ARGUMENTS can be set/exported. All mgsnoop arguments can be
specified in the variable value.

Theorder in which arguments ar e processed.

In the event of duplication of arguments, precedenceisin thefollowing order (highest first):

1. Command line arguments
2. Arguments contained within the MQSNOOP_ARGUMENTS environment variable
3. Parameter file arguments

If mgsnoop is commonly used from the same machine then it is recommended to put arguments which are static
(for example, connection definitions) in a parameter file. This parameter file can then be specified with a—p
argument. The mgsnoop call itself is thus made simpler.

For even more simplicity, the parameter file argument itself can be specified in the
MQSNOOP_ARGUMENTS environment variable.
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Connection Process

The Logic Flow of the Initial Client Connection

It isuseful to understand how mgsnoop decides which queue manager to connect to initially. The arguments
which are relevant to theinitial client connection are:

-cd ChannelName/TrpType/ConnectionName/QMgrKey
-m Initial QueueManager Name

-S DefaultSvr ConnChannelName

The following logic steps are taken:

e |f oneor more connection definition arguments ( -cd ) are supplied:

If an InitialQueueManagerName argument (-m) issupplied then the connection definition arguments
are searched. If a connection definition isfound with a QmgrKey parameter value equal to the

Initial QueueManager Name argument, then that connection definition is used for theinitial connect. If no
connection definition match is found, then an error is returned.

If an InitialQueueManager Name argument (-m ) isnot supplied, then the first connection definition

argument is used for theinitial connect. Note that command line arguments are processed in preference to
parameter file arguments so a connection definition defined on the command line will (in the absence of an

Initial QueueManagerName argument) override any connection definitionsin a parameter file.

If the chosen connection definition does not specify a SvrConn channel name, then the default SvrConn
channel nameis used. Thisisthe value of the DefaultSvr ConnChannel Name argument (if specified) or
“SYSTEM.DEF.SVRCONN".

e If no connection definition arguments ( -cd ) are supplied:

If an MQSERVER environment variable has been defined then thisis used for the initial client connect.

If the MQSERV ER environment variable is not defined then the MQ channel table will be used (assuming

the local environment has been set up with a channel table and associated environment variables).

If an InitialQueueManagerName argument (-m) issupplied then thiswill be used in the MQ connection

call to index into the channel table.

Specifying Server Connection Channelsfor Client Connections

mgsnoop users need the ability to specify SvrConn channel names for any or al queue managers which might
be involved in an mgsnoop queue or cluster resolution. The connection definition arguments ( -cd ) serve this
purpose.

mgsnoop will attempt to client connect to a queue manager using the appropriate connection name. Prior to
connection, mgsnoop will interrogate the supplied connection definition arguments to find one with a
ConnectionName property which matches the connection name of the target queue manager. If a connection

definition is found and if the ChannelName property of the chosen connection definition is non-blank, theniitis
used as the channel name for the client connection. If the value is blank (or if no connection definition is found),

then the default SvrConn channel name value is used instead.

9 10/16/01



masnoop v200

10 10/16/01



5.1

5.2

masnoop v200

Setting up the mgsnoop environment

If mgsnoop isto be invoked from a static location, then it is worth performing some basic set-up which will
make usage of mgsnoop very simple. The steps are:

1. Defineand load a parameter file
Create a parameter file and put al static definitionsin it.

Static definitions will include connection definitions for all the queue managers which are likely to be
involved in mgsnoop queue or cluster resolution. For each connection definition, specify a QMgrKey
value equal to the associated queue manager name.

Other static definitions, like default SvrConn channel name, should also be put in the parameter file.

2. Createan MQSNOOP_ARGUMENTS environment variable
The MQSNOOP_ARGUMENTS will contain the parameter file argument, which gives the fully
qualified name of the parameter file.

Having performed those two steps, mgsnoop can be invoked with only afew arguments.

An Example of mgsnoop Set-up:

A Middleware environment consists of four queue managers, QM 00001, QM 00002 and QM00003. The
masnoop set-up is as follows:

e  The parameter file for mgsnoop is /home/mqutil/mgsnoop.parm

e Thecontentsof /home/maquitil/mgsnoop.parm are:

-cd //150.43.4.21/QM 00001
-cd //150.43.4.22/QM 00002
-cd ADM.SVRCONN.CHL//150.43.4.56/QM 00003

Note 1: transport type property for al connection definitionsis null, so defaults to TCP.
Note 2: SvrConn channel for QM 0001 and QM 0002 is null, so connection to both queue managers will use
SY STEM.DEF.SVRCONN as the channel name.

e AnMQSNOOP_ARGUMENT environment variable has been set up with the value:

—p /home/mqutil/mgsnoop.parm
With this set-up, if an mgsnoop is required on queue QTEST 1 on queue manager QM 0002, then the mgsnoop
call would be:

mqgsnoop —q QTEST1 —-m QM 0002

Authorisation

mgsnoop client connects to queue managers. Briefly, the mgsnoop user, or the MCAUSER on the appropriate
SVRCONN channel, must have the appropriate authority to inquire on the relevant M QSeries objects.

See the MQSeries documentation for full details on client security.
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Accessing OS390 Queue Managers

mQsnoop interrogates queue managers for information about queue manager objects.

On distributed platforms, the MQ Administrative Interface (MQAI) is used. OS390 queue managers differ from
distributed queue managers in that the MQAI can not be used. Instead, MQSC format administrative request
messages are written to a queue called “SY STEM.COMMAND.INPUT”. The associated response messages
contain information which looks very much like the output from the runmgsc utility.

Set-up Requirements on OS390

The OS390 queue manager must have a command server running.

Accessing OS390 Queue M anager s which have the Client Attach feature

No specia action is required for mgsnoop to client connect to OS390 queue managers which have the Client
Attach feature.

Accessing OS390 Queue M anager swhich do not have the Client Attach
feature

It is not possible to client connect to an OS390 queue manager which does not have the Client Attach feature.
The solution is to use a proxy queue manager which has connectivity (viachannel pairs) with the target OS390
gueue manager in question. Thisway, administrative requests can be sent to the SY STEM.COMMAND.INPUT
gueue on the target OS390 queue manager via the proxy queue manager.

Administrative requests are sent to the target OS390 queue manager using the “Queue at QMgr” method, where
QMgr is atransmit queue name.

Proxy access can also be used for accessing OS390 queue managers which do have the Client Attach Feature
but which are not accessible to mgsnoop users via SvrConn channels .

Specifying Proxy Information in the —x argument

The mgsnoop argument used to specify proxy information is—x. The argument value can contain from one to
four parameters, delimited by ‘/’. Normally, only the first two parameters are necessary:

-X 0OS390_ConnectionName/ ContextUserld / ProxyConnectionName/ OverrideTransmitQueue

Parameters must be separated by ‘/’ delimiters. Trailing delimiters can optionally be omitted.
One —x argument should be specified for each OS390 queue manager which requires proxy access.

The meaning of each parameter is described next.

0S390_ConnectionName

The connection name for the target OS390 queue manager

12 10/16/01
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ContextUserld

The target OS390 queue manager command server will receive administrative requests under a userid.
Thisuserid will be either the userid of the mgsnoop user, or the value of the MCAUSER property of
the SvrConn channel used for the current mgsnoop client connection to the proxy queue manager.

This userid will be used as the identity context by the OS390 command server when writing responses
to the reply to queue (i.e. the transmit queue associated with the proxy queue manager). If the userid
does not have authority to open or put to the reply to queue, then the response will not be received by
magsnoop.

This problem, where it exists, can be avoided by specifying a ContextUserld value. If thisis donethen
magsnoop will write the request message to the proxy command input queue under the identity context
of the ContextUserld value. Subsequent replies will be written by the command server under the same
id.
If the ContextUserld component is null then mgsnoop will use the Default Context Userld value for
context identity (see the “Default Context Userld” section).
If the identity context is required to be null, regardless of the value of the Default Context Userld, then
set ContextUser|d to two single quotes.

ProxyConnectionName
This parameter is normally set to null.

The only time ProxyConnectionName is necessary iswhen the initial MQ object which masnoop is
resolving resides on an OS390 queue manager which does not have the Client Attach feature. In this
situation, the very first connection which mgsnoop needs to make is to a proxy queue manager. The
connection name for this proxy queue manager must be specified in the ProxyConnectionName
parameter. ProxyConnectionNameis arequired parameter in this situation.

In all other situations, the ProxyConnectionName value isignored.

OverrideTransmitQueue
This parameter is normally set to null.

See “ Communicating with thetarget OS390 queue manager from the proxy queue manager ”
for details on how this parameter value is interpreted.

Default Context Userld
The mgsnoop argument used to specify the Default Context Userld is —u.

If the —u argument is not set, then the Default Context Userld valueisnull.

Communicating with thetarget OS390 queue manager from the proxy queue manager

Administrative requests are sent from the proxy queue manager to the target OS390 queue manager using the
“Queueat QMgr” method, where QMgr is atransmit queue name.

The transmit queue name is determined by performing the following stepsin sequence. If a step is successful
then subsequent steps are not performed
STEP 1

If the —x argument specifies an OverrideTransmitQueue value, then the OverrideTransmitQueue value
is used as the transmit queue name for administrative requests.

OverrideTransmitQueue would only be set if the channel servicing a remote queue definition could not
be used for sending administrative requests to the target OS390 queue manager. In this situation,

13 10/16/01
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OverrideTransmitQueue would provide the name of atransmit queue servicing an alternative channel
to the target OS390 queue manager.

STEP 2

If mgsnoop needs to access the target OS390 queue manager because it has resolved a remote queue
definition, then the ROMNAME property of that remote queue definition is used as the transmit queue
for administrative requests

STEP 3

This step is performed if mgsnoop is resolving a cluster queue definition, or if mgsnoop is doing an
initial connection to a proxy queue manager. In either case, there is no remote queue definition
available, so RMQNAME can't be used as the transmit queue. Instead, al channels on the proxy queue
manager are queried until achannel isfound with a ConnectionName property equal to the target
0OS390 queue managers connection name. The transmit queue name property of that channel is used as
the transmit queue name for administrative requests.

The target OS390 queue managers connection name is given by the OS390_ConnectionName
parameter of the —x argument.

If multiple channels use the target OS390 queue manager connection name then the transmit queue of
one of those channels will be chosen.

Specifying ReplyToQueue Prefix for Proxy Access

Administrative replies from an OS390 command server are received on atemporary dynamic queue.
The — argument can be used to specify a prefix for the dynamic queue name.

By default, the name is entirely determined by MQSeries (that is, the dynamic queue name value on the MQ
gueueopen cal is “*” ).

The model queue used for defining the dynamic queue is SY STEM.DEFAULT.MODEL.QUEUE.

Authorisation and Proxy Access
If acontext userid is specified then the mgsnoop user, or the MCAUSER for the relevant SvrConn channel,
must have the authority to set Identity Context when writing to the proxy command input queue.

Authority to create temporary dynamic queues is also required.

0OS390 Proxy Example 1

e A remote queue called BUSO1, on queue manager PSY S01, has an ROQMNAME value of QMOL.

e A channel exists on PSY S01 with atransmit queue of QMOL. The channel has a connection name of
mvsa(1313).

e Mvsa(1313) isthe connection name for queue manager QM01,an OS390 queue manager which does not
have the Client Attach feature.

e The proxy queue manager for QMO1 will be PSY S001 (which has connectivity with QMO1 via transmit
gueue QMO01).

e  Thecontext userid is TUA47.

e Thetemporary dynamic reply to queue (on PSY S0001) which isto be used for reply messages isrequired to
have the prefix “TMP01"

14 10/16/01
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The relevant mgsnoop arguments are;
-X mvsa(1313)/ TU47 -r TMPO1

Note that:

1. The ProxyConnectionName property of the—x argument is null. This means that mgsnoop will use the
currently connected queue manager (i.e. the one with a definition for BUSO1) as the OS390 proxy queue
manager.

2. The OverrideTransmitQueue property of the —x argument is null. This means that the transmit queue used
for communicating with QMO01 will be the RQMNAME value of the remote queue BUSO1.

3. Trailing delimiters on the —x argument are omitted. Thisis optional.

OS390 Proxy Example 2

e The Middleware environment for an mgsnoop includes two OS390 queue managers, QM 01 and QM02,
neither of which have the Client Attach feature.

e  QMO1 has connection name 13.4.4.1
e  QMO02 has connection name 13.4.55.3
e The context userid which will be used for queue managers is PRO004
The relevant mgsnoop arguments are;
-X 13441 -x 13.4.55.3 -u PRO0O04

Note that:

1. The—u argument (Default Context User Id) specifies the PRO004 userid. mgsnoop will use the default
Context Userld for all OS390 Proxy access.
2. Trailing delimiters on the —x arguments are omitted. Thisis optional.
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Cluster Communication Test

mgsnoop can check that every queue manager in a cluster can send messages to local definitions of cluster
queues on every other queue manager.

Note - the Cluster Communication Test will not interrogate OS390 queue managers which do not have the
Client Attach feature.

How the Cluster Communication Test works

Assume acluster called CLUS1 which consists of two queue managers, QM1 and QM2. The mgsnoop cluster
test setup procedure has been followed, so the following queues exist and are members of CLUSL:

MQSNP_CLUS1 QM1 on queue manager QM1
MQSNP_CLUS1 QM2 on queue manager QM2

To call mgsnoop to test this cluster, the following command is issued (assuming an MQSERVER variable or
channel table exist and that the initial connect isto a member of the CLUSL cluster):

mqgsnoop —¢ CLUSL —
mgsnoop will then perform the following steps:

1. First, query the cluster CLUSL. Store information about the constituent queue managers (QM1 and QM?2).

2. Connect to each queue manager in the cluster (excluding the currently connected queue manager), construct
the mgsnoop test queue name for that queue manager and put a text message to it. The text message must
consist of the name of the currently connected queue manager.

3. Sleepfor thewaitinterval plus5 seconds to give messages time to propagate across the cluster.

4. Reconnect to each queue manager in turn and read the local mgsnoop test queue and check that thereisa
message from every other queue manager in the cluster.

5. Report the findings.

All messages are put and got using the same messageid, which isavalue unique to the current mgsnoop
operation.

Administration for Cluster Communication Testing

Cluster Communication Test Queue Naming Standard
An mgsnoop communication test queue must be resident on each queue manager of the cluster. The queue
name should be of the format [prefix]_[clusterName]_[queueManager Name], where:

prefix “MQSNP’ by default. Can be overridden using the —v argument.

If the —v argument does not have an associated value then prefix is null and
thefirst*_’ isnot included in the queue name

clusterName The name of the cluster

gueueManager Name The name of the queue manager on which the queueis defined

16 10/16/01
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For example:

“MQSNP_TC1 QMAZ21" isaqueue name defined on queue manager QMA21 and a member of cluster
TC1. This queue name has the default prefix, so calls to mgsnoop do not need to specify a—v
argument.

“ACP1_ADMIN4_QMAZ21" isaqueue name defined on queue manager QMA21 and a member of
cluster ADMINA4. This queue name has a non-default prefix, so callsto mgsnoop need to include the
argument/value “-v. ACP1".

“TC2_QM3" isaqueue name defined on queue manager QM 3 and a member of cluster TC2. This
gueue name has no prefix, so callsto mgsnoop must include the —v argument with no associated value.
The resultant queue, once defined, must be added to the relevant cluster.

NOTE: the length of the mgsnoop test queue name can end up greater than 48 bytes. If this is the case then
cluster communication testing cannot be performed.

Automatic Setup of Queues using the—qc argument

If mgsnoop is run with the option —qc then all cluster queue managers will be interrogated for the presence of
the reguisite mgsnoop communication test queue. If the queue is not present then mgsnoop will create it and add
it to the cluster.

Automatic Setup of Queuesusing the—tc argument

If mgsnoop is run with the option —tc then all cluster queue managers will be interrogated for the presence of the
requisite mgsnoop communication test queue. If the queue is not present then mgsnoop will create it and add it
to the cluster.

If any queues were defined, then mgsnoop will sleep for the waitinterval plus 5 seconds to give the new queue
definitions time to propagate across the cluster.

mgsnoop will then run the communication test.

Itis possiblethat the queue definitions will not have propagated through the cluster and hence the
communication test may fail with MQRC_OBJECT _NOT_FOUND errors. To help prevent this, mgsnoop will
retry communication tests which fail with MQRC_OBJECT_NOT_FOUND errors. A maximum of 5 attempts
will be made at intervals of two seconds. Retry attempts will only occur if the current instance of mgsnoop has
defined one or more test queues.

Manual Setup of Queues

The mgsnoop communication test queues can be set up manually as follows:

Removing Cluster Communication Test Queues

The mgsnoop test queues can be left in place, once defined, or they can be deleted.
To delete the queues, call mgsnoop with the —qd argument.
The —v argument can be used to specify the prefix for the queues to be del eted.
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Note that the clean up uses the Purge option, so queues with messages on them are deleted.

Note that the mgsnoop test queues will have an open output count of greater than zero for a period of time after
running a communication test. The queues can not be deleted until the open output count is zero.

7.26 Authorization.
For cluster communication testing, the mgsnoop user, or the MCAUSER on the SvrConn channel, must have
authority to read from and write to mgsnoop communication test queues.

If automatic creation of communication test queues is required, then the mgsnoop user, or the MCAUSER on
the SVRCONN channel, must have authority to create mgsnoop communication test queues.

If deletion of communication test queues s required, then the mgsnoop user, or the MCAUSER on the
SVRCONN channel, must have authority to delete mgsnoop communication test queues.
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Error Messages and Return Codes

Return Codes

The mgsnoop executable ends with return code zero when successful.

If mgsnoop has errors (this includes being unable to resolve an object) then it ends with return code 12.

Error Messages

Errors are displayed with the value “ERROR” in columns 1 to 5. Error messages (apart from OS390 Access
error messages) are self-explanatory.

0OS390 Access Error Messages

OS390 Access error messages begin with “ERROR: OS390 Access Error nnnn” where nnnn is an error code.
The error code values are;

4001  Unable to open the command input queue. The text message contains the MQ error.

4002  Unable to open (create) the temporary dynamic reply to queue which will be used to receive responses
from the OS390 command server. The text error message contains the MQ error.

4003  No responses from the OS390 command server have been received on the reply to queue. The text
message contains the MQ error (2033). Causes of the error could include any of the following:

e For proxy access, the request message could not be transmitted to the
SYSTEM.COMMAND.INPUT queue on OS390. Thisis probably due to communication
problems between the proxy and the target OS390 queue managers.

e  The command server is not running on OS390

e Theresponse from command server could not be returned. Thisis probably dueto either
communication problems between the proxy and the target OS390 queue managers; or
authorisation problems when the OS390 command server tries putting responses to the relevant
transmit queue

4004  Unableto put command messages to the command input queue. The text message contains the MQ
error .
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Output Formats

Resolving Queues

mgsnoop will resolve a given queue name. Information about intermediate queue managers, channels and
relevant queue objects are displayed, along with the ultimate local queue objects.

The displayed output can be verbose or final. Verbose output displays all the intermediate information. Final
output only displays ultimate local queue objects and associated queue manager information.

Verbose Output

This output shows an mgsnoop against a remote queue TEST?2 which resolves, viaa queue dias, to alocal
gueue called TESTS3.

Theinitia connect isto aqueue manager QMA21 1 viaconnection nametp_a21m(1421) and default transport
type (TCP) and SvrConn channel (SY STEM.DEF.SVRCONN).

Note that the remote queue TEST2 is amember of cluster TC1. TEST2 isdefined locally on QMA21 1, so
mgsnoop has resolved the local definition. If TEST2 had not been defined locally, then mgsnoop would have
resolved the cluster queue into one or more queue objects on one or more remote queue managers.

This snoop highlights the following potential problems:

e Thechannel QMA21_1.QMA21 is stopped.

e Thetransmit queue QMA21 has adepth of 2.

e Thetriggered local queue TEST3 uses an initiation queue called INITQ_1 which has an open input count
of zero, so no trigger monitor is running against it.

E:\dev\sniff\Rel ease>ngsnoop -q TEST2 -cd //tp_a2ln(1421)
mgsnoop v2.0.0. Resol ve Queue TEST2

Snooping ......

R R R R R R R R

kkkkkkkkkkkkkk*k QJEUE ’\/ANA(ER C(]\INEC‘I'I O\I kkkkkkkhkkhkkhkkhkkhkkkhkkkkkkkkk*%x

Name: QWA21 1 (AlX)
Type: Queue Manager

Connection Nanme.......... tp_a2ln( 1421)
Name: TEST2
Type: Renote Queue (C ustered)
Renote Queue Nane........ TEST2
Renmot e Queue Mgr Nane.... QVA21
Transm ssi on Queue Nane. .
Custer.................. TC1
Name: QVA21
Type: Transm ssion Queue
OQpen Input Count......... 0
Open Qutput Count........ 0
Current Depth............ 2
Maxi mum Depth............ 25000
Triggered................ No
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Servi ced by Sender Channel QVA21_1. QVA21

Name: QVA21 1. QvA21
Type: Sender Channel

Connection Nane.......... tp_a21m(1414)
Transport Type........... TCP
Status................... STOPPED

khkhkhkhkhkhhkhkhhhhhhhhhhhhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhkkkkk*k*k*k*x*x*%

khkkkkhkkhkhkhkhkhk* QJEUE MANAGER CONNECT] QN * % % % % % % % % & & % % k Kk % & & % % k&

Name: QVA21 (W NDOWSNT)
Type: Queue Manager

Connection Nane.......... tp_a21m(1414)
Name: AQ
Type: Alias Queue
Base Queue............... TEST3
Nanme: TEST3
Type: Local Queue
Open Input Count......... 0
Open Qutput Count........ 0
Current Depth............ 0
Maxi mum Depth............ 5000
Triggered................ Yes
Trigger type ............ First
Trigger Msg Priority..... 0
Trigger data ............
Initiation queue ........ INNTQ 1

InitQ Open Input Cnt.. O
InitQ Open Qutput Cnt. O
InitQ Current Depth... O
I ni tQ Maxi num Depth... 5000

Process.................. PROCESS_3
Application Id........ e:\temp\util.exe
Application Type...... W NDOWSNT
User Data............. abcdef
Envi ronnent Data...... ex

nmgsnoop v2.0.0 ended successfully

Final Output

This output shows an mgsnoop against aremote queue TEST2 which resolves, via a queue alias, to alocal
gueue called TEST3. Thedisplay format is Final, so only information about the ultimate local queue, and its
associated queue manager, is displayed. Compare this output with the Verbose output for the same queuein
section 8.1.1.

E:\dev\sniff\Rel ease>mgsnoop -q RTEST2 -cd //tp_a21n(1421) -e f

mgsnoop v2.0.0. Resol ve Queue RTEST2 ( Display Final Objects Only )

Snooping ......

R R XX

kkkkkkkhkkkkkkkk* QJEUE ’\M\NAER w\INEC"I'I O\I khkkkkkkkhkkhkkkhkkhkkkkkkkkkk*

Nane: QVA21
Type: Queue Manager (W NDOASNT)
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Type: Local Queue

Open Input Count......... 0

Open Qutput Count........ 0
Current Depth............ 0

Maxi mum Depth............ 5000
Triggered................ Yes
Trigger type ............ First
Trigger Msg Priority..... 0
Trigger data ............
Initiation queue ........ INNTQ 1

InitQ Open Input Cnt.. O
InitQ Open CQutput Cnt. O
InitQ Current Depth... O
I'nitQ Maxi mum Depth... 5000

Process.................. PROCESS_3
Application Id........ e:\temp\util.exe
Application Type...... W NDOWSNT
User Data............. abcdef
Environnent Data...... ex

mgsnoop v2.0.0 ended successfully

Resolving OS390 Queues via a Proxy Queue M anager

This output shows the resolution of aremote queue definition TEST5 on queue manager AQB002. TESTS
resolves to queue TEST2 on the OS390 queue manager AQO3.

A QO3 does not have the Client Attach feature, so the queue manager AQBO002 isused asa proxy for AQO3.

AQBO002 is accessed via connection name 172.27.4.27(1311), transport type TCP and SvrConn channel
SY SX.SVRCONN.

Thefollowing information is needed to set up the—x OS390 proxy argument:

e AQO3 has aconnection name of mvsa(1411).

e  The userid under which mgsnoop is running is not recognised on the OS390 instance, so a context userid is
required. OS390 userid DEV009, which has the appropriate authorisation, is to be used as the context
userid.

Note, in the following output, that the connection information for the OS390 queue manager includes
information about the proxy environment.

E:\dev\sni ff\Rel ease>nmgsnoop -q TEST5 -cd SYSX. SVRCONN/ /172.27.4.27(1311) -x nvsa(1411)/
DEV009

ngsnoop v2.0.0. Resol ve Queue TEST5

Snooping ......

khkhkhkhkkhkhhkhhhhhhhhhhkhkhhhhhhhkhhkhhkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkhkkkkkkkkk*k*k*x*%

khkkkkkkhkhkhkhkhk* QJEUE MANAGER CONNECT] QN * % % % % % % & % % % % % k Kk & & & % % k&

Nanme: AQB002 (Al X)
Type: Queue Manager

Connection Nane.......... 172.27.4.27(1311)
Nane: TEST5
Type: Renote Queue

Renote Queue Nane........ TEST2

Renmot e Queue Mgr Nane.... AQO3

Transm ssi on Queue Nane. .
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Narme: AQO3

Type: Transm ssion Queue
Open Input Count......... 1
Open Qutput Count........ 1
Current Depth............ 0
Maxi mum Depth............ 100000
Triggered................ Yes
Trigger Type ............ First
Trigger Msg Priority..... 0
Trigger data ............ AQB2. AQD3
Initiation queue ........ SYSTEM CHANNEL. | NI TQ

InitQ Open Input Cnt. 1

InitQ Open CQutput Cnt 1

InitQ Current Depth.. O

I ni tQ Maxi num Dept h.. 1000
No Process

Servi ced by Sender Channel AQB2. AQD3

Name: AQ@B2. AQ03
Type: Sender Channel

Connection Nane.......... nmvsa(1411)
Transport Type........... TCP
Status................... RUNNI NG

khkhkhkhkhkhhhhhhhhhhkhhkhhhhhhhkhkhkhkhkhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkkhkkkkkkkkk*k**x*%

khkkhkkkkhkhkhkhkhk* QJEUE MANAGER CONNECT] QN * % % % % % % % % & & % % k Kk & &k & % % k&

Narme: AQO3

Type: Queue Manager (MVS)
Connection Nane.......... nmvsa(1411)
Proxy Queue Manager...... AQBO02 (Al X)
Proxy Connection Nane.... 172.27.4.27(1311)
Proxy (Context) Userld... DEVO09

Nane: TEST2

Type: Local Queue
Open Input Count......... 0
Open Qutput Count........ 0
Current Depth............ 0
Maxi mum Depth............ 999999999
Triggered................ No

mgsnoop v2.0.0 ended successfully
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Cluster Communication Test

Here is a sample output for a cluster TC consisting of three queue managers— QMA21 1, QMA21 2 and

QMA21 3.

This test has specified a cluster test queue prefix of SY SO1. The following cluster test queues will therefore

have been defined (and added to cluster TC1) before this test was run:

e QueueSYSO1 TC1 QMAZ21 1 defined on queue manager QMA21 1
e QueueSYSO1 TC1 QMAZ21 2 defined on queue manager QMA21 2
e QueueSYSO1 TC1 QMA21 3defined on queue manager QMA21 3

E:\dev\sniff\Rel ease>ngsnoop -¢ TCl -t —-v SYSO1l -cd //tp_a21n(1421) -1 |og.txt
snoop vl.8.22

kkhkkhkkhkkhkkhkkhkkhkkhkkhkhkkhkhkhkhkhkhkhkkhkkhkhkhkhkhkhkhkhkhkhkkhkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkkkkkkkkkkkkkkk*x*%x

khkkhkhkhkkhkhkhkkhkhk* QJEUE MANAGER CONNECT] QN * % % % % % % o s sk % % % &k % % & & % % k%

Name: QVA21 1
Type: Queue Manager

Connection Name.......... tp_a21n( 1421)

kkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkkhkhkhkhkkhkkhkhkhkhkhkkhkkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkkhkkhkkkkkkkkkkkkkkkkkk*x*%x

Nanme: TCl
Type: Custer

Qwrs in Custer......... 3
QMO o QvA21_1
QVOr. .. QvA21_2
QMO o QWA21_3

Name: QVA21_1

Type: Custer QwWr |ntercommunication Test
Sendi ng Qwgr St at us
QVA21 2.. .. oK
QVA21 3............ ..., (04

Nane: QVA21_2

Type: Custer Qwgr |ntercomunication Test
Sendi ng Qwgr St at us
QVA21 1.................. K
QVA21 3. ... (074

Name: QVA21_3

Type: Custer Qwr | ntercommunication Test
Sendi ng Qwgr St at us
QVA21 1.0, (074
QVA21 2.................. oK

snoop vl1.8.22 ended
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