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Scenarios

Each scenario walks you through a significant set of tasks, and helps you to configure a major product
feature. The scenarios include useful links to other content to help you to gain a better understanding of
the area in which you are interested.

The available IBM® MQ scenarios are described in the following subtopics. The IBM Product Connectivity
Scenarios and Patterns product documentation provides worked examples of using several IBM products
(for example, IBM MQ and WebSphere® Application Server ) connected together.

Related information:

[BM Product Connectivity Scenarios and Patterns product documentation|

Getting started with IBM MQ

This scenario explains how to get started with IBM MQ on a Windows platform. Use this scenario if you
have never used IBM MQ and want to get started quickly.

This scenario describes the basic steps for installing, configuring and verifying IBM MQ on Windows if
you do not already have it installed on your system. You can complete the steps of the scenario by using
either the graphical user interface or command-line interface.

This scenario was tested using IBM MQ Version 8.0.0, Fix Pack 2 on a Windows 7 Professional 64-bit (SP
1) operating system.

Planning the solution

Choose a method for installing IBM MQ on Windows. Use the graphical user interface and wizards that
take you through the installation and configuring process or use the command line to conduct a silent
installation.

Overview: The delivered logical topology
The delivered logical topology after completing the scenario.

The installed IBM MQ server instance allows for creation of IBM MQ objects: queues and queue

managers. You can use the MQ Explorer to put and get messages from the local queue through the queue
manager. After this scenario is complete, the delivered topology will look like

© Copyright IBM Corp. 2007, 2018 1
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Figure 1. Put message on LQ1, get message from LQ1.

Basic concepts and key terms
Description of the basic concepts and key terms you must know about before using the Getting started
with IBM MQ scenario.

Basic concepts

IBM MQ enables applications to read and write messages to a queue. The application that reads the
message is independent of the application that writes the message. It is not a requirement to have the
two applications running at the same time. If no application is available to read the message it is queued

on the IBM MQ queue until an application reads it.

In this scenario you can choose to install and configure IBM MQ in one of the following ways:

[Installing and configuring using the graphical user interface” on page 3|
During installation using the graphical user interface, you are guided through several wizards to
help you apply the relevant options and settings:

Launchpad
Check software requirements, specify network information and start the IBM MQ
installation wizard.

IBM MQ installation wizard
Install the software and start the Prepare IBM MQ wizard.

Prepare IBM MQ wizard
Start the IBM MQ service and MQ Explorer.

MQ Explorer
Manage queues and queue managers, access Default Configuration wizard and the
Postcard application.

Default configuration wizard
Create IBM MQ objects and put and get messages to and from the queue, to test the
installation was successful.

Postcard application
Exchange messages between two users to verify the installation.
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[“Installing and configuring using the command line interface” on page 9|
The command line interface installation can be silent or interactive. The silent installation is fully
accessible and is the one covered in this scenario. During installation using the command line,
you are guided through several steps to help you apply relevant options and settings:

* Install IBM MQ
* Create and configure IBM MQ objects; queue managers and queues.

* Verify the installation by using amgsput to put and amgsget to get a message from the queue.

As well as using MQ Explorer and command line to create IBM MQ objects, it is possible to do so by
using the programmable interface. This is not included in the current scenario.

Key terms

Here is a list of key terms about message queuing.

Term Description

|[Queue managers| The queue manager is responsible for maintaining the
queues it owns, and for storing all the messages it
receives onto the appropriate queues.

[Messages| A message is a string of bytes that is meaningful to the
applications that use it. Messages are used to transfer
information from one application program to another.
The applications can be running on the same or on
different computers.

[Local queues| A local queue is a data structure used to store messages.
The queue can be a normal queue or a transmission
queue. A normal queue holds messages that are to be
read by an application that is reading the message
directly from the queue manager. A transmission queue
holds messages that are in transit to another queue
manager.

Implementing the solution

Implement the solution to the scenario. Install IBM MQ on Windows and create IBM MQ objects: queue
managers and queues. Use sample applications to verify your installation by putting and getting
messages to and from a queue.

Installing and configuring using the graphical user interface

Install IBM MQ on Windows by using the installation launchpad, and then use the Postcard application
to verify the installation. After verifying your installation, create a queue manager and a queue and then
try putting a message to the queue and getting a message from the queue.

This scenario was tested with IBM MQ Version 8.0.0.0 on a Windows 7 Professional 64-bit (SP 1)
operating system.
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Installing using the launchpad:

Install IBM MQ on Windows using the installation launchpad, and verify your installation by using the
Postcard application.

Before you begin

Before completing this task, complete the following checks:

* You must have local administrator authority when you are installing. Define this authority through the
Windows facilities.

* Ensure that the machine name does not contain any spaces.
* Ensure that you have sufficient disk space, up to 1005 MB, to fully install IBM MQ for Windows.
* Determine whether you need to define Windows domain user ID's for any IBM MQ users.

Before you install IBM MQ, check that your system meets the hardware and software requirements. For
the latest details of hardware and software requirements on all supported platforms, see [[BM MQ System|

equirements

About this task

The launchpad and subsequent wizards take you through the installation process and help you review
the software requirements and IBM MQ settings. You are also taken through initial tasks for creating a
default queue manager, a local queue and can verify the installation by using the Postcard application.

This task assumes that you are installing IBM MQ for the first time on your machine, and that you will
be using the default locations. By default the location of the IBM MQ program files are C:\Program
Files\IBM\WebSphere MQ, and the data and log file location is C:\ProgramData\IBM\MQ.

Note: If you are installing IBM MQ Version 8.0, and you have any previous installations of IBM MQ on
your machine, the location of the program and data files will be different from the default. For further
information, see [Program and data directory locations} If you have already previously completed this
scenario, and want to repeat it with a single, fresh installation using the default locations, remove your
previous installation before starting the scenario again. To uninstall an existing instance of IBM MQ from
your machine, see [“Uninstalling IBM MQ” on page 15,

The installation programs contain links to further information if you require it during the installation
process.

Procedure
1. Start the Launchpad, review, and if necessary, modify the software requirements and network
configuration.
a. Navigate to the IBM MQ software directory, and double click the file Setup.exe to start the
Launchpad.

b. Select the Software Requirements tab to display the Software Requirements settings.

c. Check that the software requirements have been met and that the entry for the requirement
displays a green tick with the words OK. Make any indicated corrections.

Note:

For details of any requirement, click the check box to expand an information tab.
d. Select the Network Configuration tab to display the Network Configuration settings.
e. Select No.
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Note: This scenario assumes that you do not need to configure a domain user ID for IBM MQ. For
more information regarding configuring IBM MQ for Windows domain users, click More
information.

f. On the IBM MQ Installation tab of the Launchpad, select the installation language, and then click

Launch IBM MQ Installer to start the IBM MQ installation wizard.

You have completed setting up IBM MQ by meeting or specifying your installation requirements, and
have started the IBM MQ installation wizard.

2. Use the IBM MQ installation wizard to install the software, and start the Prepare IBM MQ wizard.

a.

In the Prepare IBM MQ wizard, read the License Agreement and click the I accept the terms in
the license agreement check box, and then click the next button.

b. Click Typical, and then click Next.
c. In the Ready to Install IBM MQ page, review the installation information and click the Install

d.

button.

Note: Note the following details:

* Installation Name

* Top-level folder for Program Files
* Top level folder for Data Files

The following features are installed:

« IBM MQ Server

* IBM MQ: a graphical interface for administering and monitoring IBM MQ resources

+ Java  and .NET Messaging and Web Services

* IBM MQ Development Toolkit

The installation process begins. Depending on your system the installation process can take several
minutes.

At the end of the installation process, the IBM MQ Setup window displays the message
Installation Wizard Completed Successfully .

Click Finish.

You have successfully installed IBM MQ. The Prepare IBM MQ wizard starts automatically, displaying
the Welcome to the Prepare IBM MQ Wizard page.

3. Use the Prepare MQ wizard to start the IBM MQ service and start the Default Configuration wizard.

Note:

You cannot create the default configuration if you have already created other queue managers; you
must first delete the other queue managers then run the Default Configuration wizard. To delete a
queue manager, see [Steps for deleting a queue manager|

a.

On the Welcome to the Prepare IBM MQ Wizard, select Next. The Prepare IBM MQ Wizard
displays the message Status: Checking IBM MQ Configuration and a progress bar. When the
process is complete the IBM MQ Network Configuration page is displayed.

b. On the IBM MQ Network Configuration page of the Prepare IBM MQ Wizard, select No.
c. Click Next. The Prepare IBM MQ Wizard displays a message Status: starting the IBM MQ

Service, and a progress bar. When the process is complete the wizard displays the Completing the
Prepare IBM MQ Wizard.

Select Launch IBM MQ Explorer and choose whether to view the release notes, and then click the
Finish button. IBM MQ Explorer starts.

You have installed IBM MQ. You have also started the MQ Explorer.
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4. Optional: If you want to use the IBM MQ Postcard application to verify your installation, create the
default configuration.

6

a.

®oo0o

g.

If the Content page is not already displayed, click Window > Show View > MQ Explorer -
Content to display it.

Click Create the Default Configuration. The IBM MQ Default Configuration window is opened.
Click Set up Default Configuration. The Default Configuration Wizard is opened.
Click Next and Next again to move through the information pages.

On the Default Configuration page, clear both Allow remote administration of the queue
manager and Join the queue manager to the default cluster options, and then click Next. Take a
note of the queue manager name, as you will need this later, when using the Postcard application.

On the summary page, click Finish. The Default Configuration Wizard is closed, and a dialog box
displaying the message Setting up the default default configuration. When this is complete,
focus is returned to the IBM MQ Default Configuration dialog box, and the following message is
displayed: Default configuration is partially complete .

Note: The IBM MQ Default Configuration may also display the message: Join the default
cluster by clicking "Join default cluster" to complete the default configuration on this
computer . This is only necessary if you want to join a cluster. This is not covered in this scenario,
as it is beyond the scope of this discussion.

Click Close.

The Default Configuration is now set up, and you are ready to verify your installation.

Optional: If you created a default configuration, verify your installation by using the Postcard
application that is supplied with IBM MQ. You can start two instances of the Postcard application and
exchange messages between them.

If you did not create a default configuration, you can still follow these steps to verify your
installation, but you must first configure a queue manager as described in the previous task of this
scenario.

Note:

Running the Postcard application on a non-default configuration automatically creates a queue called
postcard on your queue manager. You can delete this queue after using the postcard application.

a.

If the Content page is not already displayed, click Window > Show View > MQ Explorer -
Content to display it.

Click Launch Postcard to open the Postcard - Sign On window.

c. Enter a nickname for the first user, for example: Jim and click OK.
d. On the IBM MQ Postcard Network window select Continue on this computer only and click OK.

SQ —~ o

k.

The Postcard application for jim' opens.
Move Jim's Postcards to one side of your screen, then start a second Postcard.
Click Launch Postcard to open the Postcard - Sign On window.

. Enter a nickname for the second user, for example: Sue and click OK.
. On the IBM MQ Postcard Network window select Continue on this computer only and click OK.

The Postcard application for 'sue' opens.
In the Postcard - jim' window enter sue in the To: textbox.

In the Postcard - jim' window enter the name of the queue manager you defined in step 4e, or
taken from the entry On: beneath the Message: textbox.

In the Postcard - 'jim' window enter a message, for example Hi Sue! in the Message: textbox
Click Send button to send the message to user Sue.

m. Observe the message received by user Sue, in the Postcard - 'sue' application window. To view the

received message double click on the entry in the Postcards sent and received grid.
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Note: Click Help in this and other Postcard application windows to view further instructions
about running the Postcard application.

You have verified your IBM MQ installation by using the Postcard application.
Results

IBM MQ is installed and verified, and you are ready to configure objects such as queue managers and
queues.

What to do next

Follow the instructions in [“Creating a queue manager called QM1.”|

Related information:

Disc space requirements|

Hardware and software requirements on Windows systems|
[ntroduction to IBM MQ |

[nstalling an IBM MQ server]|

[Verifying the installation using the Postcard application|

Post installation tasks|

Creating a queue manager called QM1:

Create a queue manager, called QM1 by using the MQ Explorer. Queue managers are the main components
in an IBM MQ messaging network.

Before you begin

You must have IBM MQ installed. If you do not, see [“Installing using the launchpad” on page 4| for
information about how to do so.

About this task

In this example, all names are typed in uppercase and because IBM MQ names are case-sensitive, you
must type all names in uppercase too.

To create and start a queue manager by using the MQ Explorer, complete the following steps.

Procedure
1. Start MQ Explorer as an administrator.

2. In the Navigator view, right-click the Queue Managers folder, then click New > Queue Manager. The
Create Queue Manager wizard starts.

3. In the Queue Manager name field, type QM1.

4. Select the Make this the default queue manager check box.

5. In the Dead-letter queue field type SYSTEM.DEAD.LETTER.QUEUE. This is the name of the dead-letter
queue that is automatically created when you create the queue manager.

6. Leave the other fields empty and click Finish, or if that button is disabled, click Next. The Finish
button is disabled if the port number conflicts with an existing queue manager, for example the queue
manager that is created as part of the default configuration. You must continue through the wizard to
change the default port number.

7. If you clicked Next, continue to accept the defaults and click Next on each page until you get to the
final page of the wizard, when the Finish button becomes available. Change the specified port
number, for example to 1415, and click Finish.

Scenarios 7



IBM MQ displays a Creating Queue Manager dialog window while the queue manager is created and
started.

What to do next

To create a queue, see ['Creating a queue called LQ1.”|

Related information:

[Creating and managing queue managers on distributed platforms|

Creating a queue called LQ1:

Create a queue by using the MQ Explorer. Queues are data structures that are used to store messages and
are IBM MQ queue manager objects.

About this task
In this task you can create IBM MQ objects using the MQ Explorer.
To create and start a queue by using the MQ Explorer, complete the following steps.

Procedure
1. In the Navigator view, expand the Queue Managers folder.
2. Expand queue manager QMI1.

w

Right-click the Queues folder, then click New > Local Queue... The New Local Queue wizard starts.
In the Name field, type LQ1.
Click Finish.

The new queue LQl, is displayed in the Content view. If the queue is not displayed in the Content
view, click on the Refresh button, at the top of the Content view.

o A

What to do next

You are ready to put a message on to your queue. To put a message in a queue, see |”Putting a message|
fo the queue LQ1.”|

Putting a message to the queue LQ1:

Put a message on to the queue LQ1 by using the MQ Explorer.

About this task

This task assumes that you have already created a queue manager called QM1 as described in m

h queue manager called QM1” on page 12/and a queue called LQ1 as described in [‘Creating a queue|
called 1.Q1.”]

To put a message to the queue by using the MQ Explorer, complete the following steps.

Procedure

1. In the Navigator view, expand the Queue Managers folder.

2. Expand queue manager QM1, which you created.

3. Click the Queues folder. The queue manager's queues are listed in the Content view.
4

. In the Content view, right-click the local queue LQl, then click Put Test Message... The Put test
message dialog opens.

8 IBM MQ: Scenarios



5. In the Message data field, type some text, for example Hello World, then click Put message. The
Message data field is cleared and the message is put on the queue.

6. Click Close. In the Content view, notice that the LQl Current queue depth value is now 1. If the
Current queue depth column is not visible, you might need to scroll to the right of the Content View.

What to do next

To get a message from the queue, see [“Getting a message from the queue LQ1.”|

Getting a message from the queue LQ1:
Get a message from the queue LQl by using the MQ Explorer.

About this task

This task assumes that you have already put a message QM1 as described in [“Putting a message to the]
ueue LQ1” on page 8|

To get a message from the queue by using the MQ Explorer, complete the following steps.

Procedure
1. In the Navigator view, expand the Queue Managers folder, then expand QM1.
2. Click the Queues folder.

3. In the Content view, right-click the local queue LQ1, then click Browse Messages.... The Message
browser opens to show the list of the messages that are currently on QM1.

4. Double-click the last message to open the properties dialog.

On the Data page of the properties dialog, the Message data field displays the content of the message
in human-readable form.

What to do next
Follow the instructions in subsequent scenarios to explore further IBM MQ features.

To learn about writing queuing applications, connecting to and disconnecting from a queue manager,
publish/subscribe, and opening and closing objects, see [Writing a procedural application for queuing|

Installing and configuring using the command line interface

Install IBM MQ on Windows by using the command line to perform a silent installation and set up the
environment variable. After verifying your installation, create a queue manager and a queue and then try
putting a message to the queue and getting a message from the queue.

About this task

This scenario was tested with IBM MQ Version 8.0.0.2 on a Windows 7 Professional 64-bit (SP 1)
operating system.

Scenarios 9



Installing using a silent installation:

Install IBM MQ on Windows by using the command line to perform a silent installation and confirm that
the environment for your installation is set up correctly.

Before you begin

Before you start this task, complete the following checks:

* You must have local administrator authority when you are installing. Define this authority through the
Windows facilities.

* Ensure that the machine name does not contain any spaces.

* Ensure that you have sufficient disk space. You need up to 1005 MB to fully install IBM MQ Version
8.0 for Windows.

* Determine whether you need to define Windows domain user IDs for any IBM MQ users.

Before you install IBM MQ, check that your system meets the hardware and software requirements. For
the latest details of hardware and software requirements on all supported platforms, see [BM MQ System|

equirements

About this task

This scenario assumes that you are installing IBM MQ for the first time on your machine, and that you
are using the default locations. By default the location of the IBM MQ Version 8.0 program files are
C:\Program Files\IBM\WebSphere MQ, and the data and log file location is C:\ProgramData\IBM\MQ.

Note: If you have any previous installations of IBM MQ on your machine the default locations of the
program and data files might change. For further information, see [Program and data directory locations}
If you have already previously completed this scenario, and want to repeat it with a single, fresh
installation using the default locations, remove your previous installation before starting the scenario
again. To uninstall an existing instance of IBM MQ from your machine, see [“Uninstalling IBM MQ" on|
—mae 15.

IBM MQ on Windows uses the MSI technology to install software. For more information on installing
using the MSI technology, see [Advanced installation using msiexec}

To install IBM MQ using the command line, you must specify the following parameters:

* /i "<WMQ_INSTALLATION_MEDIA>\MSI\IBM WebSphere MQ.msi" where <WMQ_INSTALLATION_MEDIA>
is the location of the IBM WebSphere MQ.msi file. This argument specifies the location of the .msi file.

* /1*v <USER_LOGFILE_LOCATION>\install.log where <USER_LOGFILE_LOCATION> is where you want
the installation logs to be written to.

* /q this parameter must be used to perform the silent installation.

* USEINI="<RESPONSE_FILE>" where <RESPONSE_FILE> is the name and location of the response file to
be used by the silent installation. This scenario uses the sample Response.ini file, which is included in
the IBM MQ installation media.

* TRANSFORMS="<TRANSFORM_FILE>" where <TRANSFORM_FILE> is the name of the transform file to be
applied to the installation. This scenario uses the American English transform, 1033.mst.

* AGREETOLICENSE="YES" this parameter must be included, or the installation can not complete.
* ADDLOCAL="Server" this parameter lists which components to install.

Procedure
1. Use the command line to conduct a silent installation.
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a. To invoke the silent installation from an elevated command prompt, click the Start button on your
Windows taskbar and type cmd in search programs and files field. Right click the cmd.exe
program and select Run as administrator.

b. In the Windows command prompt, enter the following command:

Note: The command is presented on multiple lines here, but it must be typed out on one line.

msiexec /i "<MQ_INSTALLATION_MEDIA>\MSI\IBM WebSphere MQ.msi"
/1*v c:\wmginslogs\install.log

/q USEINI="<MQ_INSTALLATION_MEDIA>\Response.ini"
TRANSFORMS="1033.mst"

AGREETOLICENSE="yes"

ADDLOCAL="Server"

Where <MQ_INSTALLATION_MEDIA> is the path to your IBM MQ installation media.

Note:
After you input the command, the command line will return the prompt.

c. To view the installations progress, open the log file that you specified. If the installation completed
successfully, you see the message Product: IBM MQ (Installationl) -- Installation operation
completed successfully. two paragraphs up from the bottom of the log file.

d. When the installation is complete, the service starts and the IBM MQ icon appears in the system
tray. You have installed IBM MQ, and you have started the IBM MQ service.

2. Set up environment variables for your installation by using the setmgenv command.

a. Enter the following command in the command line:

Note: If you used the default location, the path to your installation will be C:\Program
Files\IBM\WebSphere MQ.

"<MQ_INSTALLATION_PATH>/bin/setmgenv" -s

where <MQ_INSTALLATION_PATH> refers to the location where IBM MQ is installed. Ensure
you enclose the path to setmgenv in the bin folder, in quotation marks, to prevent the prompt
returning an error.

b. Check that the environment is set up correctly by entering the following command:
dspmqver

If the command completes successfully, and the expected version number and installation name
are returned, the environment is correctly set up. For this scenario the message should include the
line:

Version: 8.0.0.2

and if you did not specify a non-default installation name, the line:
InstName: Installationl

You have successfully installed IBM MQ using a silent installation.
Results

You have conducted an IBM MQ silent installation and confirmed that your environment is set up
correctly.

What to do next
* You can run the Prepare WebSphere MQ wizard. For more information, see [Prepare IBM MQ Wizard|

* Follow the instructions in [“Creating a queue manager called QM1” on page 12
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If you encounter any issues during the installation, check the installation log, at the location that you
specified in the msiexec command, in this scenario the location of the log file is: c:\wmqinslogs\
install.log. Take any action that is specified in the log and rerun the installation again. You can also
check the parameters that you passed with the command, masking sure you are including all the
required parameters.

Related information:

[Advanced installation using msiexed|

Using transforms with msiexed|
[nstalling IBM MQ |

Creating a queue manager called QM1:

Create a queue manager, called QM1 by using the command-line interface. Queue managers are the main
components in an IBM MQ messaging network.

Before you begin

You must have IBM MQ installed. If you do not, see [“Installing using a silent installation” on page 10| for
information about how to do so.

About this task

In this example, all names are typed in uppercase and because IBM MQ names are case-sensitive, you
must type all names in uppercase too.

Procedure

1. Open a command prompt as an administrator.

2. Create a queue manager with the name QM1 by typing the following command:
crtmgm QM1
When the system creates the queue manager, the following output is displayed:

C:\>crtmgm QM1

IBM MQ queue manager created.

Creating or replacing default objects for QML.

Default objects statistics : 61 created. 0 replaced. 0 failed.
Completing setup.

Setup completed.

The queue manager is created, and is stopped. You must start the queue manager before you can
administer it, and before you can read and write messages from its queues.
3. Start the queue manager by entering the following command:
strmgm QM1
When the queue manager successfully starts, the following output is displayed:

C:\>strmgm QM1

IBM MQ queue manager 'QM1' starting.

5 log records accessed on queue manager 'QM1' during the log replay phase.
Log replay for queue manager 'QM1' complete.

Transaction manager state recovered for queue manager 'QM1'.

IBM MQ queue manager 'QM1' started.

The queue manager is started.

What to do next

To create a queue, see [‘Creating a queue called LQ1” on page 13|
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Related information:

[Creating and managing queue managers on distributed platforms|

Creating a queue called LO1:

Create a queue by using the command-line interface. Queues are data structures that are used to store
messages and are IBM MQ queue manager objects.

About this task

There are three ways to create IBM MQ objects:
* Command-line.

*  MQ Explorer.

* Using a programmable interface.

In this task you can create IBM MQ objects using the command-line.

The command-line interface has a scripting language called IBM MQ Script Commands (MQSC). The
scripting tool, runmgsc, is used to run the script against a queue manager. To create and start a queue by
using the command-line interface, complete the following steps.

Procedure
1. Start the scripting tool by typing the following command:

runmgsc QM1

When the scripting tool starts, the following output is displayed:

C:\>runmgsc QM1
5724-H72 (C) Copyright IBM Corp. 1994, 2008. ALL RIGHTS RESERVED.
Starting MQSC for queue manager QM1.

The tool is ready to accept MQSC commands.
2. Create a local queue called LQ1 by typing the following MQSC command:
define gqlocal(LQl)

When the queue is created, the following output is displayed:

define gqlocal(LQl)
2 : define glocal(LQl)
AMQ8006: IBM MQ queue created.

3. Stop the scripting tool by typing the following MQSC command:
end

When the scripting tool ends, the following output is displayed:
One MQSC command read.

No commands have a syntax error.

A11 valid MQSC commands were processed.

C:\>

What to do next

You are ready to put a message on to your queue. To put a message in a queue, see |”Puttir1g a message|
to the queue LQ1” on page 14/
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Putting a message to the queue LQ1:
Put a message on to the queue LQl by using the command-line interface.
About this task

IBM MQ comes with a sample application called amqgsput . This application puts a message to a
predefined queue.

To put a message to the queue by using the command-line interface, complete the following steps.

Procedure

1. Use the amqsput sample application to put a message to queue LQl, by typing the following
command:
amgsput LQ1 QM1

When the sample application starts, the following output is displayed:
C:\>amgsput LQl QM1
Sample AMQSPUTO start
target queue is LQ1
2. Type Hello World and press Enter. You placed a message that contains the text "Hello World" on the
queue LQl managed by the queue manager called QM1.

3. To end amgsput , press Enter. The following output is displayed:

C:\>amgsput LQl QM1
Sample AMQSPUTO start
target queue is LQ1
Hello World

Sample AMQSPUTO end

What to do next

To get a message from the queue, see [“Getting a message from the queue LQ1.”|

Getting a message from the queue LQ1:
Get a message from the queue LQl by using the command-line interface.
About this task

IBM MQ comes with a sample application called amqsget . This application reads messages from a
queue.

To get a message from the queue by using the command-line interface, complete the following steps.
Procedure

Use the amqsget sample application to read a message on the queue LQl, by typing the following
command:
amgsget LQ1 QM1

When the sample application starts, the following output is displayed:
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C:\>amgsget LQ1 QM1
Sample AMQSGETO start
message <Hello World>
no more messages
Sample AMQSGETO end

The amgqsget application ends 30 seconds after reading the message.
What to do next
Follow the instructions in subsequent scenarios to explore further IBM MQ features.

To learn about writing queuing applications, connecting to and disconnecting from a queue manager,
publish/subscribe, and opening and closing objects, see [Writing a procedural application for queuing]

Uninstalling IBM MQ

Stop, and then uninstall IBM MQ, including removing any queue managers and their objects. At the end
of this task, you are ready to reinstall IBM MQ.

About this task

This task describes the steps for uninstalling IBM MQ on the Windows 7 operating system by using the
installation media.

The Getting started scenario takes you through options for installing IBM MQ by using the launchpad or
command line. Although you can have more than one installation of IBM MQ, this scenario is based on a
new installation on a single server. Therefore, if you want to repeat the scenario, or try out a different
installation method, you must first uninstall the existing IBM MQ components, including any existing
queue managers and their objects, so that you can start again with a fresh installation.

You might also need to uninstall so that you can carry out a fresh installation for some of the other
scenarios in this section.

Procedure
1. Stop the IBM MQ service.

a. Right-click on the Websphere MQ icon in the system tray, then click Stop Websphere MQ to stop
the IBM MQ service. A dialog with the following message is displayed:

Shutting down WebSphere MQ installation "Installationl" terminates all running queue managers and
WebSphere MQ processes for that installation, except those under Microsoft Failover Cluster control.
Are you sure you want to continue?

b. Click Yes and then wait for the IBM MQ to stop.
c. When the IBM MQ stops, right-click the Websphere MQ icon in the system tray, then click Exit
2. Begin the uninstalling process in one of the two following ways:

a. In Windows Explorer, navigate to the temporary folder with the installation image and double
click setup.exe.

b. Insert the IBM MQ for Windows Server DVD into the DVD drive. If autorun is enabled, the
installation process starts. Otherwise, double-click the Setup icon in the root folder of the DVD to
start the uninstalling process. The IBM MQ Installation Launchpad window opens.

3. Remove IBM MQ.
a. Click IBM MQ Installation.

b. Click Launch IBM MQ Installer and click Next until the IBM MQ Program Maintenance pane is
displayed with a welcome message. If this pane is not displayed, IBM MQ for Windows is not
currently installed.
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c. Click Maintain or upgrade an existing instance. Select Installation1 to remove it. Click Next and
in the Program Maintenance pane, click Remove, then Next. The Removing Server feature pane is
shown.

d. Select Remove: remove existing queue managers and their objects. Click Next. The Remove IBM
MQ pane is displayed, with a summary of the installation to be removed.

e. Click Remove to continue. If a message appears stating that locked files are found, ensure that no
IBM MQ programs are running; see [Uninstalling IBM MQ on Windows systems} When IBM MQ is
uninstalled, a message indicates completion.

f. Click Finish.

You have successfully uninstalled IBM MQ.
Related information:
Uninstalling IBM MQ on Windows systems|

What to do next
What to do next on completion of the Getting started with IBM MQ scenario.

There are additional topics for you to view in the IBM MQ product documentation. You might want to
look at the following sections:

* |Administering IBM MQ)
IBM MQ provides control commands that you can use. You use two of these commands in this
scenario: crtmgm and strmgm. This section also provides a good overview about message queuing.

+ IMQSC reference]

In this scenario, you use the define glocal('LQl') command to define a local queue called LQ1 ; this
command is an MQSC command. IBM MQ System Administrators use these commands to manage
their queue managers. This section introduces the commands and shows you how to use them, before
describing the commands in detail, in alphabetical order.

. |Configuring a queue manager cluster|

This section describes how to organize, use, and manage queue managers in virtual groups known as
clusters. Clustering ensures that each queue manager within a cluster knows about all the other queue
managers in the same cluster. Clustering also makes the management of complex queue manager
networks simpler.

The [Product Connectivity Scenarios and Patterns product documentation| provides information that leads
you through the key tasks required to connect WebSphere Application Server to IBM MQ in a variety of
scenarios. Each scenario contains the instructions for implementing a solution in a business context,
allowing you to learn as you go without needing to make use of other information resources.
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Other learning resources

IBM MQ provides role-based training paths to assist you by defining a path to acquiring skills for specific
WebSphere product offerings.

There are two training paths for IBM MQ:
* Application Developer

These users are responsible for creating the applications that use the queue manager. In this scenario,
they write the applications amqsput and amgqsget .

* System Administrator

These users are responsible for creating the queue manager and it objects, they typically carry out
similar tasks to that you covered in this scenario.

For more information about IBM MQ training paths, see: [http: / /www.ibm.com /software /websphere /|
pducation/paths /|

A certification program is available which demonstrates you achieve a skill level in IBM MQ. For more
information, see: Ihttp: / /www.ibm.com/ certify /certs/ ws_index.shtmll

Conferences are available for you to attend, for a list, see: fhttp:/ /www-304.ibm.com /jct03001c/services /|
learning /ites.wss?pagetype=page&amp;c=a0015064}

You can collaborate with other users, for example, for:

* E-mail based community of IBM MQ professionals, see jhttps://listserv.meduniwien.ac.at/archives/|

« Discussion forums focusing on the IBM MQ family of products, see |http:/ /www.mgseries.net/}

+ A developerWorks® blog by the developers of the various IBM messaging products, see
[http:/ /www.ibm.com/developerworks/community /blogs /page /messaging /|

+ IBM MQ tagged questions and answers on stackoverflow.com, see |http:/ /stackoverflow.com /|
[questions /tageed / websphere-mg}

Related information:
[BM MQ Version 8.0 PDF documentation|

Point-to-point scenario

Connect two IBM MQ queue managers in a point-to-point topology to enable distributed queuing.
About this task

Create two queue managers and the appropriate queues and channels to create a one-way, point-to-point
messaging infrastructure. Create the queue managers on separate hosts to enable communication over a
network. As an extension to the scenario, add Transport Layer Security to the channel to enable secure
communication of data.
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Planning the solution

Point-to-point messaging is the simplest form of messaging in IBM MQ. In point-to-point messaging, the
sending application must know certain information about the receiving application before messages can
be sent. The sending application will require a way to address the remote queue. Use point-to-point
messaging to send a message to a remote queue manager with a sample application.

Overview: The delivered logical topology
The delivered logical topology after completing the scenario.

The point-to-point infrastructure allows one directional messaging between queue managers on different

host machines. Queue manager one, on host one sends messages to queue manager two, on host two.
After this scenario is complete, the delivered topology will look like
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Figure 2. QM1 sends a message to QM2

Basic concepts and key terms
Descriptions of the basic concepts and key terms you must know to complete the point to point scenario.

Basic concepts

IBM MQ enables applications to read and write messages to a queue. The application that reads the
message is independent of the application that writes the message. It is not a requirement to have the
two applications running at the same time. If no application is available to read the message it is queued
on the IBM MQ queue until an application reads it.

Key terms

Here is a list of key terms about message queuing.

Term Description

Queue managers The queue manager is responsible for maintaining the
queues it owns, and for storing all the messages it
receives onto the appropriate queues.

18 IBM MQ: Scenarios



Term Description

Messages A message is a string of bytes that is meaningful to the
applications that use it. Messages are used to transfer
information from one application program to another.
The applications can be running on the same or on
different computers.

Local queues A local queue is a data structure used to store messages.
The queue can be a normal queue or a transmission
queue. A normal queue holds messages that are to be
read by an application that is reading the message
directly from the queue manager. A transmission queue
holds messages that are in transit to another queue
manager.

Remote queues A remote queue is used to address a message to another
queue manager.

Channels Channels are use to send and receive messages between
queue managers.

Listeners Listeners are processes that accept network requests from
other queue managers, or client applications, and start
associated channels.

Implementing the solution

Implement the solution to the scenario. Create two IBM MQ queue managers on two separate hosts, the
source queue manager to send messages, and the target queue manager to receive messages.

Before you begin

The starting point for this scenario is an existing, verified IBM MQ installation. For instructions to install
IBM MQ, follow the steps in [Installing an IBM MQ server]|

About this task

Create two queue managers by using the command-line interface, define the required listeners, queues,
and channels. The delivered logical topology shows the functions added by implementing the solution.
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Creating the queue manager
Create an IBM MQ queue manager to send messages to the target queue manager.

Before you begin

* You must have IBM MQ installed. For more information about installing IBM MQ, see

About this task

Create the IBM MQ queue manager by using the command-line interface.

Procedure
1. Create a queue manager with the name QM1. On the command-line, type:
crtmgm QM1

The following messages are displayed to confirm that the queue manager is created:

IBM MQ queue manager created.

Creating or replacing default objects for QM1.

Default objects statistics : 61 created. 0 replaced. 0 failed.
Completing setup.

Setup completed.

2. Start the queue manager. On the command-line, type:
strmgm QM1

The following messages are displayed to confirm that the queue manager is started:

IBM MQ queue manager 'QM1' starting.

5 log records accessed on queue manager 'QM1' during the log replay phase.
Log replay for queue manager 'QM1' complete.

Transaction manager state recovered for queue manager 'QM1'.

IBM MQ queue manager 'QM1' started.

Results

The IBM MQ queue manager QM1 is created and started.
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What to do next

To create the queues to use with QM1, follow the instructions in [‘Creating the queues.”|

Creating the queues
Create IBM MQ queues that are managed by the IBM MQ queue manager.

Before you begin

You must have an IBM MQ queue manager that is set up as described in [‘Creating the queue manager”]

About this task

Start the MQSC interface to administer objects that are connected to the queue manager. Create a
transmission queue, and a remote queue definition. Exit the MQSC interface.

Procedure
1. On the command-line, type:
runmgsc QM1

After a confirmation message, the tool is ready to accept commands.

2. Create a transmission queue called QM2. It is good practice to give the transmission queue the same
name as the remote queue manager. In the MQSC interface, type:

DEFINE QLOCAL(QM2) DESCR('Transmission queue to QM2') USAGE(XMITQ)

The transmission queue is created.

3. Create a remote queue definition called QUEUE.ON.QM2. The remote queue definition must refer to the
name given to the local queue on the remote host. In the MQSC interface, type:

DEFINE QREMOTE(QUEUE.ON.QM2) DESCR('Remote queue for QM2') XMITQ(QM2) RNAME(RECEIVEQUEUE) RQMNAME (QM2)

The remote queue definition is created.
4. Type end to exit the MQSC interface.

What to do next

To create the sender channel that is used to connect to the target queue manager, follow the instructions
in [“Creating the sender channel” on page 22
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Creating the sender channel
Create the sender channel on the source queue manager, the channel is used to connect to the target
queue manager.

Before you begin

To create a channel that uses TLS, follow the instructions in [“Creating the channels to use TLS” on page]
This can be done afterward if you want to test the solution without TLS security.

About this task

Start the MQSC interface to administer objects that are connected to the queue manager and create the
sender channel. This channel is used to connect to the target queue manager called QM2.

Procedure
1. On the command-line, type:
runmgsc QM1

After a confirmation message, the tool is ready to accept commands.
2. Create the sender channel, called T0.QM2. In the MQSC interface, type:
DEFINE CHANNEL(TO.QM2) CHLTYPE(SDR) CONNAME(' remoteHost ') TRPTYPE(TCP) XMITQ(QM2)

Note: The variable remoteHost is the hostname or IP address of the target queue manager.
The sender channel is created.

What to do next

To create the distributed queue manager topology, follow the instructions in [“Creating the distributed|
queue manager topology.”|

Creating the distributed queue manager topology

Point-to-point messaging is the simplest form of messaging in IBM MQ. In point-to-point messaging, the
sending application must know certain information about the receiving application before messages can
be sent. The sending application will require a way to address the remote queue. Use point-to-point
messaging to send a message to a second queue manager with a sample application.

Before you begin

You must have set up the source queue manager as described in [“Creating the queue manager” on pagel

About this task

Create the target queue manager on a remote host. Use the sample applications to verify communication
between the source and target queue managers.
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Creating the queue manager:
Create an IBM MQ queue manager to receive messages from the remote queue manager.

Before you begin

You must have IBM MQ installed. For more information about installing IBM MQ, see [[nstalling an IBM|

About this task

Create the IBM MQ queue manager by using the command-line interface.

Procedure
1. Create a queue manager with the name QM2. On the command-line, type:
crtmgm QM2

The following messages are displayed:

IBM MQ queue manager created.

Creating or replacing default objects for QM2.

Default objects statistics : 61 created. 0 replaced. 0 failed.
Completing setup.

Setup completed.

2. Start the queue manager. On the command-line, type:
strmgm QM2

The following messages are displayed to confirm that the queue manager is started:

IBM MQ queue manager 'QM2' starting.

5 log records accessed on queue manager 'QM2' during the log replay phase.
Log replay for queue manager 'QM2' complete.

Transaction manager state recovered for queue manager 'QM2'.

IBM MQ queue manager 'QM2' started.

Results
The IBM MQ queue manager QM2 is created and started.

What to do next

To create the queue to use with QM2, follow the instructions in [Creating the queue.”

Creating the queue:

Create the local queue that is used to receive messages on the target queue manager, and the listener that
accepts the inbound channel connection.

About this task

After you have started the runmgsc scripting tool, you can use MQSC commands to create a local queue
and listener.

Procedure
1. Start the scripting tool by typing the following command:
runmgsc QM2

A message is displayed to confirm that the tool has started.
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2. Create a local queue called RECEIVEQUEUE. The queue must have the same name as referred to in the
remote queue definition on the source queue manager. In the MQSC interface, type:

DEFINE QLOCAL(RECEIVEQUEUE) DESCR('Receiving queue')

The local queue is created.
3. Create a listener called LISTENERL. In the MQSC interface, type:
DEFINE LISTENER(LISTENER1) TRPTYPE(TCP) PORT(1414) CONTROL(QMGR)

Note: Port 1414 is the default port for IBM MQ. If you chose a different port number, you must add it
to the CONNAME of the sender channel on the sending queue manager.

4. Start the listener so it is ready to accept inbound connections. In the MQSC interface, type:
START LISTENER(LISTENER1)

Note: Since the listener was created with the option CONTROL (QMGR), next time the queue manager is
started, the listener will also be automatically started.

5. Type end to exit the MQSC interface.
What to do next

To create the receiver channel to create the connection between the source and target queue managers,
follow the instructions in [“Creating the receiver channel.”|

Creating the receiver channel:

Create the receiver channel for the target queue manager to enable communication between the source
and target queue managers.

Before you begin

To create a channel that uses TLS, follow the instructions in [“Creating the channels to use TLS” on page]
This can be done afterward if you want to test the solution without TLS security.

About this task
Use the MQSC interface to create a receiver channel that is managed by QM2.

Procedure
1. On the command-line, type:
runmgsc QM2

After a confirmation message, the tool is ready to accept commands.

2. Create a receiver channel called T0.QM2. The channel must have the same name as the sender channel
on the source queue manager. In the MQSC interface, type:

DEFINE CHANNEL(TO.QM2) CHLTYPE(RCVR) TRPTYPE(TCP)
The receiver channel is created.
What to do next

To start the sender channel on the source queue manager, that in turn initiates the receiver channel on the
target queue manager, ollow the instructions in [“Starting the sender channel” on page 25|
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Starting the sender channel:

Start the sender channel on the source queue manager, the receiver channel on the target queue manager
is also started. Messages can be sent from the source queue manager to the target queue manager.

About this task

Start the MQSC interface to administer objects that are connected to the queue manager. Start the sender
channel to connect to the target queue manager, enabling communication. The receiver channel starts
automatically when the source channel is started.

Procedure
1. On the command-line, type:
runmgsc QM1

After a confirmation message, the tool is ready to accept commands.
2. Start the sender channel on the source queue manager. In the MQSC interface, type:
START CHANNEL(T0.QM2)

The sender channel starts, the receiver channel on the target queue manager is also started.
3. Check that the channel is running. In the MQSC interface, type:
DISPLAY CHSTATUS(TO.QM2)

If the channel is running, you will see that it reports STATUS (RUNNING). If it reports any other value in
STATUS then check the

What to do next

To verify that the source queue manager can send messages to the target queue manager, follow the
instructions in [“Verifying the solution.”|

Verifying the solution
Verify that the source queue manager can put a message onto the remote queue. Verify that the target
queue manager can get the message from the queue.

About this task
Use the sample applications, amgqsput and amqsget to verify the solution.

Procedure
1. Send a message to the target queue manager, QM2 from the source queue manager.

a. In the command-line interface, type:
amgsput QUEUE.ON.QM2 QM1

You must use the name of the remote queue definition to send the message to the target queue
manager. The following message is displayed:

Sample AMQSPUTO start
target queue is QUEUE.ON.QM2

b. Type Hello world., press Enter twice.
2. Get the message on the target queue manager.
a. In the command-line interface, type:
amgsget RECEIVEQUEUE QM2
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The following message is displayed:

Sample AMQSGETO start
message <Hello world.>
no more messages
Sample AMQSGETO end

Results

The target queue manager received the message from the source queue manager, verifying that point to
point communication is achieved.

What to do next

If iou want to add security to the solution, follow the instructions in [“Securing the point-to-point]

Securing the point-to-point topology

Secure the point-to-point topology so that messages can be transmitted in a production environment.
About this task

Secure the source and target queue manager objects so that the correct level of access is granted. Define
which user groups have access to the queues and queue managers. Secure the network connection by
using digitally signed certificates to connect using Transport Layer Security (TLS).

Securing the source queue manager objects
Set the authorization values for the objects on the source queue manager.

About this task
Use the setmqaut command to grant authorities to the user group running the application.

Procedure

1. To grant the specified user group with connect authorization to the queue manager, on the
command-line interface, type:

setmqaut -m QM1 -t gmgr -g userGroup +connect

2. To grant the specified user group with put authorization on the remote queue definition, on the
command-line interface, type:

setmgaut -m QM1 -t q -n "QUEUE.ON.QM2" -g userGroup +put
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Securing the target queue manager objects
Set the authorization values for the objects on the target queue manager.

About this task
Use the setmqaut command to grant authorities to the user group running the application.

Procedure

1. To grant the specified user group with connect authorization to the queue manager, on the
command-line interface, type:

setmgaut -m QM2 -t gmgr -g userGroup +connect

2. To grant the specified user group with get authorization on the remote queue definition, in the
command-line interface, type:

setmgaut -m QM2 -t q -n "RECEIVEQUEUE" -g userGroup +get

Securing the network
Secure the network connections between the source and remote queue managers.

About this task

Use signed certificates to verify the authenticity of the source and remote queue managers. Transfer
messages using an SSL or TLS network to encrypt messages.

Preparing the queue managers to use TLS:

The IBM MQ queue manager's key repository is used to store the queue manager's personal certificate
and the public Certificate Authority (CA) certificate. The personal certificate request from the IBM MQ
queue manager must be signed by a CA, the public certificate is used by the other entities to authenticate
the IBM MQ queue manager.

Before you begin
You must have the public Certificate Authority certificate in a file.
About this task

Create the IBM MQ queue manager's key repository, import the certificate authority's signer certificate
and create the queue manager's personal certificate request.

Procedure

1. Create a CMS key repository file for the queue manager called key.kdb. Navigate to the
Qmgrs\QM1\ss1 directory, and on the command line, type:

runmgckm -keydb -create -db key.kdb -pw passwOrd -type cms -stash

Note: For this simple example we have used a password of passwOrd. You may wish to choose a
different password and change each of the following commands to use your own password instead.

2. Add the CA certificate, which you have in a file, to the key repository, on the command line, type:
runmgckm -cert -add -file CA-certificate-file -db key.kdb -pw passwOrd -label TrustedCA

3. Request a personal certificate that will be written to a request file called QMlreq.req. On the command
line, enter:

runmgckm -certreq -create -db key.kdb -pw passwOrd -label ibmwebspheremgqml
-dn CN="QM1" -size 1024 -file QMlreq.req
-sig_alg SHAIWithRSA
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The default certificate label name is shown in this example. You can set your own name if you prefer.
For details, see [Digital certificate labels}

4. Send the certificate request file to your CA, they will issue a digitally signed certificate. Put the
received, signed certificate file in a suitable location to be received into the queue manager's key
repository.

5. Receive the signed personal certificate into the queue manager's key repository.
runmqckm -cert -receive -file Signed-certificate-file -db key.kdb -pw passwOrd -format ascii

6. Complete these steps for each queue manager, changing the queue manager name accordingly.
What to do next

To enable secure communication over the sender and receiver channels, follow the instructions in
[‘Creating the channels to use TLS.”|

Creating the channels to use TLS:

Create a new channel that uses TLS to create a connection.

Before you begin

To communicate over a channel that uses TLS, first you must have the required certificates for each end

of the connection. To create the required certificates, follow the instructions in [“Preparing the queue
nanagers to use TLS” on page 27|

About this task

Use the MQSC interface to define channels with SSL/TLS attributes set. This task can be done even if
you defined your channels without SSL/TLS in a prior step through the use of the REPLACE keyword.

Procedure
1. On the command-line, type:
runmgsc QM1
2. Create the sender channel on QM1, called T0.QM2, in the MQSC interface, type:

DEFINE CHANNEL(TO.QM2) CHLTYPE(SDR) TRPTYPE(TCP)
CONNAME (' remoteHost"') XMITQ(QM2)

SSLCIPH(TLS_RSA WITH_AES_128 CBC_SHA256)
DESCR('Sender channel using TLS from QM1 to QM2')
REPLACE

Note: The variable remoteHost is the hostname or IP address of the target queue manager.

You can specify a CERTLABL attribute for the channel. If you do, it must match the value on the
-label parameter of the runmgckm command that you previously ran in step 3 of [‘Preparing the queue]
managers to use TLS” on page 27| For more information on certificate labels, see |Digital certificate]
labels, understanding the requirements}
3. Type end to exit the MQSC interface.

4. On the command-line, type:

runmgsc QM2
5. Create a receiver channel on QM2, called T0.QM2, in the MQSC interface, type:

DEFINE CHANNEL(T0.QM2) CHLTYPE(RCVR) TRPTYPE(TCP)
SSLCIPH(TLS_RSA_WITH_AES 128 CBC_SHA256) SSLCAUTH(REQUIRED)
DESCR('Receiver channel using TLS from QM1 to QM2')

REPLACE

6. Type end to exit the MQSC interface.

28 IBM MQ: Scenarios



What to do next

To verify that the source queue manager can send messages to the target queue manager using TLS,
follow the instructions in [“Verifying the solution” on page 25

Publish/subscribe scenarios

Two sets of scenarios that demonstrate use of publish/subscribe clusters and publish/subscribe
hierarchies.

The available publish/subscribe scenarios are described in the following subtopics:

Publish/subscribe cluster scenario

In this scenario you create a simple three queue manager cluster and configure it to allow subscriptions
created on one queue manager to receive messages published by an application connected to another
queue manager.

Before you begin

The starting point for this scenario is an existing IBM MQ installation. For instructions to install IBM MQ
, follow the steps in [[nstalling an IBM MQ server]

About this task
By completing the steps in this scenario, you first create the following cluster:

DEMO

PS1 PS2
Full repos Full repos

Port 5000 Port 5001

PS3
Partial repos

Port 5002

Receiver and sender channels
44—  defined at queue managers

This cluster consists of three queue managers, two of which are defined as full repository queue
managers.

You then define a cluster topic on queue manager PS3. By creating the cluster topic, you have made the

cluster into a publish/subscribe cluster. To test the publish/subscribe cluster, you subscribe to the topic
on any queue manager, then publish a message to the topic from another queue manager and check that
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your subscription receives the message.
Related information:

Designing publish /subscribe clusters|

Configuring a queue manager cluster]|

Creating and starting the queue managers
Create and start three queue managers, called PS1, PS2 and PS3.

Procedure
1. Create and start queue manager PS1.
a. Create the queue manager.
In the command line, enter the following command:
crtmgm PS1
b. Start the queue manager.
In the command line, enter the following command:
strmgm PS1
2. Repeat step 1 to create and start queue manager PS2.
3. Repeat step 1 to create and start queue manager PS3.

What to do next

You are now ready to [configure the first queue manager|

Configuring the first queue manager

Use the MQSC interface to define a listener and a receiver channel for PS1, to set the queue manager as a
full repository for the cluster, and to define a sender channel from PS1 to PS2 so the two full repositories
can exchange information.

Before you begin

This task assumes that you have completed the steps in [‘Creating and starting the queue managers.”|

Procedure
1. Define and start a listener for PS1.
a. Launch the MQSC interface.
In the command line, enter the following command:
runmgsc PS1
b. Define a listener.
Enter the following MQSC command:
DEFINE LISTENER(PS1_LS) TRPTYPE(TCP) CONTROL(QMGR) PORT(5000)
c. Start the listener.
Enter the following MQSC command:
START LISTENER(PS1_LS)
2. Set the queue manager as a full repository for the cluster.
Enter the following MQSC command:
ALTER QMGR REPOS (DEMO)

3. Define a receiver channel for PS1, to allow other queue managers in the cluster to communicate with
it.

Enter the following MQSC command:
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DEFINE CHANNEL(DEMO.PS1) CHLTYPE(CLUSRCVR) TRPTYPE(TCP) CONNAME ('$HOSTNAME (5000)') CLUSTER(DEMO)
DESCR('TCP Cluster-receiver channel for queue manager PS1')

4. Define a sender channel from PS1 to PS2, to allow the two full repositories to exchange information.
Enter the following MQSC command:

DEFINE CHANNEL(DEMO.PS2) CHLTYPE(CLUSSDR) TRPTYPE(TCP) CONNAME('$HOSTNAME (56001)') CLUSTER(DEMO)
DESCR('TCP Cluster-sender channel from PS1 to queue manager PS2')

What to do next

You are now ready to fconfigure the second queue manager]|

Configuring the second queue manager

Use the MQSC interface to define a listener and a receiver channel for PS2, to set the queue manager as a
full repository for the cluster, and to define a sender channel from PS2 to PS1 so the two full repositories
can exchange information.

Before you begin

This task assumes that you have completed the steps in [‘Configuring the first queue manager” on page]
Procedure
1. Define and start a listener for PS2.

a. Launch the MQSC interface.
In the command line, enter the following command:

runmgsc PS2
b. Define a listener.
Enter the following MQSC command:
DEFINE LISTENER(PS2_LS) TRPTYPE(TCP) CONTROL(QMGR) PORT(5001)
c. Start the listener.
Enter the following MQSC command:
START LISTENER(PS2_LS)
2. Set the queue manager as a full repository for the cluster.
Enter the following MQSC command:
ALTER QMGR REPOS (DEMO)
3. Define a receiver channel for PS2, to allow other queue managers in the cluster to communicate with
it.
Enter the following MQSC command:

DEFINE CHANNEL (DEMO.PS2) CHLTYPE(CLUSRCVR) TRPTYPE(TCP) CONNAME('$HOSTNAME (5001)') CLUSTER(DEMO)
DESCR('TCP Cluster-receiver channel for queue manager PS2')

4. Define a sender channel from PS2 to PS1, to allow the two full repositories to exchange information.
Enter the following MQSC command:

DEFINE CHANNEL (DEMO.PS1) CHLTYPE(CLUSSDR) TRPTYPE(TCP) CONNAME ('$HOSTNAME (5000)') CLUSTER(DEMO)
DESCR('TCP Cluster-sender channel from PS2 to PS1')

What to do next

You are now ready to [configure the third queue manager]
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Configuring the third queue manager
Use the MQSC interface to define a listener and a receiver channel for PS3. Join PS3 into the cluster by
defining a sender channel from PS3 to one of the full repository queue managers.

Before you begin

This task assumes that you have completed the steps in [“Configuring the second queue manager” on|

Procedure
1. Define and start a listener for PS3.
a. Launch the MQSC interface.
In the command line, enter the following command:

runmgsc PS3
b. Define a listener.
Enter the following MQSC command:
DEFINE LISTENER(PS3_LS) TRPTYPE(TCP) CONTROL(QMGR) PORT(5002)
c. Start the listener.
Enter the following MQSC command:
START LISTENER(PS3_LS)
2. Define a receiver channel for PS3, to allow other queue managers in the cluster to communicate with
it.
Enter the following MQSC command:

DEFINE CHANNEL(DEMO.PS3) CHLTYPE(CLUSRCVR) TRPTYPE(TCP) CONNAME('$HOSTNAME(5002)') CLUSTER(DEMO)
DESCR('TCP Cluster-receiver channel for queue manager PS3')

3. Define a sender channel from PS3 to one of the full repository queue managers (for example, PS1 ).
This joins PS3 into the cluster.

Enter the following MQSC command:

DEFINE CHANNEL(DEMO.PS1) CHLTYPE(CLUSSDR) TRPTYPE(TCP) CONNAME('$HOSTNAME(5000)') CLUSTER(DEMO)
DESCR('TCP Cluster-sender channel from PS3 to PS1')

4. Validate that PS3 has successfully joined the cluster.
Enter the following MQSC command:
DISPLAY CLUSQMGR(*) QMTYPE

This command returns three entries, one each for QM1, QM2 and QM3. QM1 and QM2 should have a QMTYPE
of REPOS, and QM3 should have a QMTYPE of NORMAL.

What to do next

You are now ready to [define a cluster topid
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Defining cluster topics

Publishing and subscribing applications can publish to any topic string, with no need for an administered
topic object to be defined. However, if the publishing applications are connected to a cluster queue
manager that is different to the queue managers where subscriptions are created, an administered topic
object must be defined and added to the cluster. To make a topic a cluster topic, you specify the name of
the cluster in its definition.

Before you begin

This task assumes that you have completed the steps in [‘Configuring the third queue manager” on page|

About this task

The administered topic object identifies the point in the topic tree that is clustered through its topic
string. Publishing and subscribing applications can use any topic string at or below that point, and their
messages are automatically transmitted between queue managers.

When you define a cluster topic, you also choose its routing model. For more information about
publication routing in clusters, see [Designing publish/subscribe clusters]|

For this scenario we use the default routing of DIRECT. This means that messages are sent direct from a
publishing queue manager to the subscribing queue managers.

Procedure
1. Define the cluster topic SCORES on PS3.

To make the topic a cluster topic, specify the name of the cluster, and set the cluster routing ( CLROUTE
) that you want to use for publications and subscriptions for this topic.

a. Launch the MQSC interface.
In the command line, enter the following command:
runmgsc PS3
b. Define the cluster topic SCORES.
Enter the following MQSC command:
DEFINE TOPIC(SCORES) TOPICSTR('/Sport/Scores') CLUSTER(DEMO) CLROUTE(DIRECT)
c. Enter end to exit the MQSC interface for PS3.
2. Verify the topic definition on PS1.
a. Launch the MQSC interface for PS1.
In the command line, enter the following command:
runmgsc PS1
b. Display the cluster state for cluster topic SCORES.
Enter the following MQSC command:
DISPLAY TCLUSTER(SCORES) CLSTATE

The CLSTATE for cluster topic SCORES is shown as ACTIVE.

What to do next

For a more detailed exploration of this task, see [Configuring a publish/subscribe cluster]

You are now ready to verify the solution. See [“Testing the publish/subscribe cluster” on page 34
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Testing the publish/subscribe cluster
Test the publish/subscribe cluster by publishing and subscribing to a topic string from different queue
managers in the cluster.

Before you begin

This task assumes that you have completed the steps inf“Defining cluster topics” on page 33

About this task

Using the command line, and the amgspub and amgssub sample applications that are included with IBM
MQ , you can publish a topic from one queue manager and subscribe to the topic with the other queue
managers. When a message is published to the topic, it is received by the subscribing queue managers.

Procedure

1. In the command line, enter the following command:
amgspub /Sport/Scores/Football PS1

2. Concurrently, in separate command lines, enter the following commands:
amgssub /Sport/Scores/Football PS2
amgssub /Sport/Scores/Footbhall PS3

3. In the first command line, enter a message. The message is displayed in both the subscribing
command lines.

Note: The amqssub application will time out if a publication is not received for ten seconds.
Results
The publish/subscribe cluster set up is complete.
What to do next

Try defining different topic objects for different branches of the topic tree, and with different routing
models.

Publish/subscribe hierarchy scenarios

Three scenarios that demonstrate use of publish/subscribe hierarchies. Each of the three scenarios sets up
the same simple publish/subscribe topology. In each scenario, the queue managers rely on a different
method for connecting to their neighboring queue managers in the hierarchy.

The available publish/subscribe hierarchy scenarios are described in the following subtopics:
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Related information:

Publish /subscribe hierarchies|

Publish/subscribe hierarchy scenario 1: Using point-to-point channels with queue

manager name alias

This is the first in a set of three scenarios that set up a publish/subscribe hierarchy in different ways to
establish the connection between queue managers. This scenario sets up a publish/subscribe hierarchy
that uses point-to-point channels with queue manager name alias.

About this task

This set of scenarios all use a parent queue manager called QM1, and two child queue managers called

QM2, and QM3.

Scenario 1 is split into smaller sections to make the process easier to follow.

Publish/subscribe hierarchy

Parent
RCVR RCVR
> Qm1
SDR SDR SDR SDR
9999 7777 8888 9999
Qam2 RCVR RCVR QM3
Children

Figure 3. Topology diagram showing the relationship between queue managers in a typical publisher/subscribe

hierarchy.
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Scenario 1 part 1: Create the queue managers:
Procedure

1. Create and start three queue managers called QM1, QM2, and QM3 using the following commands:

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM1
strmgm QM1

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM2
strmgm QM2

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM3
strmgm QM3

2. Enable the queue manager publish/subscribe mode by using the following command on all three
queue managers:

ALTER QMGR PSMODE (ENABLED)

Scenario 1 part 2: Point-to-point channel connections:
About this task

Establish point-to-point channel connections between queue managers using a queue manager alias with
the same name as the parent queue manager.

Procedure

1. Define a transmission queue and queue manager alias on QM2 to QM1. Define a sender channel to QM1
and a receiver channel for the sender channel created on QM1 for QM2:

DEFINE QLOCAL(QM1.XMITQ) USAGE(XMITQ)
DEFINE QREMOTE (QM1) RNAME('') RQMNAME(QM1) XMITQ(QM1.XMITQ)
DEFINE CHANNEL('QM2.TO.QM1') CHLTYPE(SDR) CONNAME('localhost(9999)') XMITQ(QM1.XMITQ) TRPTYPE(TCP)

DEFINE CHANNEL('QM1.TO.QM2') CHLTYPE(RCVR) TRPTYPE(TCP)

2. Define a transmission queue and queue manager alias on QM3 to QM1. Define sender channel to QM1
and a receiver channel for the sender channel created on QM1 for QM3:

DEFINE QLOCAL(QM1.XMITQ) USAGE(XMITQ)
DEFINE QREMOTE (QM1) RNAME('') RQMNAME(QM1) XMITQ(QM1.XMITQ)
DEFINE CHANNEL('QM3.TO.QM1') CHLTYPE(SDR) CONNAME('localhost(9999)') XMITQ(QM1.XMITQ) TRPTYPE(TCP)

DEFINE CHANNEL('QM1.TO.QM3') CHLTYPE(RCVR) TRPTYPE(TCP)

3. Define a transmission queue and queue manager alias on QM1 to QM2 and QM3. Define sender channel
to QM2 and QM3, and a receiver channel for the sender channels created on QM2 and QM3 for QM1:

DEFINE QLOCAL(QM2.XMITQ) USAGE(XMITQ)

DEFINE QREMOTE (QM2) RNAME('') RQMNAME(QM2) XMITQ(QM2.XMITQ)

DEFINE CHANNEL('QM1.TO.QM2') CHLTYPE(SDR) CONNAME('localhost(7777)') XMITQ(QM2.XMITQ) TRPTYPE(TCP)
DEFINE CHANNEL('QM2.T0.QM1') CHLTYPE(RCVR) TRPTYPE(TCP)

DEFINE QLOCAL(QM3.XMITQ) USAGE (XMITQ)

DEFINE QREMOTE (QM3) RNAME('') RQMNAME(QM3) XMITQ(QM3.XMITQ)

DEFINE CHANNEL('QM1.TO.QM3') CHLTYPE(SDR) CONNAME('localhost(8888)') XMITQ(QM3.XMITQ) TRPTYPE(TCP)

DEFINE CHANNEL('QM3.T0.QM1') CHLTYPE(RCVR) TRPTYPE(TCP)
4. Start the appropriate listeners on the queue managers:
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5.

6.

Scenario 1 part 3: Connect queue managers and define a topic:

runmglsr -m QM1 -t TCP -p 9999 &
runmglsr -m QM2 -t TCP -p 7777 &
runmglsr -m QM3 -t TCP -p 8888 &

Start the following channels:
a. On QM1:
START CHANNEL('QM1.T70.QM2'")

START CHANNEL('QM1.T0.QM3')
b. On QM2:
START CHANNEL('QM2.TO.QM1')
c. On QM3:
START CHANNEL('QM3.T0.QM1')
Check that all the channels have started:
DISPLAY CHSTATUS('QM1.T0.QM2')

DISPLAY CHSTATUS('QM1.T0.QM3')
DISPLAY CHSTATUS('QM2.TO.QM1')

DISPLAY CHSTATUS('QM3.T0.QM1')

About this task

Connect the child queue managers QM2 and QM3 to the parent queue manager QM1.

Procedure

1.

Scenario 1 part 4: Publish and subscribe the topic:

On QM2 and QM3, set the parent queue manager to QM1:

ALTER QMGR PARENT (QM1)

Run the following command on all queue managers to check that the child queue managers are

connected to the parent queue manager:
DISPLAY PUBSUB TYPE(ALL)

Command output is displayed. For example, here is output for QM1, with the key details highlighted:

DISPLAY PUBSUB ALL
1 : DISPLAY PUBSUB ALL
AMQ8723: Display pub/sub status details.

QMNAME (QM1) TYPE (LOCAL)
STATUS (ACTIVE) SUBCOUNT (6)
TPCOUNT (9)

AMQ8723: Display pub/sub status details.
QMNAME (QM2) TYPE(CHILD)

STATUS (ACTIVE) SUBCOUNT(NONE)

TPCOUNT (NONE)

AMQ8723: Display pub/sub status details.
QMNAME (QM3) TYPE(CHILD)

STATUS (ACTIVE) SUBCOUNT (NONE)

TPCOUNT (NONE)

About this task

Use the amgqspub.exe and amgssub.exe applications to publish and subscribe the topic.

Procedure

1.

Run this command in the first command window:

amgspub Sport/Soccer QM2



2. Run this command in the second command window:
amgssub Sport/Soccer QM1

3. Run this command in the third command window:
amgssub Sport/Soccer QM3

Results

The amgssub.exe applications in the second and third command windows receive the messages published
in the first command window.

Related tasks:

‘Publish /subscribe hierarchy scenario 2: Using point-to-point channels with same name for transmission|
queue and remote queue manager”|

This is the second in a set of three scenarios that set up a publish/subscribe hierarchy in different ways
to establish the connection between queue managers. This scenario sets up a publish/subscribe hierarchy
that uses point-to-point channels with the transmission queue name the same as the remote queue
manager.

[‘Publish /subscribe hierarchy scenario 3: Using a cluster channel to add a queue manager” on page 41|
This is the third in a set of three scenarios that set up a publish/subscribe hierarchy in different ways to
establish the connection between queue managers. This scenario uses a cluster channel to add a queue
manager to a hierarchy.

Related information:

[Connecting a queue manager to a publish/subscribe hierarchy]

Publish/subscribe hierarchy scenario 2: Using point-to-point channels with same
name for transmission queue and remote queue manager

This is the second in a set of three scenarios that set up a publish/subscribe hierarchy in different ways
to establish the connection between queue managers. This scenario sets up a publish/subscribe hierarchy
that uses point-to-point channels with the transmission queue name the same as the remote queue
manager.

About this task

This set of scenarios all use a parent queue manager called QM1, and two child queue managers called
QM2, and QM3.

Scenario 2 is split into smaller sections to make the process easier to follow. This scenario reuses Scenario
1 part 1, Scenario 1 part 3, and Scenario 1 part 4 from [“Publish/subscribe hierarchy scenario 1: Using]
point-to-point channels with queue manager name alias” on page 35
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Publish/subscribe hierarchy

Parent
RCVR RCVR
> QM1
SDR SDR SDR SDR
9999 7777 8888 9999
QM2 RCVR RCVR QM3
Children

Figure 4. Topology diagram showing the relationship between queue managers in a typical publisher/subscribe

hierarchy.

Scenario 2 part 1: Create queue manager and set PSMODE:

Procedure

1. Create and start three queue managers called QM1, QM2, and QM3 using the following commands:
crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM1

strmgm QM1

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM2

strmgm QM2

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM3

strmgm QM3

2. Enable the queue manager publish/subscribe mode by using the following command on all three
queue managers:
ALTER QMGR PSMODE (ENABLED)

Scenario 2 part 2: Point-to-point channel connections:
About this task

Establish point-to-point channel connections between a queue manager using a transmission queue with
the same name as the parent queue manager.

Procedure

1. Define a transmission queue on QM2 to QM1. Define a sender channel to QM1 and a receiver channel for
the sender channel for QM2 created on QM1:

DEFINE QLOCAL(QM1) USAGE(XMITQ)

DEFINE CHANNEL('QM2.T0.QM1') CHLTYPE(SDR) CONNAME('Tocalhost(9999)') XMITQ(QM1) TRPTYPE(TCP)

DEFINE CHANNEL('QM1.T0.QM2') CHLTYPE(RCVR) TRPTYPE(TCP)

2. Define a transmission queue on QM3 to QM1. Define sender channel to QM1 and a receiver channel for

the sender channel created on QM1 for QM3:
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DEFINE QLOCAL(QM1) USAGE(XMITQ)
DEFINE CHANNEL('QM3.TO.QM1') CHLTYPE(SDR) CONNAME('localhost(9999)') XMITQ(QM1) TRPTYPE(TCP)

DEFINE CHANNEL('QM1.T0.QM3') CHLTYPE(RCVR) TRPTYPE(TCP)

3. Define transmission queues on QM1 to QM2 and QM3. Define sender channels to QM2 and QM3, and a
receiver channel for the sender channels created on QM2 and QM3 for QM1:

DEFINE QLOCAL(QM2) USAGE (XMITQ)

DEFINE CHANNEL('QM1.T0.QM2') CHLTYPE(SDR) CONNAME('localhost(7777)') XMITQ(QM2) TRPTYPE(TCP)
DEFINE CHANNEL('QM2.T0.QM1') CHLTYPE(RCVR) TRPTYPE(TCP)

DEFINE QLOCAL(QM3) USAGE (XMITQ)

DEFINE CHANNEL('QM1.TO.QM3') CHLTYPE(SDR) CONNAME('localhost(8888)') XMITQ(QM3) TRPTYPE(TCP)

DEFINE CHANNEL('QM3.T0.QM1') CHLTYPE(RCVR) TRPTYPE(TCP)
4. Start the appropriate listeners on the queue managers:

runmglsr -m QM1 -t TCP -p 9999 &
runmglsr -m QM2 -t TCP -p 7777 &
runmglsr -m QM3 -t TCP -p 8888 &

5. Start the following channels:
a. On QM1:
START CHANNEL('QM1.TO.QM2')

START CHANNEL('QM1.T0.QM3')
b. On QM2:
START CHANNEL('QM2.T0.QM1')
c. On QM3:
START CHANNEL('QM3.T0.QM1')
6. Check that all the channels have started:
DISPLAY CHSTATUS('QM1.T0.QM2')

DISPLAY CHSTATUS('QM1.T0.QM3')
DISPLAY CHSTATUS('QM2.T0.QM1')

DISPLAY CHSTATUS('QM3.T0.QM1')

Scenario 2 part 3: Connect queue managers and define a topic:
About this task

Connect the child queue managers QM2 and QM3 to the parent queue manager QM1.

Procedure
1. On QM2 and QM3, set the parent queue manager to QM1:
ALTER QMGR PARENT (QM1)
2. Run the following command on all queue managers to check that the child queue managers are
connected to the parent queue manager:
DISPLAY PUBSUB TYPE(ALL)
Command output is displayed. For example, here is output for QM1, with the key details highlighted:

DISPLAY PUBSUB ALL

1 : DISPLAY PUBSUB ALL

AMQ8723: Display pub/sub status details.
QMNAME (QM1) TYPE(LOCAL)
STATUS (ACTIVE) SUBCOUNT (6)
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TPCOUNT (9)

AMQ8723: Display pub/sub status details.
QMNAME (QM2) TYPE(CHILD)

STATUS (ACTIVE) SUBCOUNT (NONE)

TPCOUNT (NONE)

AMQ8723: Display pub/sub status details.
QMNAME (QM3) TYPE(CHILD)

STATUS (ACTIVE) SUBCOUNT (NONE)

TPCOUNT (NONE)

Scenario 2 part 4: Publish and subscribe the topic:
About this task

Use the amgqspub.exe and amgssub.exe applications to publish and subscribe the topic.

Procedure

1. Run this command in the first command window:
amgspub Sport/Soccer QM2

2. Run this command in the second command window:
amgssub Sport/Soccer QM1

3. Run this command in the third command window:
amgssub Sport/Soccer QM3

Results

The amgssub.exe applications in the second and third command windows receive the messages published
in the first command window.

Related tasks:

‘Publish/subscribe hierarchy scenario 1: Using point-to-point channels with queue manager name alias”|
bn page 35|

This is the first in a set of three scenarios that set up a publish/subscribe hierarchy in different ways to
establish the connection between queue managers. This scenario sets up a publish/subscribe hierarchy
that uses point-to-point channels with queue manager name alias.

['Publish /subscribe hierarchy scenario 3: Using a cluster channel to add a queue manager”]

This is the third in a set of three scenarios that set up a publish/subscribe hierarchy in different ways to
establish the connection between queue managers. This scenario uses a cluster channel to add a queue
manager to a hierarchy.

Related information:

[Connecting a queue manager to a publish/subscribe hierarchyl

Publish/subscribe hierarchy scenario 3: Using a cluster channel to add a queue
manager

This is the third in a set of three scenarios that set up a publish/subscribe hierarchy in different ways to
establish the connection between queue managers. This scenario uses a cluster channel to add a queue
manager to a hierarchy.

About this task

This set of scenarios all use a parent queue manager called QM1, and two child queue managers called
QM2, and QM3.

Note: This scenario is only using the cluster configuration to connect queue managers together, not to
propagate publish/subscribe traffic through clustering topics. When defining child/parent hierarchy

relationships between queue managers in the same cluster, propagation of publications between queue
managers will occur based on the publication and subscription scope settings of the topics in the topic
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tree. It is important not to use the cluster name setting of a topic to add the topics into the cluster. If
using the cluster name, the topology becomes a publish/subscribe cluster and does not require the
child /parent hierarchy relationships defined. See [“Publish/subscribe cluster scenario” on page 29| and
Planning your distributed publish/subscribe network!

Scenario 3 is split into smaller sections to make the process easier to follow. This scenario reuses Scenario
1 part 1, Scenario 1 part 3, and Scenario 1 part 4 from [“Publish/subscribe hierarchy scenario 1: Using]
point-to-point channels with queue manager name alias” on page 35

This scenario creates a cluster called DEMO where QM1 and QM2 are full repositories, and QM3 is a partial
repository. Queue manager QM1 is the parent of queue managers QM2 and QM3.

Publish/subscribe hierarchy
using clustering

Parent
CLUSRCVR +9999
QM1
Full repos
r' N A
CLUSSDR | Auto-defined
CLUSSDR 7777 channel CLUSSDR
9999 I 9999
|
CLUSRCVR I CLUSRCVR
QM2 7777 L, 8888 QM3
Full repos PR — Partial repos
——————— >

Auto-defined channel

Children

Figure 5. Topology diagram showing the relationship between queue managers that are using a cluster channel.

Scenario 3 part 1: Create queue manager and set PSMODE:

Procedure

1. Create and start three queue managers called QM1, QM2, and QM3 using the following commands:
crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM1
strmgm QM1

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM2
strmgm QM2

crtmgm -u SYSTEM.DEAD.LETTER.QUEUE QM3
strmgm QM3

2. Enable the queue manager publish/subscribe mode by using the following command on all three
queue managers:

ALTER QMGR PSMODE (ENABLED)

Scenario 3 part 2: Point-to-point channel connections:
About this task

Establish point-to-point channel connections between queue managers a cluster.
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Procedure

1. On QM1 and QM2, set the REPOS parameter to the name of the cluster DEMO:
ALTER QMGR REPOS (DEMO)

2. Start the appropriate listeners on the queue managers:

runmglsr -m QM1 -t TCP -p 9999 &
runmglsr -m QM2 -t TCP -p 7777 &
runmglsr -m QM3 -t TCP -p 8888 &

3. Define the cluster receiver channel on each queue manager:
a. On QM1:
DEFINE CHANNEL(TO0.QM1) CHLTYPE(CLUSRCVR) TRPTYPE(TCP) CONNAME('localhost(9999)') CLUSTER(DEMO)
b. On QM2:
DEFINE CHANNEL(TO.QM2) CHLTYPE(CLUSRCVR) TRPTYPE(TCP) CONNAME('localhost(7777)') CLUSTER(DEMO)
c. On QM3:
DEFINE CHANNEL(TO0.QM3) CHLTYPE(CLUSRCVR) TRPTYPE(TCP) CONNAME('localhost(8888)') CLUSTER(DEMO)
4. Define a cluster sender channel to a full repository on each queue manager in the cluster:
a. On QM1:
DEFINE CHANNEL(TO0.QM2) CHLTYPE(CLUSSDR) TRPTYPE(TCP) CONNAME('localhost(7777)') CLUSTER(DEMO)
b. On QM2:
DEFINE CHANNEL(TO.QM1) CHLTYPE(CLUSSDR) TRPTYPE(TCP) CONNAME('localhost(9999)') CLUSTER(DEMO)

€. QM3 can have a cluster sender channel to either full repository on QM1 or QM2. This example defines
the channel to QM1:

DEFINE CHANNEL(TO.QM1) CHLTYPE(CLUSSDR) TRPTYPE(TCP) CONNAME('localhost(9999)') CLUSTER(DEMO)

Scenario 3 part 3: Connect queue managers and define a topic:
About this task

Connect the child queue managers QM2 and QM3 to the parent queue manager QM1.

Procedure
1. On QM2 and QM3, set the parent queue manager to QM1:
ALTER QMGR PARENT (QM1)
2. Run the following command on all queue managers to check that the child queue managers are
connected to the parent queue manager:
DISPLAY PUBSUB TYPE(ALL)
Command output is displayed. For example, here is output for QM1, with the key details highlighted:

DISPLAY PUBSUB ALL
1 : DISPLAY PUBSUB ALL
AMQ8723: Display pub/sub status details.

QMNAME (QM1) TYPE (LOCAL)
STATUS (ACTIVE) SUBCOUNT (6)
TPCOUNT (9)

AMQ8723: Display pub/sub status details.
QMNAME (QM2) TYPE(CHILD)

STATUS (ACTIVE) SUBCOUNT (NONE)

TPCOUNT (NONE)

AMQ8723: Display pub/sub status details.
QMNAME (QM3) TYPE(CHILD)

STATUS (ACTIVE) SUBCOUNT (NONE)

TPCOUNT (NONE)

Scenario 3 part 4: Publish and subscribe the topic:
About this task

Use the amgqspub.exe and amgssub.exe applications to publish and subscribe the topic.
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Procedure

1. Run this command in the first command window:
amgspub Sport/Soccer QM2

2. Run this command in the second command window:
amgssub Sport/Soccer QM1

3. Run this command in the third command window:
amgssub Sport/Soccer QM3

Results

The amgssub.exe applications in the second and third command windows receive the messages published
in the first command window.

Related tasks:

‘Publish /subscribe hierarchy scenario 1: Using point-to-point channels with queue manager name alias’]
bn page 35|

This is the first in a set of three scenarios that set up a publish/subscribe hierarchy in different ways to
establish the connection between queue managers. This scenario sets up a publish/subscribe hierarchy
that uses point-to-point channels with queue manager name alias.

‘Publish /subscribe hierarchy scenario 2: Using point-to-point channels with same name for transmission|
queue and remote queue manager” on page 38|

This is the second in a set of three scenarios that set up a publish/subscribe hierarchy in different ways
to establish the connection between queue managers. This scenario sets up a publish/subscribe hierarchy
that uses point-to-point channels with the transmission queue name the same as the remote queue
manager.

Related information:

onnecting a queue manager to a publish/subscribe hierarch
gaq

Transactional support scenarios

Using transactional support you can enable your applications to work reliably with databases.

This section introduces transactional support. The work required to enable your applications to use IBM
MQ with a database product spans the areas of application programming and system administration. Use
the information here together with [Committing and backing out units of work}

We start by introducing the units of work that form transactions, then describe the ways in which you
enable IBM MQ to coordinate transactions with databases.
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Related concepts:

['Introducing units of work”]
This topic introduces and defines the general concepts of unit of work, commit, backout and sync point.
It also contains two scenarios that illustrate global units of work.

Related information:
[BM MQ and HP NonStop TMF|

Introducing units of work

This topic introduces and defines the general concepts of unit of work, commit, backout and sync point.
It also contains two scenarios that illustrate global units of work.

When a program puts messages on queues within a unit of work, those messages are made visible to
other programs only when the program commits the unit of work. To commit a unit of work, all updates
must be successful to preserve data integrity.

If the program detects an error and decides not to make the put operation permanent, it can back out the
unit of work. When a program performs a backout, IBM MQ restores the queues by removing the
messages that were put on the queues by that unit of work.

Similarly, when a program gets messages from one or more queues within a unit of work, those messages
remain on the queues until the program commits the unit of work, but the messages are not available to
be retrieved by other programs. The messages are permanently deleted from the queues when the
program commits the unit of work. If the program backs out the unit of work, IBM MQ restores the
queues by making the messages available to be retrieved by other programs.

The decision to commit or back out the changes is taken, in the simplest case, at the end of a task.
However, it can be more useful for an application to synchronize data changes at other logical points
within a task. These logical points are called sync points (or synchronization points) and the period of
processing a set of updates between two sync points is called a unit of work. Several MQGET calls and
MQPUT calls can be part of a single unit of work.

With IBM MQ), we need to distinguish between local and global units of work:

Local units of work
Are those in which the only actions are puts to, and gets from, IBM MQ queues, and the
coordination of each unit of work is provided within the queue manager using a single-phase
commit process.

Use local units of work when the only resources to be updated are the queues that are managed
by a single IBM MQ queue manager. Updates are committed by using the MQCMIT verb or
backed out using MQBACK.

There are no system administration tasks, other than log management, which is involved in using
local units of work. In your applications, where you use the MQPUT and MQGET calls with
MQCMIT and MQBACK, try using the MQPMO_SYNCPOINT and MQGMO_SYNCPOINT
options. (For information about log management, see [Managing log files|)

Global units of work
Are those in which other resources, such as tables in a relational database, are also updated.
When more than one resource manager is involved, there is a need for transaction manager software
that uses a two-phase commit process to coordinate the global unit of work.

Use global units of work when you also need to include updates to relational database manager
software, such as DB2®, Oracle, Sybase, and Informix®.

There are several possible scenarios for using global units of work. Documented here are two
scenarios:
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1. In the first, the queue manager itself acts as the transaction manager. In this scenario, MQI
verbs control the global units of work; they are started in applications using the MQBEGIN
verb and then committed using MQCMIT or backed out using MQBACK.

2. In the second, the transaction manager role is performed by other software, such as TXSeries®,
Encina, or Tuxedo. In this scenario, an API provided by the transaction manager software is
used to control the unit of work (for example, EXEC CICS® SYNCPOINT for TXSeries ).

The following sections describe all the steps necessary to use global units of work, organized by
the two scenarios:

* [Scenario 1: Queue manager performs the coordination|

* [“Scenario 2: Other software provides the coordination” on page 71

Scenario 1: Queue manager performs the coordination

In scenario 1, the queue manager acts as the transaction manager. In this scenario, MQI verbs control the
global units of work; they are started in applications using the MOQBEGIN verb and then committed using
MQCMIT or backed out using MQBACK.

Isolation level
In IBM MQ, a message on a queue might be visible before a database update, depending on the
transaction isolation design implemented within the database.

When an IBM MQ queue manager is working as an XA transaction manager, to coordinate updates to XA
resource managers, the following commit protocol is followed:

1. Prepare all XA resource managers.
2. Commit the IBM MQ queue manager resource manager.
3. Commit other resource managers.

Between step 2 and 3, an application might see a message that is committed to the queue but the
corresponding row in the database does not reflect this message.

This is not a problem if the database is configured such that the application's database API calls wait for
pending updates to be completed.

You can resolve this by configuring the database differently. The type of configuration needed is referred
to as the "isolation level". For more information on isolation levels, refer to the database documentation.
You can, alternatively, configure the queue manager to commit the resource managers in the following
reverse order:

1. Prepare all XA resource managers.
2. Commit other resource managers.
3. Commit the IBM MQ queue manager resource manager.

When you change the protocol the IBM MQ queue manager is committed last, so applications that read
messages from the queues see a message only after the corresponding database update has been
completed.

To configure the queue manager to use this changed protocol, set the AMQ_REVERSE_COMMIT_ORDER
environment variable.

Set this environment variable in the environment from which the strmgm is run to start the queue
manager. For example, run the following in the shell just before starting the queue manager:

export AMQ_REVERSE_COMMIT ORDER=1
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Note: Setting this environment variable might cause an extra log entry per transaction, so this will have a
small impact on the performance of each transaction.

Database coordination

When the queue manager coordinates global units of work itself, it becomes possible to integrate
database updates within the units of work. That is, a mixed MQI and SQL application can be written,
and the MQCMIT and MQBACK verbs can be used to commit or roll back the changes to the queues and
databases together.

The queue manager achieves this using the two-phase commit protocol described in X/Open Distributed
Transaction Processing: The XA Specification. When a unit of work is to be committed, the queue manager
first asks each participating database manager whether it is prepared to commit its updates. Only if all
the participa