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Zero downtime Fix pack

 Installing a fix pack is now supported in a clustered environment without any downtime

 Prerequisites and assumptions:
– Site must already be on Fix Pack 7 or later
– Interim fix JR52690 must be installed

• This supports restarting updatedb in case of errors
• If installing fix pack 8 or 9, this interim fix needs to be reinstalled after installing the fix 

pack to the installation directory
– Support for installing fix pack 8 or later
– Since part of the cluster must be down during parts of the install, the process must be 

done at a time where load is at most at half the capacity of the cluster
– The process requires manual manipulation of servers and node agents

http://www.ibm.com/support/knowledgecenter/SSZLC2_7.0.0/com.ibm.commerce.install.doc/tasks/tig_fp_zero.htm
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Zero downtime fix pack – overall approach

 The approach for applying a fix pack without downtime is:
– Install fix pack to the WC installation directory, including the corresponding JR52690
– Update the database
– Update the instances in the cluster. In the following, we assume the cluster is split into 

two groups: G1 and G2:
• Shut down the servers in G1
• Shut down the node agents G2
• Apply the fix pack to the instances in G1
• Wait for the updated application to be replicated to all the nodes in G1
• Start the servers in G1
• Stop the servers in G2
• Start the node agents in G2
• Wait for the nodes in G2 to be updated with the new EAR
• Start the servers in G2

 Note that if you are on FEP7 or later, the above actions must be completed on both the WC 
and the Search cluster simultaneously
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Zero downtime fixpack – graphical view
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 This is our cluster. It has four members, running fix pack 7. We will update to fix pack 8
– As described earlier, we will update it in two groups: Node 1&2 and Node 3&4
– In this example, WC is installed on Node 1
– If you have a different number of members, split it into similar groups

• For example, if you have nine members, you'll have one group of four and one of five 
members
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Zero downtime fixpack – graphical view
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 Install the new fix pack to the WC installation directory
– Also remember to reinstall JR52690
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Zero downtime fixpack – graphical view
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 Update the database to fix pack 8 level
– Note that with JR52690, updatedb can be re-run if initial run was unsuccessful
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Zero downtime fixpack – graphical view
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 Shut down servers on members in the first group (Node 1&2)
– This is done to ensure they will not accept traffic until we want them to

 Shut down node agents in the second group (Node 3&4)
– This is done to ensure these servers will not be updated until we want them to
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Zero downtime fixpack – graphical view
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 Apply the new fix pack (FP8 here) to one of the members of the first group
– This will be the node that also has WC installed with an updated installation directory
– In our example, we're updating Node 1
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Zero downtime fixpack – graphical view
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 Wait for the deployment manager to replicate the updated EAR to the remaining nodes in the 
first group (Node 2 here)

– This can take a while, as the EAR is copied over the network
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Zero downtime fixpack – graphical view
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 Start up the servers in group 1 (Nodes 1&2)

 Shut down the servers in group 2 (Nodes 3&4)

 The cluster is now serving traffic on the target fix pack level
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Zero downtime fixpack – graphical view
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 Start the node agents on the servers in group 2 (Nodes 3&4)
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Zero downtime fixpack – graphical view
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 Wait for the EAR to be updated in the remaining nodes
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Zero downtime fixpack – graphical view

Node 1

Node agent

FP8

Node 2

Node agent

server

Node 3

Node agent

server

Node 4

Node agent

serverserver

 Start the servers in group 2 (Nodes 3&4)

 The entire cluster is now updated

 Note that we only showed the WC cluster here. An equivalent activity should happen for the 
Search cluster, in parallel
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Zero downtime Fix pack

 Installing a fix pack is now supported in a clustered environment without any downtime

 Prerequisites and assumptions:
– Site must already be on Fix Pack 7 or later
– Interim fix JR52690 must be installed

• This supports restarting updatedb in case of errors
• If installing fix pack 8 or 9, this interim fix needs to be reinstalled after installing the fix 

pack to the installation directory
– Support for installing fix pack 8 or later
– Since part of the cluster must be down during parts of the install, the process must be 

done at a time where load is at most at half the capacity of the cluster
– The process requires manual manipulation of servers and node agents

http://www.ibm.com/support/knowledgecenter/SSZLC2_7.0.0/com.ibm.commerce.install.doc/tasks/tig_fp_zero.htm

The ability to apply a fix pack without incurring a site outage has long been requested by 
clients, and with interim fix JR52690, this is now a supported method.

What this fix does is to improve the updatedb script to be restartable in case of an error. 
In other words, if an error occurs during the course of running updatedb, you no longer 
will need to restore the database and retry, but can simply resolve the error condition and 
re-run the script on the same database.

Since the fix pack and interim fixes must also support running on a newer database, the 
zero-downtime fixpack process is only supported on fix pack 7 and unwards. That is, you 
can install fix pack 8 and newer on a fix pack 7 and newer installation that has JR52690 
installed. Note that this is not included in fix packs 8 and 9, so you must reinstall 
JR52690 after installing the fix pack to the installation directory.

The process involves running at partial capacity, so we strongly recommend that the fix 
pack install is done during a low traffic situation.

The process is not automated and does require manual stopping and starting of node 
agents and servers throughout the process. We recommend devising a detailed script, 
outlining every single action so as to ensure a smooth process.
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Zero downtime fix pack – overall approach

 The approach for applying a fix pack without downtime is:
– Install fix pack to the WC installation directory, including the corresponding JR52690
– Update the database
– Update the instances in the cluster. In the following, we assume the cluster is split into 

two groups: G1 and G2:
• Shut down the servers in G1
• Shut down the node agents G2
• Apply the fix pack to the instances in G1
• Wait for the updated application to be replicated to all the nodes in G1
• Start the servers in G1
• Stop the servers in G2
• Start the node agents in G2
• Wait for the nodes in G2 to be updated with the new EAR
• Start the servers in G2

 Note that if you are on FEP7 or later, the above actions must be completed on both the WC 
and the Search cluster simultaneously

The overall approach for applying a fix pack with no downtime is as follows:

First, you must install the fixpack to the WebSphere Commerce installation directory. We 
will in the following assume that this is Node 1 of your cluster.

Then you must update the database using the updatedb script. As mentioned earlier, the 
JR52690 interim fix will allow you to re-run this script as needed.

Finally, you will update the instances (i.e. the EAR files) in the production cluster.

Since we do not recommend that the servers in the cluster run at different levels at the 
same time, you will do this by shutting down one half of the cluster members, apply the 
fix pack to those members, switch over, restarting the updated cluster members and 
stopping the remaining members, update those remaining members and then finally bring 
back all cluster members.

The way to control which cluster members are updated is by stopping and starting the 
node agents. The node agent is the process on a node that communicates with the 
deployment manager. By stopping the node agent on a node, you effectively ensures that 
the EAR file on that node will not be automatically updated by the deployment manager.

So to summarize, you will shut down the server in the first half of the cluster and the 
node agent in the second half. A this point, only the second half of the cluster will serve 
traffic.

You will then install the fix pack on the first node in the first half of the cluster. This will 
be the same node upon which you have WebSphere Commerce installed.

Since the node agents in the first half of the cluster are still running, the deployment 
manager will detect the EAR update and trigger an automated update of the servers in this 
half of the cluster. With the node agents down in the second half of the cluster, those will 
remain backlevel.

Once the entire first half of the cluster have been updated, you will stop the servers in the 
second half and bring the servers in the first half back up.

The site is now serving traffic on the new fix pack level through the servers in the first 
half of the cluster.

Now, start the node agents in the second half of the cluster. This will again trigger an 
update of all of those EARs to the new fix pack level.

Once all of the servers in the second half of the cluster are updated, you can start these 
and the entire cluster will be updated and serving traffic.

A final note is that if you are on feature pack 7 or later, you will have a separate search 
cluster. In this case, you would be performing the same actions mentioned above 
simultaneous for the search cluster.
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Zero downtime fixpack – graphical view
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 This is our cluster. It has four members, running fix pack 7. We will update to fix pack 8
– As described earlier, we will update it in two groups: Node 1&2 and Node 3&4
– In this example, WC is installed on Node 1
– If you have a different number of members, split it into similar groups

• For example, if you have nine members, you'll have one group of four and one of five 
members
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In the following slides, we will detail the process outlined in the previous slide in a 
graphical way.

In this example, we assume the production cluster to have four members. Again, since the 
same actions are performed on the search and WebSphere Commerce clusters 
simultaneously, we will only show the WebSphere Commerce cluster, but you would 
perform the same actions on the Search cluster.

We also assume that WebSphere Commerce is installed on Node 1.
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Zero downtime fixpack – graphical view
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 Install the new fix pack to the WC installation directory
– Also remember to reinstall JR52690
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The first action is to install the fix pack to the WebSphere Commerce installation 
directory without updating neither the database or any instances.
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Zero downtime fixpack – graphical view
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 Update the database to fix pack 8 level
– Note that with JR52690, updatedb can be re-run if initial run was unsuccessful
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Next, you will use updatedb to update the database to the new fix pack level.

At this point, you will have the entire cluster serving traffic on a fix pack 7 level against a 
fix pack 8 level database.
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Zero downtime fixpack – graphical view
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 Shut down servers on members in the first group (Node 1&2)
– This is done to ensure they will not accept traffic until we want them to

 Shut down node agents in the second group (Node 3&4)
– This is done to ensure these servers will not be updated until we want them to
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Then you will shut down the servers in the first half of the cluster (Nodes 1 and 2 in this 
example) and the node agents on the second half of the cluster (Nodex 3 and 4 here).

At this point, only the second half of the cluster (nodes 3 and 4) are serving traffic.
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Zero downtime fixpack – graphical view
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 Apply the new fix pack (FP8 here) to one of the members of the first group
– This will be the node that also has WC installed with an updated installation directory
– In our example, we're updating Node 1
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You will then update the instance (i.e. the EAR) on Node 1.
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Zero downtime fixpack – graphical view
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 Wait for the deployment manager to replicate the updated EAR to the remaining nodes in the 
first group (Node 2 here)

– This can take a while, as the EAR is copied over the network
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Since the node agents in the first half of the cluster are still running, the deployment 
manager (not shown here) will detect the EAR update and automatically distribute the 
updated EAR to all cluster members with a running node agent. With the node agents on 
the second half of the cluster (the one serving traffic) down, these will be kept at 
backlevel, while the nodes in the first half are updated.

You must wait for all cluster members to be updated. This can take a while, in many 
cases 10 minutes or more.
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Zero downtime fixpack – graphical view
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 Start up the servers in group 1 (Nodes 1&2)

 Shut down the servers in group 2 (Nodes 3&4)

 The cluster is now serving traffic on the target fix pack level
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Now that the first half of the cluster are fully updated, you will start the servers in this 
half up and shut the remaining servers down.

At this point your production cluster will be serving traffic on an updated set of servers, 
but at half capacity.
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Zero downtime fixpack – graphical view
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 Start the node agents on the servers in group 2 (Nodes 3&4)
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Now, start the node agents in the second half of the cluster.
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Zero downtime fixpack – graphical view
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 Wait for the EAR to be updated in the remaining nodes
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With the node agents on the second half of the cluster running again, the deployment 
manager will distribute the updated application to these nodes.

Again, wait for all servers to be updated before proceeding to the next step.
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Zero downtime fixpack – graphical view
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 Start the servers in group 2 (Nodes 3&4)

 The entire cluster is now updated

 Note that we only showed the WC cluster here. An equivalent activity should happen for the 
Search cluster, in parallel
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Finally, with all servers at the target fixpack level, you can start the servers in the second 
half of the cluster.

Your site will now be running at full capacity with a fully updated cluster.

Note once again that you would perform the same steps in parallel on the Search cluster.

Also note that in this example, we focused on installing a fix pack. If you have any 
interim fixes, you would install these at the same time as the fix pack.
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